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ABSTRACT

Large language model (LLM) applications, such as ChatGPT, are

a powerful tool for online information-seeking (IS) and problem-

solving tasks. However, users still face challenges initializing and re
-fining prompts, and their cognitive barriers and biased perceptions
further impede task completion. These issues reflect broader chal-

lenges identified within the fields of IS and interactive information
retrieval (IIR). To address these, our approach integrates task con-

text and user perceptions into human-ChatGPT interactions through

prompt engineering. We developed a ChatGPT-like platform inte-

grated with supportive functions, including perception articulation,
prompt suggestion, and conversation explanation. Our findings of

a user study demonstrate that the supportive functions help users
manage expectations, reduce cognitive loads, better refine prompts,
and increase user engagement. This research enhances our com-
prehension of designing proactive and user-centric systems with

LLMs. It offers insights into evaluating human-LLM interactions

and emphasizes potential challenges for under served users.
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1 INTRODUCTION

The release of ChatGPT has sparked considerable interest in the
interaction between humans and Al. This interest has led to a
rising number of individuals employing large language models
(LLMs) for various purposes such as task assistance, entertainment,
education, and even as an alternative to traditional search engines
[3, 5]. Despite the prevalence of ChatGPT, users still face challenges
formulating prompts, and cognitive barriers and biased perceptions
further impede task completion [26, 34]. These issues reflect broader
challenges identified within the fields of information seeking (IS)
and interactive information retrieval (lIR), particularly concerning
task context and user perceptions, such as task topic and type, user
intent, topic familiarity, and task expectations [2, 14, 16, 23, 30].

Previous IIR studies have underscored the complexity of integrat-
ing these fluctuating user perceptions into a predominantly static
search system. Fortunately, the evolution of LLMs marks a trans-
formative phase in information access (IA) paradigms, introducing
a promising avenue for incorporating more nuanced interaction
data through conversational context between the user and genera-
tive IA (GIA) system [24]. Therefore, it becomes crucial to explore
methodologies for embedding task context and user perceptions
into ChatGPT interactions, subsequently evaluating their impact
on user experience and task completion, which are essential criteria
for evaluation IIR and Human-Al Interaction [1, 17, 19, 26].

To achieve this, we have developed a task platform that emulates
the oficial ChatGPT interface, incorporating the GPT-3.5-turbo
model. Aiming to support users with the challenges mentioned
above, we designed and implemented three supportive functions: 1.
Perception Articulation: allows users to clarify their perceptions,
including topic familiarity, and expected task complexity. This per-
ception articulation will be then input to ChatGPT through prompt
engineering to enrich the context information; 2. Prompt Sugges-
tions: generates prompt revisions and follow-up questions, aiding
users who struggle with prompt formulation; 3. Conversation
Explanation: generates explanations for the ongoing conversation
(i.e., the user’s prompt and ChatGPT's response pair) for users to
better comprehend ChatGPT's interpretation of the conversation.

To validate our approach, we conducted a naturalistic user study,
involving 16 participant of college students and crowdsourced work-
ers with self-defined tasks. These tasks spanned various lengths
and cover diverse topics including creative writing, professional
development, and specific programming questions.
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Our analysis underscores the effectiveness of the supportive
functions, illuminating their role in facilitating user experience and
task completion. The findings reveal that these functions proved
instrumental in managing user expectations, reducing cognitive
load, guiding prompt refinement, and increasing user engagement.
This research further enhances our understanding of designing
proactive and user-centric systems with LLMs, offering insights
into evaluating human-LLM interactions from both the system and
user ends, and underscoring potential challenges for under served
users in this new era of Al.

2 RELATED WORK

2.1 Capability of ChatGPT

LLMs have emerged as a groundbreaking development in the realm
of artificial intelligence, leveraging sophisticated architectures trained
on extensive data to understand and emulate human-like text gen-
eration [20]. One such application is ChatGPT, which has seen the
most significant growth in its userbase. One key access to the ver-
satility of LLMs is prompt engineering, a method that uses specific
information and instruction in the input to optimize ChatGPT’s
output content and format [18]. Previous studies have examined
using ChatGPT and other LLMs in educational settings where they
can personalize content delivery and foster enhanced learning ex-
periences [4, 8, 29, 35]. In addition, ChatGPT has demonstrated
potential in providing emotional support, by playing therapeutic
roles based on user sentiment and need [29].

2.2 LLMs as Information Access Systems

Incorporating LLMs in information access systems introduces trans-
formative prospects from GIA, particularly through multi-turn in-
teractions that resemble traditional IIR processes [24, 26]. How-
ever, harnessing LLMs in information access systems presents pro-
nounced challenges. Users encounter dificulties in query formula-
tion or interpreting search results, often due to cognitive barriers,
which are common when initializing and refining prompts during
interactions with LLMs [23, 34]. These barriers often stem from task
context and user perceptions, such as lack of prior knowledge, low
familiarity level with the topic, high complexity, and inappropriate
expectations, leading to potential misconceptions about how LLMs
interpret and respond [6, 7, 19, 23, 30, 31].

2.3 Evaluating Human-LLM-Interaction

In recent literature, the evaluation of human-LLM interaction has
garnered significant attention, especially as these models become
increasingly used in human tasks. A comprehensive approach to
this evaluation has been proposed, encompassing aspects such as
task performance, user experience, and general "Human-Al eXperi-
ence" (HAX) [1, 10]. With similar interaction process and challenges,
there are also notable parallels between the evaluation of human-
LLM interaction and the assessment of IIR. Both areas highlight
the significance of user experience and perception. Another critical
facet enhancing user trust and comprehension is explainability in
Al, which merits more profound exploration [9, 33].
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Figure 1: User study platform and prompt templates for sup-
portive functions.

3 RESEARCH QUESTIONS

In respect to the challenges and opportunities in human-LLM in-
teraction and the roles of task context and user perceptions in IS
and IR research, our study aims to investigate the research ques-
tion RQ: How can we provide support with task context and user
perception information to mitigate user challenges in tasks when
interacting with ChatGPT?

To answer this question, we explore our methodology for collect-
ing and integrating features related to task context and user per-
ception, importing these features into the system through prompt
engineering, and developing supportive functions to enhance user
assistance in the task.

4 METHODOLOGY

4.1 System design and supportive functions

We developed an interface similar to the oficial ChatGPT, with
GPT-3.5-turbo as the model, and integrated questionnaires and
supportive functions. The interface and the prompt templates for
the supprortive functions are shown in Figure 1. To interact with
the system, users need to enter the pre-task questionnaire high-
lighted in upper left of the interface. The pre-task questionnaire
collects features of task context and user perceptions, including
task topic and type, familiarity level, and expectations (e.g., ex-
pected task complexity, spending time, and outcome). The detailed
descriptions of these features are in Table 1. Within the pre-task
questionnaire, perceptions articulation is implemented as the gen-
erative features: familiarity level and expected complexity. Unlike
traditional surveys that use Likert scales to measure these two fea-
tures, our approach utilizes ChatGPT to generate five degrees of
familiarity or task complexity with descriptions and examples. This
function aims to assist participants in better comprehending and
selecting the option that most closely aligns with their perceptions.
The chosen degree, along with its description and example, are
then formatted in the prompt template to enrich the context of the
main prompt template, which is demonstrated in the left dashed
box in Figure 1. We developed this main prompt template with sev-
eral components, including role, description, narrative, aspect, and
format according to a prior study for designing effective prompts
[28]. This template aims to provide ChatGPT with comprehensive
background information about task context and user perceptions.
After this pre-task questionnaire, we implement the second sup-
portive function, prompt suggestions, by using the main prompt
template involved ongoing conversations. The suggestions are dis-
played in separate tabs at the bottom of the interface. Furthermore,
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Table 1: Features in the pre-task questionnaire and the con-
versation rating questionnaire.

Feature [ Description
~Pre-task questionnaire
Task topic User input text of task topic
T | Generaltasktype options, such as Learninga
Task type new topic, generating text, casual conversation,
replacing search engine, etc.
~Familiarity Five-degree choices with descriptions and examples

level generated by a prompt involving {task topic}
Expected Five-gegree choices with descriptions and examples
complexit generated by a prompt involving {Task topic}
plexity and {Familiarity level}
TEXpected | Three options: 1655 than 30 minutes, 110 2 hours,
spending time | more than 3 hours
Expected FouUr optionsT geta broad idea of thetask,
outcome partially complete the task, )
fully complete the task, other(text input)
Conversation rating questionnaire
. Five potential explanations for corresponding
Explanation {user prompt} and {ChatGPT response}
—Explanation | Five-degree options with descriptions from
utility “very poor” to “excellent”
—Conversation | Five-degree options fromnot usefuito

usefulness extremely useful.
Conversation | Five-degree options from very unsatsfiedto
satisfaction very satisfied.

for each conversation, we implement the conversation explanation
function in the rating questionnaire. This function generates five
explanation options, allowing users to select the one that best aligns
with their intent. We also include an explanation utility question,
which allows users to rate the utility of the chosen explanation
on a five-point scale. The purpose of the conversation explanation
function is to present ChatGPT’s interpretation of each prompt or
response for users and investigate the potential of these explana-
tions in enhancing user engagement and experience.

4.2 Participant recruitment

We targeted two distinct user groups for our research: college stu-
dents at a research university and crowdsourced workers from
Amazon mTurk. The recruitment process contains two steps: Step
1. participants were asked to complete a registration survey. This
survey collected background information, including demographics
and prior experience with ChatGPT. Step 2: We then inquired par-
ticipants if they wished to proceed to the remote user study. Those
who opted in then reported the tasks they planned to perform with
ChatGPT. We required participants to report task plans with three
anticipated task lengths: short (less than 30 minutes), medium (1 to
2 hours), and long (3 hours or more). According to the naturalistic
study setting, participants were allowed to edit the task plan when
they had new task ideas and complete planned tasks in five days.
Before their own tasks, they would perform a warm-up task to get
familiar with the platform interface and the study process. After the
user study, participants could opt for an interview where we sought
their feedback and insights on their experiences. In these interviews,
we specifically explored their views on the task experience using
our platform, the effectiveness of the supportive functions, and
any suggestions or opinions they might have. Compensation for
participants includes $5 for the step 1 registration survey and $50
for the step 2 user study. This compensation exceeds the minimum
wage threshold, and our research has received approval from the
Institutional Review Board (IRB).
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Table 2: Average results of the tasks and user experience.

~Participant group College student Crowd WOTKer
Task count 7 6 3 3 7 3
#Prompt 59 52 227 12:5 125 253
# Suggestion 1.2 0.8 1 12,5 12 23
Duration (min)* 223.5 445.2 2488.6 | 558.3 315 32.9
Usefulness 3.8 4.2 32 43 42 4
Explanation utility 4 41 32 4.2 3.8 2.8
Satisfaction 4 4.2 33 4.3 45 4.2

not the exact amount of time spent on the task.

The decision to choose two distinct participant groups aimed at
broadening user diversity. While past studies focused on college
students as early adopters of ChatGPT, they still highlighted the
need for a more heterogeneous user group. Consequently, our par-
ticipant pool includes college students from diverse fields such as
Computer Science, Library and Information Science, and Public
Health. Additionally, we incorporated crowd workers to ensure an
even broader user spectrum. However, we set a qualification with
an age range of 18-25 for crowd workers to facilitate a comparative
analysis between the two groups.

4.3 Analysis

For this small-scale user study, we utilized a descriptive analysis by
presenting the tasks users performed on our platform and explain-
ing how the platform influenced user experience and assisted them
in task completion. In addition, we delved into the interview data
as case studies to illuminate users’ experiences and insights.

5 RESULTS

5.1 Participants and tasks

As a result, 16 participants enrolled in the user study, comprising 8
college students and 8 crowd workers. The college students came
from various academic backgrounds, including computer science,
library/information science, and public health, ranging from sopho-
mores to graduates. The crowd workers specialized in fields such
as information technology and business, and were either pursuing
or had already obtained their bachelor’s degrees. Out of the 16
participants, six completed the tasks according to their task plans
and participated in the interview (3 college students and 3 crowd
workers), while the remainder finished at least the warm-up task.
Table 2 presents the average results of the tasks. Excluding the
warm-up task, there were 29 tasks in total, comprising 10 short
tasks, 13 medium tasks, and 6 long tasks. There were notable dif-
ferences between the college student group and the crowd worker
group, especially concerning the numbers of prompts and used
prompt suggestions, and task duration. College students submitted
approximately 5 to 6 prompts in short or medium tasks, though the
duration for medium tasks was about double that of short tasks.
They submitted over 20 prompts in the long task, completing the
task in almost two days. In all task lengths, they adopted about
one prompt from the suggestions in average. Conversely, crowd
workers spent more time and prompts on short tasks than col-
lege students did, but they spent less time on medium and long
tasks. This discrepancy could stem from their reliance on prompt
suggestions, as nearly all their prompts were derived from these
suggestions. Regarding the conversation ratings, college students
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Table 3: Summary and examples of task topics and types performed by users.

Wang, et al.

Participant group

College student

Crowd worker

Expected Tength Short Median Long Short Median Long
Learning a language, Specific Specific IK (Rowli k;a},m'nng (f)a?m )

Topic Grammar Checking, | programming programming | (writing techniques) Cor(nr?%)llnr%)érket Develogigg (learring
Basic programming problems problems programming languages)
Learning anew topic, | Learning a new topic, Developing or | Casual conversation Casual conversation Casual conversation,

Type Wriging or Developing or

g n rating t xt

programming

programming

(Learning anew topic)

(Learning a new topic)

Learning a new topic

Task topics and types in "()" provide clarifications for ambiguous topics or types that users entered in the pre-task questionnaire,

as further inferred from actual conversations.

had a positive experience (high usefulness, explanation utility, and
satisfaction) in short and medium tasks but a moderate experience
in long tasks. Crowd workers generally had a positive experience,
except for the moderate explanation utility in long tasks.

To gain deeper insight into the participants’ experiences, ta-
ble 3 provides a summary and examples of tasks topics and types,
grouped by users and expected task length. College students (espe-
cially computer science students) engaged in tasks that included
learning new topics (in short and medium tasks) and solving specific
programming problems (in medium and long tasks). In contrast,
crowd workers did not specify clear task topics in the pre-task
questionnaire. They used vague terms like "JK;" "learning," and "de-
veloping," primarily intending to engage in casual conversations
with ChatGPT. Consequently, based on their input and heavy re-
liance on the prompt suggestion function, those suggestions led
the conversations towards topics such as "J.K. Rowling", "online
learning platforms", and "learning programming languages".

5.2 Interview case study on task experience

We further present insights from the interview as case studies, ex-
amining the impact of supportive functions on user experience and
task completion. Table 3 outlines participants’ backgrounds, prior
experiences with ChatGPT, task experiences during this study, and
insights. We interviewed three computer science college students,
P1, P2, and P3, all of whom showed considerable enthusiasm and
engagement in both the tasks and subsequent interviews. Addition-
ally, we interviewed crowd workers P4, P5, and P6. We delve into
detailed feedback from P1, P2, and P3 and summarize the concerns
raised by P4, P5, and P6.

P1, a self-identified expert of ChatGPT, considering ChatGPT
as useful but not compatible with human experts. In this study,
P1 recognized the value of perception articulation in "guiding ex-
pectations". In addition, the conversation explanations helped P1
"balance expectations” and satisfaction. For instance, P1 previously
experienced ChatGPT’s shortcomings in understand the specific
rules of haikus, and they (a gender-neutral alternative to he/she)
had a low expectation and started with some simple rules of haikus
in this study. Surprisingly, P1 found the generated haikus followed
the correct rules. However, inconsistencies arose when P1 increased
the rule complexity. After reviewing the conversation explanations,
P1 adjusted their expectations, acknowledging ChatGPT’s limita-
tions but remaining satisfied. P1 also noticed that explanations
were more detailed for tasks with low familiarity but more concise
and “straight to the point” for more familiar topics. However, P1
found the prompt suggestion function sometimes misaligned with
their intended task direction, particularly in specific programming
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problems. Nonetheless, P1 appreciated the guidance from suggested
prompts when exploring unfamiliar content, especially in the in-
ternship related question. They also highlighted the study plat-
form’s effectiveness in maintaining focus on specific tasks, thereby
enhancing engagement and eficiency.

P2 previously found ChatGPT unexpectedly eficient in sug-
gesting coding solutions. However, they did not anticipate fully
completing tasks from ChatGPT’s responses but expected to "get
a broad idea" to guide their own solution development. In this
study, P2 recognized how the platform interpreted task context
and user perceptions in the pre-task questionnaire. For example,
when encountering challenges that ChatGPT’s response exceeded
P2’'s knowledge, they realized overestimated familiarity of a topic
and reassessed it. The conversation explanation function allowed
P2 to understand where any miscommunication began and to re-
fine prompts. For example, in the complex C++ coding task, P2
gained confidence and refined prompts through iterative interac-
tions and could use ChatGPT to "build all remembered functions
in one prompt", attributing this improvement to learning from
the explanations. However, P2 became dissatisfied when the code
generated by ChatGPT was incompatible with an updated game
development package. They then realized that ChatGPT had lim-
ited knowledge on this development package and discontinued
the conversation for alternative resources. Regarding the prompt
suggestions, P2 found them useful in initializing short tasks, but
overly broad and generalized in the longer or more complex tasks.

P3 self-identified as proficient with ChatGPT, but they experi-
enced miscommunication with ChatGPT’s interpretations. In this
study, P3 provided unique insights when revising their resume.
P3 observed redundancy and paraphrasing issues among the ex-
planation options. For the prompt suggestions, P3 felt that those
suggestions could sometimes distract from their initial intents. Nev-
ertheless, P3 acknowledged the suggestions’ potential to unveil
new perspectives, such as unconsidered resume layouts. P3 also
emphasized the effort required to modify ChatGPT’s output to their
preferred style and content.

Regarding the crowd workers (P4, P5, and P6) involved in IT-
related fields, their previous interaction with ChatGPT was primar-
ily work-related. In this study, as per the tasks summarized in Tables
1 and 2, they appeared hurried in their completion, heavily relying
on prompt suggestions, possibly due to their focus on Human Intel-
ligence Tasks (HITs). Their feedback during interviews remained
nonspecific, centered more around task completion for compensa-
tion rather than the study’s investigative purpose. It seems they
misunderstood the task purpose of this study, or they were outliers
of target users, which raised concerns discussed in the next section.
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Table 4: Summary of user experience and insights from the interview.

Participant PI P2 P3 P4 PS5 Po
- - - - Crowd workers in informa-
Background | Computer science senior Computer science sophomore Computer science sophomore tion technology fields
Previous ChatGPT not compatible With Au-"|~ ~ -~ o unexpected performance Miscommunication between the Using ChatGPT for text gen-
experience man experts user and ChatGPT eration work
; f Generating Haikus, Learning a game dev tool, -
Task in this Internship specific question, Using a game dev package, Resume revision Casugl conversation,
study - ' o . learning a topic
Specific Coding problem Specific coding problem _
« Detailed pre-task perceptions for | ° Overestimated fgmlllarlty recognition o ]
[ e through retrospection; < Prompt sug- | * Paraphrasing issues in explana-
guiding expectations; - Prompt ex- i for initializing th tion; « | tions; « Distracting issues in prompt
Experience planations for balancing expecta- ges |0nts or ini Ita'l izing te conl\'/er;a 'O?' su éstionS' A Prgm t su Fe)stior?s « Prompt suggestion reliance;
in this study | tions; « Prompt suggestions for cu- rompt - suggestion not applicable ~ tor 99 - PL SUGQES .| * Satisfaction
i o complex tasks; » Explanations for prompt | for new and diverse information; «
riosity or unfamiliarity; » Task-level e > B L !
conversation refining; « Final prompt development or | Efforts in refining desired output
final solution guidance
* EXPECUTN%HI management + Dynamic perceptions
« Task reliability « Expectation management « Diverse explanation, M ~
Insight « Prompt refining willingness « Task reliability « Diverse prompt suggestions tiol\r/1"SSUS€ of prompt sugges
« Diverse prompt suggestions « Explainability for prompt refining « Interactive prompt refining process
» Task-focused interface * Interactive prompt refining process

6 DISCUSSION AND CONCLUSION

In closing discussion, we incorporate insights derived from our
study, focusing on enhancing human-LLM interaction and identify-
ing prevalent challenges during these interactions.

Insights and Implications for System Evaluation: The interview
insights suggest distinct evaluation metrics at both the system and
user ends. For the system, we can propose task reliability, which re-
flects the LLM’s deep understanding and capability of task-specific
knowledge beyond the text completion. This reliability could be
evaluated through the LLM’s ability to describe different levels of
task familiarity and complexity for better recognizing the user’s task
states. Another evaluation aspect could be conversation explain-
ability, reflecting the LLM'’s ability to interpret the conversation
from a task-aware perspective. Enhancements of task reliability
and explainability might include graph-based methods to represent
the task in a knowledge structure with contextual information that
enhances situational awareness [22, 32]. On the user end, metrics
on task engagement could be measured by users’ willingness to
refine prompts and be influenced by their expectations [17, 34].

Proactive User Interface and System Design: Our study offers in-
sights for proactive user interface and system design, which extends
previous work on proactive IR [15]. Our approach involved utilizing
questionnaires and specific interface tabs, yet the need for more
seamless integration emerged. Following established Al interaction
guidelines, a separate interface, such as a sidebar or secondary tab,
could be deployed to facilitate supportive functions without inter-
ruptions on the ongoing conversation with ChatGPT. This proactive
interface could also adopt a conversation-based mechanism for cap-
turing user perceptions and provide suggestions, assisting the main
ChatGPT interaction. This system holds the potential to leverage a
fine-tuned LLM, for analyzing ongoing conversations and offering
task-aware recommendations [11-13, 25]. This insight represents a
step towards more intuitive, assistive Al, catering to diverse user
needs without over-complicating the interaction.

Recognizing the Unique Position of Crowd Workers: This study
revealed unexpected findings concerning crowd workers’ interac-
tions with ChatGPT. These anomalies may not solely be attributed
to users’ misunderstanding of the study’s purpose but also possibly
to the inherent challenges these users faced in formulating their
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own tasks. HITs for crowd workers are usually straightforward and
repetitive tasks, like data labelling, even though they still require
instructions and a gold standard to ensure accuracy [28]. Although
they can produce text resembling task plans to meet the HIT criteria,
this text does not necessarily mirror their real information needs
[21, 27]. Formulating their "own" tasks or even identifying their
information needs may be internally complex tasks. Additionally,
the emphasis on task-centric LLM in this study might overshadow
challenges with exploratory or open-ended user intentions. There-
fore, it is crucial to comprehend the diverse information needs and
usage contexts among more user categories, so that the proactive
system should be intuitively informative and inclusive, rather than
restrictively functional for certain user groups [24].

Limitations and Future Directions: Acknowledging our study’s
constraints in its limited scale, we advocate for expansive user
studies with participants from diverse communities, populations,
and backgrounds. Beginning for the prototype system in this study,
future work could involve improving the interface and system
design, conducting prompt template ablation studies, and exploring
LLM fine-turning for developing task support affordances. Further
discussions might explore task automation and copilot, with the
challenge of balancing user engagement in information seeking and
learning, while providing eficient, single-prompt task resolution.

In conclusion, our user study delved into supportive functions for
ChatGPT, bolstering user experiences and task completion. The re-
sults indicated that these functions effectively guided users in man-
aging expectations, reducing cognitive load, better refining prompts,
and increasing user engagement. This investigation markedly ad-
vances our understanding of how to leverage LLMs for proactive IS
systems. Moreover, it sheds light on the evaluation of human-LLM
interactions and highlights the potential oversight of certain user
groups’ unique challenges in the era of Generative Al.
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