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ABSTRACT

User search performance is multidimensional in nature and may be better characterized by metrics that depict users'
interactions with both relevant and irrelevant results. Despite previous research on one-dimensional measures, it is
still unclear how to characterize different dimensions of user performance and leverage the knowledge in developing
proactive recommendations. To address this gap, we propose and empirically test a framework of search
performance evaluation and build early performance prediction models to simulate proactive search path
recommendations. Experimental results from four datasets of diverse types (1,482 sessions and 5,140 query
segments from both controlled lab and natural settings) demonstrate that: 1) Cluster patterns characterized by cost-
gain-based multifaceted metrics can effectively differentiate high-performing users from other searchers, which
form the empirical basis for proactive recommendations; 2) whole-session performance can be reliably predicted at
early stages of sessions (e.g., first and second queries); 3) recommendations built upon the search paths of system-
identified high-performing searchers can significantly improve the search performance of struggling users.
Experimental results demonstrate the potential of our approach for leveraging collective wisdom from automatically
identified high-performance user groups in developing and evaluating proactive in-situ search recommendations.
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INTRODUCTION

Characterizing user search performance is crucial for modeling user behavior and providing them with customized
recommendations in interactive information retrieval. The search path and strategies of users with high performance
can be leveraged to enhance other users’ search results and experience under similar search tasks, cognitive states,
and intents (Hassan Awadallah et al., 2014; Hendahewa & Shah, 2017; J. Liu & Shah, 2022). Users’ search
performance is shaped by several factors, such as domain knowledge (i.e., users’ knowledge background and
familiarity with the search task/topic), search expertise (i.e., technical skills and topic-independent search
experience) (Suzuki & Yamamoto, 2021), and contextual factors (J. Liu & Shah, 2019a, 2019b). Focusing on search
performance, previous research suggested that good-performing users usually have better search strategies and can
effectively accumulate knowledge and cues through interactive search activities (Mao et al., 2018; Suzuki &
Yamamoto, 2021). Through leveraging collective wisdom from expert users, collaborative query recommendation
can help struggling users with lower performance and fewer skills and improve their search interactions (Halvey &
Jose, 2012; Morris, 2008; Morris & Horvitz, 2007).

Existing research has examined user search performance using unified behavior-based or self-report-based metrics
to measure performance. The user performance is related to users’ interactions with the results (e.g., clicks, dwell
time, and continue or stop searching) and their perceived search experience (e.g., search success and satisfaction)
(M. Liu, Liu, Mao, Luo, Zhang, et al., 2018; Mao et al., 2016). Conceming user performance prediction, some
existing studies employed the performance from previous searches and implicit feedback features (e.g., dwell time
on results) to predict their search performance in current and subsequent query segments (Hendahewa & Shah, 2015;
Piech et al., 2015), but many of them only considered a small set of online search behavior features collected at the
whole session level (after the search session is concluded). These measures of single aspects are not capable of
capturing the multidimensional nature of user performance, which may lead to incomplete and biased results in user
performance evaluation (Hendahewa & Shah, 2017; Moraveji et al., 201 1; Odijk et al., 2015). In addition. although
various methods have been developed to support users by improving their search experience in both IR and HCI
communities (Huurdeman & Kamps, 2015; Smith, 2017), it is still unclear how we can leverage the knowledge
about evaluating and predicting user performance at different early points of search sessions, and how effective the
performance measurement is.

Research Objective

To fill the above research gaps, we developed multiple user performance measures that capture both the gain (e.g.,
the numbers of relevant/useful documents) and cost (e.g., the number of clicks, dwell time) aspects of users’ search
interactions based on both online search behavioral features and offline relevance and usefulness labels. Differing
from most of the existing measures, our metric set characterizes users’ in-situ interactions with multidimensional
gain and cost. Then, based on the user performance groups identified through clustering from the measure scores,
we built machine learning classifiers to predict user performance at early points of search sessions (e.g., first,

86™ Annual Meeting of the Association for Information Science & Technology | Oct. 27 — 31, 2023 | London, United Kingdom. Author(s) retain
copyright, but ASIS&T receives an exclusive publication license.



http://crossmark.crossref.org/dialog/?doi=10.1002%2Fpra2.799&domain=pdf&date_stamp=2023-10-22

second, or third query). Moving forward toward practical application, with the simulated query segment
recommendation, we investigated the effectiveness of the performance measurement and prediction. The main
contributions and implications of our study include:

e  This study measures user performance with multidimensional metrics, and tested the predictability and
effectiveness of the performance evaluation process under varying search datasets, which can be widely
applied and reused in characterizing search performance and evaluating search paths.

¢  The study demonstrates the feasibility of early predicting user performance based on their search behaviors
and collaboratively generating adaptive search path recommendations at early points of search sessions.

e At the practical level, this study demonstrates a viable approach to leveraging the collective wisdom of
multiple users in collaborative search path recommendations and helping struggling users engage in
complex search tasks going beyond ad hoc retrieval contexts.

RELATED WORK

In this section, we introduced the theoretical foundations of our proposed framework and the research gap. First, as
we aimed to evaluate users’ search performance, we reviewed previous studies about the measures and the
importance of users’ performance in search tasks. Then, we planned to predict users’ search performance based on
their behaviors, so we reviewed methods investigating user behavioral features. Furthermore, with user performance
measures and predictors, we proposed to design a method to help struggling users in search tasks, which is the
interest of proactive information retrieval. Finally, we specified the research gaps in these fields and brought up our
research questions.

User Online Search Performance

Improving user search performance and experience with search system support is fundamental in information
retrieval (Huurdeman & Kamps, 2015). User search performance is shaped by many factors, such as domain
knowledge (M. Liu, Liu, Mao, Luo, Zhang, et al., 2018; Suzuki & Yamamoto, 2021), task complexity (P. Liu & Li,
2012; Payne, 1976; Willett et al., 2014), search skills, and search experience (Bailey, 2017; Wildemuth, 2004).
Users from various domains with different levels of search experience will perform differently on specific search
tasks (M. Liu, Liu, Mao, Luo, Zhang, et al., 2018; Moraveji et al., 201 1; Suzuki & Yamamoto, 2021). Evaluating
user search performance usually involves assessing their success in the search task, which can be done through self-
reports or analyzing user responses (M. Liu, Liu, Mao, Luo, Zhang, et al., 2018; Odijk et al., 2015). However,
collecting user-generated annotations can be costly, so there is a need for metrics that evaluate user performance
with limited user annotations and implicit feedback. Recent research has focused on online metrics for information
retrieval systems that combine offline metrics (e.g., relevance-based metrics) and online user behaviors (F. Zhang et
al., 2020). These metrics can reflect user search behaviors and performance from multidimensional aspects
(Hendahewa & Shah, 2017; J. Liu & Yu, 2021). According to information foraging theory, user interaction signals
are associated with their search outcomes in varying ways, and this outcome-behavioral relationship is affected by
the goal of information gain, tolerance of cost, or the rate of gain and cost (Azzopardi et al., 2018). However, each
online metric only evaluates search results from a single aspect, making it challenging to represent and evaluate
multidimensional user search performance using user-interaction signals (Chen et al., 2017).

On the other hand, researchers have studied query performance prediction (QPP) methods to estimate query
performance or system effectiveness without relevance labels (Cronen-Townsend et al., 2002; Raiber & Kurland,
2014). These methods estimate performance using textual features of the query and documents in the search results
(Zendel et al., 2019). However, QPP methods neglect users’ experience and are not designed for improving users'
performance in web search (Zamani et al., 2018; Zhou & Croft, 2007). Therefore, how to adopt user-interaction
signals to represent and evaluate the multidimensional search performance remains an open question.

Online Search Behaviors

User search performance is closely associated with their online search behaviors (F. Liu, 2016). With the
development of the modern search engine, researchers have collected user interaction signals in real-time and at a
large scale, aiming to develop user-oriented search supports (Bennett et al., 2011, 2012). These behavioral signals
normally involve query reformulation, pagination, clicks, mouse movements, dwell time, etc. Based on information-
seeking theories and user models, previous research has analyzed users’ online search behaviors to personalize their
interactions with search engines by inferring their implicit states (Dumais et al., 2014; Fox et al., 2005; White &
Morris, 2007). Various methods have been implemented to investigate users’ search behaviors, including collecting
user behavior data from user studies or large datasets of search logs and developing machine learning models to
predict users’ implicit states using behavioral data (Hendahewa & Shah, 2015; Li et al., 2021). The implicit states
include task difficulty, user information intention, information need, satisfaction, etc (Arguello, 2014; J. Liu et al.,
2020; F. Zhang et al., 2020). In addition, researchers also found distinguishable patterns in online search behaviors
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between users with high search performance and those with low performance (Lazonder et al., 2000; Mao et al.,
2018; Suzuki & Yamamoto, 2021; Yu et al., 2018). Furthermore, users exhibit different behavioral patterns in
different states of the search task. Based on these patterns, researchers have proposed to develop adaptive models to
predict user states at different moments during sessions (Arguello, 2014; J. Liu & Yu, 2021). Practically, predicting
users’ implicit states such as domain knowledge could enable search systems to support users proactively in
achieving a better search experience (X. Zhang et al., 2015).

Proactive Information Retrieval

Proactive information retrieval aims to improve users’ search experience and performance from the traditional
search system with a reactive nature (Bhatia et al., 2016). Users with different levels of search experience, domain
knowledge, or information literacy can all get support from proactive search systems (Huurdeman & Kamps, 2015;
Savenkov & Agichtein, 2014; Smith, 2017). Query recommendation is a popular proactive information retrieval
method that has demonstrated usefulness for users engaging in various types of tasks (Hanauer et al., 2017;
Hendahewa & Shah, 2015, 2017; Moayedikia et al., 2019; Zahera et al., 2013). High-quality, collaboratively
recommended queries created by expert users can provide guidance to users and improve their search performance
(Harvey et al., 2015; Morris, 2008; Morris & Horvitz, 2007; Savenkov & Agichtein, 2014; Smith, 2017). Another
aspect of assisting users is helping the search system adapt to users’ states according to their behaviors (J. Liu & Yu,
2021; Rha et al., 2016). The adaptive search system can improve search results during the dynamic interaction
between users and the search engine (Luo et al., 2014). When users are struggling with search tasks, these proactive
methods are supposed to assist users in accomplishing tasks with positive interventions. Therefore, by accurately
estimating users’ search performance, queries from high-performance users can be collected to help users with low
performance of the search task in the proactive information system.

RESEARCH QUESTIONS

Although there is much research about adaptive search systems supporting users, most of them focus on a single
facet of user behaviors or the system performance based on traditional relevance-based offline metrics. Few studies
investigate user performance directly to develop adaptive search systems because of lacking appropriate evaluation
metrics for multidimensional user performance. This research aimed to evaluate user performance with the
combination of various online metrics in terms of gain and cost. Then, we investigated the feasibility of early
prediction and intervention to support users after evaluating their performance. Therefore, we aimed to address these
research questions:

RQ1: From what aspects can we measure user search performance using online-offline combined search measures?
RQ2: How early can we predict user search performance in an interactive search session?

RQ3: To what extent can we improve a user’s search performance with search paths extracted from the search
sessions of other users engaging in the same search task?

DATA AND METHODS

This section introduces the methodology we employed to create multidimensional user performance measures and
evaluate early-prediction-based search path recommendations. First, we introduced the datasets used in this study
and what features and performance measures we can extract from these datasets. Then, we described our framework
of search performance evaluation, how to investigate the predictability and effectiveness of the performance
evaluation by early prediction with behavioral features, and query segment recommendation simulation.

Datasets

As this research aims to support users with queries extracted from high-performance users’ search sessions, some
features we need include information on users’ behaviors and assessments of the results to evaluate user
performance. Therefore, we used the KDD19 dataset (M. Liu et al., 2019), SIGIR16 dataset (Mao et al., 2016),
SearchSuccess dataset (M. Liu, Liu, Mao, Luo, Zhang, et al., 2018), and the TREC session track 14 dataset
(https://trec.nist.gov/data/session2014.html) in this research. We listed the basic information about these datasets in
Table 1. These datasets contain topic/task-based search logs where users could have multiple queries in one session,
and their search behaviors were collected, including query reformulation, clicks, paginations, and timestamps. The
KDD19 dataset also collected additional user behaviors such as mouse movements, scroll, and hover activities.

Dataset KDDI19 SIGIR16 SearchSuccess TREC14
# Queries 1538 937 651 2014
# Sessions 450 225 166 641

# Tasks 9 9 6 60

Annotation | Relevance, Usefulness | Relevance, Usefulness | Relevance, Usefulness | Relevance
Table 1. Characteristics of Datasets.
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For the annotations, the KDD and SIGIR16 datasets collected relevance for all documents and usefulness for clicked
documents. The SearchSuccess dataset collected relevance and usefulness only for clicked documents. The
relevance and usefulness annotations are different assessments reflecting two aspects of the documents (Mao et al.,
2016). The relevance is assessed by external experts based on the topical relation between the information and the
search task. The relevance score is from 0 “not relevant” to 3 “very relevant”. The usefulness is annotated by the
users about their perceived usefulness of the result, and the score is from 1 “not useful at all” to 4 “very useful.
Users’ satisfaction feedback on a session was also collected in these three datasets, on a scale of 5, from 1 “low
satisfaction” to 5 “high satisfaction”. The TREC14 dataset contains only relevance annotations on a scale of 6,
including -2 “spam™ and 0 to 4 (from “not relevant” to “navigational”). The user interactions in the TREC14 dataset
are quite sparse compared to the other three datasets, and only 641 out of 1257 sessions contain at least one click.
We filtered out sessions with zero clicks from the TREC14 datasets as we intended to evaluate action-based
performance in search sessions. In addition, the KDD19, SIGIR16, and SearchSuccess datasets were collected in a
lab-controlled environment for user studies with college students as participants, and the queries are in Chinese. The
TREC14 dataset containing English queries was collected for a different purpose as an information retrieval
evaluation instead of the user study. The search tasks are general topics in the KDD19, SIGIR16, and TREC14
datasets, while the SearchSuccess dataset contains search tasks in different domains.

Search performance evaluation, early prediction, and recommendation simulation
Figure | illustrates the study process, which involves evaluating user search performance, predicting the
performance levels, and simulating collaborative query recommendations. We first designed a set of online-offline
combined measures and used a clustering analysis on these measures to group users by their performance levels. We
then investigated the predictability of performance levels through early prediction by search behaviors and
compared the queries between high- and low-performance groups as the simulated collaborative query segment
recommendation.
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Figure 1. The overall framework of performance evaluation, early prediction, and recommendation
simulation.

Search performance measures and evaluation

In the Search performance evaluation step in Figure 1, we extracted features of users’ behaviors and document
annotations from the search session and created online-offline combined measures based on those features and
annotations. The online measures were calculated from users’ online search behaviors, and the offline measures
were calculated based on the annotations of the documents on the search engine result pages (SERPs), such as
relevance, usefulness, and discounted cumulative gain (DCG) scores (Dupret, 2011). We combined the online and
offline measures to evaluate users’ behaviors and grouped the measures into gain- and cost-based measures, which
are listed in Table 2. We selected these measures from a large set and removed highly correlated measures. These
measures are the sum values at the session level and can represent different aspects of users’ gain and cost in
completing the search task. We did not involve dwell time on relevant or useful documents as it was unclear when a
user had high efficiency in locating required information in the document or spent a long time exploiting abundant
relevant information.

Measures Description
Gain DCGrel (use) Relevance(or usefulness)-based DCG score
— ClicksRel (Use) Number of relevant (or useful) documents clicked
ClicksKeyRel Number of key relevant documents clicked
Cost Clickslrrel (Nonuse) Numbe;" ofirre}evant (or non-useful) documents clicked
based Dwelllrrel (Nonuse) | Dwell time on irrelevant (or non-useful) documents

MissRel Number of relevant documents not been clicked
Table 2. Online-offline combined performance measures grouped by gain and cost.
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After obtaining the online-offline combined measures for each session, we conducted a correlation analysis to
investigate the relationships between these measures and users’ satisfaction state. We used Spearman’s rank as the
statistical test method since satisfaction is ordinal data. We incorporated measures previously examined (e.g.,
DCGrel and DCGuse) regarding the correlation with user satisfaction at the query level (Chen et al., 2017; Mao et
al., 2016) with other measures we created in this research. We performed the analysis on the KDD19, SIGIR16, and
SearchSuccess datasets since the TREC14 dataset does not contain user satisfaction labels. In addition, we utilized
the Benjamini-Hochberg method to control the false discovery rate for multiple comparisons (Thissen et al., 2002).

To evaluate users’ performance based on measures with multiple aspects of gain and cost, we used K-means
clustering analysis on these measures to group search sessions with similar performance characteristics. We
normalized all measures in Table 2 and involved them in the clustering analysis. The number of clusters is
determined by the elbow method. Then, we visualized the cluster distributions on projections of the gain-cost
measure pairs and investigated the patterns for each cluster to identify clusters with characteristics of high
performance. We expected to find clusters of sessions with high gain and low cost, characterizing users in these
clusters as high performance, and users in clusters of sessions with high cost or low gain as low performance.

Predicting user performance in the session

After investigating the characteristics of these clusters and identifying high-performance patterns, we developed a
prediction model to classify search sessions as either high-performance or not by predictor features of users' search
behaviors. The performance level is a binary label assigned to sessions based on whether they are in the high-
performance cluster. The predictor features include behavioral features from the datasets, and the descriptions are
listed in Table 3. We also normalized the data and handled imbalanced data. We developed and compared different
classification models, including logistic regression, random forest classifiers, and feedforward neural networks. The
classification models were chosen for this study because they are commonly used in machine learning to classify
data into different categories. Logistic regression is a simple and widely used model that is effective when the
outcome is binary. Random forest classifiers are ensemble learning models that combine multiple decision trees to
increase accuracy and reduce overfitting. Feedforward neural networks are powerful models that can learn complex
relationships between features and outcomes. The model was evaluated by accuracy, precision, recall, and f1 score.

Features Description
Mouse and kevboard based
QueryLength Number of terms used in an issued query.
UniqueTerm Number of unique terms used in an issued query.
NewTerm Number of new unique terms used in an issued query.
QuerySim Similarity between the current query and the previous query.
ClickCount Number of clicks.
AvgClickRank Average rank of clicked results.
Clicks@3/5/5+ Number of clicks between ranks 1-3, 1-5, or below rank 5.
ClickDepth The deepest or lowest rank of the clicked result.
ActionCount Number of actions (page click, scroll, query formulation).
ScrollDist Total scrolling distance.
HoverCount Number of mouse hovers on results.
Dwell time based
SERPtime Total dwell time on search engine result page (SERP).
AvgContent Average dwell time on content pages.
TotalContent Total dwell time on content pages.

QueryDwellTime
TimeFirstClick
TimeLastClick

Total dwell time within a query segment.

Time delta between the start of a session and the first click.

Time delta between the start of a session and the last click.
Table 3. Behavioral features.

After comparing the performances of three model settings on prediction with features in the whole session, we chose
the best model setting to investigate the early prediction problem by evaluating the model performance at different
query orders in the search sessions. From different query orders, the behavioral features are aggregated by the
average values. For example, if predicting at the second query, we use average values of behaviors in the first two
queries as shown in Figure 1. The models trained with data at different query orders were evaluated to determine
how early the researchers could predict user search performance in a session.

Query recommendation simulation

With search performance measures and prediction models, the third step of our research is to verify the effectiveness
of our performance evaluation and prediction framework. We investigated how high-performance users differ from
others in terms of their search behavior, specifically in terms of their query segments, including the query, retrieved
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documents, and click interactions on the documents (Hendahewa & Shah, 2017). As users with high search
performance can issue better queries that retrieve more relevant or useful documents on SERPs (Moraveji et al.,
2011; Odijk et al., 2015; Salmeroén et al., 2005), we wanted to determine whether users with estimated high
performance in our study also have better query segments than users with low predicted performance.

To answer RQ3, we simulated a query segment recommendation process to compare the query results between the
high-performance sessions and other sessions, shown in the Collaborative query recommendation simulation part in
Figure 1. The recommendation simulation is developed on two facets: first, given the performance labels, evaluating
the recommended query segments, and second, given behavioral features, predicting the performance levels and
evaluating the recommended query segments. By comparing the results between these two facets and the original
query segments, we can validate the effectiveness of our performance evaluation process in differentiating high- and
low-performance users and the feasibility of predicting the performance level with behavior features. We used two
methods for recommendation: (1) recommending the entire search path based on the similarity of the i-th query and
(2) recommending query segments based on each query’s intention. The first method simulates the recommendation
of the whole search path from the high-performance group (Hendahewa & Shah, 2017), and the second method
designed in this study simulates the adaptive recommendation which is relevant to user search intention and needs.

The query intention was categorized based on the typology of query reformulation types proposed in Rha et al.
(2016) and some query intentions are listed in Table 4. In this study, we simplified the query intentions into four
main types based on query reformulation types, including generalization, specialization, word substitution, and new,
because of the limited data size for specific search tasks. Based on the characteristics of these query intentions, we
classified the user’s original query intention by comparing the current query and the previous one query. For the
adaptive query recommendation simulation, we first collected queries from high-performance queries with the same
intention for the recommendation list. Within the recommendation list, we selected the top five queries by similarity
with the current query. We evaluated recommended query segments and used the original sessions as the baseline.
The evaluation metrics include discounted cumulative gain (DCG) (Dupret, 2011), normalized discounted
cumulative gain (nDCG) (Wang et al., 2013), and mean reciprocal rank (mRR) (Chapelle et al., 2009) on both
relevance-based scores and usefulness-based scores.

Intention type Definition Examples
G At least one term in common in two queries; the second query contains fewer campus bike store =2
Generalization ;
terms than the first query bike store
. At least one term in common in two queries; the second query contains more bike store =
Specialization :
terms than the first query bike store near me
Substitution At least one term in common in two queries; the second query has the same bike store =
length as the first query but contains some terms not in the first query motorcycle store
: . bike store 2
New No common terms in the two queries

motorcycle dealership
Table 4. Query intention types (Rha et al., 2016).

RESULTS

RQ1: User performance measures and evaluation

After creating the performance measures for each dataset, we did a correlation analysis to investigate the
relationships between the performance measures and users’ search satisfaction. Table 5 presents Spearman’s ranks
of measures with users’ satisfaction. The cost-based measures, such as Clickslrrel and MissRel, have negative
correlations with satisfaction in these three datasets. This negative impact is brought by users’ costs during the
search process (Mao et al., 2016). However, some gain-based measures also showed negative correlations with
users’ satisfaction, such as DCGrel and ClicksRel, which may be related to users’ efforts to reach a high gain level.
In general, cost-based measures had more significant impacts than gain-based measures in the KDD19 and SIGIR16
datasets, which share similar measures of significant relationships due to the same search tasks and similar data
collection procedures (M. Liu, Liu, Mao, Luo, & Ma, 2018). However, for the SearchSuccess dataset, only two cost-
based measures significantly related to satisfaction, and ClicksUse was the only measure showing a positive
correlation among the three datasets. The relationships between the measures and users’ satisfaction indicate the
tradeoff effects in the gain and cost measures. Moreover, the differences between the SearchSuccess dataset and the
other two datasets suggest that some performance measures have different impacts on users’ satisfaction in datasets
with different experimental settings, and it is critical to analyze these performance measures from multiple aspects.

To investigate user performance in search tasks with multiple cost-gain-based measures, we employed clustering
analysis on those measures and grouped the search sessions. The number of clusters was set at five, determined by
the Elbow method based on a tradeofT criterion between the cluster number and the mean sum of squared distances
to centers (Kodinariya & Makwana, 2013). As the clustering analysis is based on multiple measures, it is difficult to
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examine the session distributions on all measures directly. Therefore, we visualized cluster distributions on several
projections of individual gain-cost measure pairs (e.g., ClicksRel-Clickslrrel, ClicksUse-ClicksNonuse). Figure 2
shows examples of the cluster distributions on the projections of gain-cost pairs for the KDD19 and the TREC14
datasets. For the SIGIR 16 dataset and the SearchSuccess dataset, the cluster patterns and distributions are similar to
those in the KDD19 dataset. We further summarized the cluster patterns in Table 6. In general, the five clusters
captured in clustering analysis can be aggregated into two groups based on the gain level, including high gain and
low to medium gain. Within each group, the clusters in the four datasets share similar patterns. For example, all four
datasets have one or two clusters in the high gain group, such as cluster 0 in Figure 2. These high-gain groups are
based on both relevance and usefulness measures for the datasets with usefulness annotations. However, the sessions
in this cluster are not distinguishable by cost-based measures, and the cost is variously distributed. For the low to
median gain group, some clusters also contain a few sessions with higher gain on specific measures, such as several
sessions in cluster 1 in Figure 2(a) and cluster 3 in Figure 2(c).

Spearman’s r KDDI19 SIGIR16 SearchSuccess
DCGrel -0.126** -0.333%* -0.252**
Gain DCGuse -0.018 -0.035 -0.001
Yozl ClicksRel -0.105 -0.280%* 0.231%*
ClicksKeyrel 0.021 -0.220%* -0.159*
ClicksUse 0.08 0.027 0.175*
Clickslrrel -0.274%* -0.311** -0.035
i ClicksNonuse -0.382%* -0.402%* -0.233**
based Dwelllrrel -0.218** -0.278** -0.032
DwellNonuse -0.340** -0.275%* -0.107
MissRel -0.101 -0.314%* _ -0.265*%*
Naote: values in boldface indicate that the corvelation is significant: * corrected p<(0.05, ** corrected p<0.01).

Table 5. Correlations between the session satisfaction and the performance measures.

High gain Low to medium gain

Distigst = C]usterg g# Sessions # Cluster # Sessions
KDD19 1 134 4 326
Search Success 1 108 4 58
SIGIR 16 1 104 4 121
TREC14 2 99 3 542

Table 6. Cluster ID and session numbers by the level of gain.
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Figure 2. Examples of cluster distributions on projections of gain-cost measure pairs for the KDD19 and the
TREC14 datasets: the clusters are mainly separated by the gain level, but there are fewer distinguishable
patterns among clusters in terms of the cost.

Overall, the search sessions are consistently clustered by the variance of gain-based measures in all four datasets, but
there are fewer distinguishable patterns among clusters in terms of cost. Although the pattern of low cost and high
gain is not captured in the clustering analysis exactly, sessions with more queries and relevant or useful documents
for the related task as the overall gain level can be considered high-performance sessions. Those high-performance
sessions outperform other sessions not on single metrics but on a combination of multiple metrics (e.g., relevance-
based, usefulness-based, and behavioral metrics). Although the high cost of these sessions seems to correlate with
the high gain, a large number of query segments from the high-performance session cluster are still useful for
collaborative query recommendation to support other users in low or medium-gain clusters, especially those with
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lower estimated performance and who struggle searching for useful information. Therefore, we aggregated and
labeled the clusters in the high-gain group as high-performance clusters and others in the group of low to median
gain as low-performance clusters. This classification serves as the basis for following early prediction of user
performance and the simulation of search recommendations.

RQ2: Early prediction of user performance

From the last step, we obtained high-performance clusters with sessions of more queries and more relevant
documents and differentiated them from low-performance ones. Built upon RQ1, we developed classification
models to identify high-performance sessions with user behavioral features to classify all sessions into two
categories based on the cluster labels. Based on the preliminary results of the performance with different model
settings, we chose feedforward neural networks as the model with the best performance. Figure 3 presents the
prediction performance of neural network models at different query sequences in a session (e.g., initial query, 2nd
query, 3rd query, etc.) for the four datasets. For the KDD19, SearchSuccess, and SIGIR 16 datasets, the model
performances gradually increased as search sessions proceeded with the increasing query order shown in Figures
3(a), 3(b), and 3(c). The elbow of the prediction point was observed at the third or fourth query, and the performance
became relatively stable when the query number reached seven. This trend reflected the positive correlation between
the query number and model performance for the whole session. However, during the initial few queries, the
model’s ability to accurately identify the performance group that a session belonged to was limited, as the variations
in user behaviors were insufficient. As the session progressed, the fluctuations in user behavior became more
consistent with the average values of the previous three queries.

Score

' R T N S S B T O T T
Query Order Query Order

1

4+ 5 a 2 4 2w
Query Order Query Order

(a) KDDI19 (b) SearchSuccess (c) SIGIRI16 (d) TRECI4
Figure 3. Model performance at different query orders.

Other than the similar trend for the three datasets, the model’s overall performance for the SearchSuccess dataset is
higher than the models for the other two datasets, especially comparing the precision score. Noted that the
SearchSuccess dataset contains tasks in different domain knowledge and participants from relevant domains. The
higher performance indicates that user behaviors might have larger variances in the task of a specific domain than in
the tasks of general topics. The TREC14 dataset showed more fluctuations with nonlinear variations and non-
monotonic changes in the model’s performance. These fluctuations may be caused by the different characteristics of
the dataset and less consistent variance in the fewer behavioral features. There were some false-positive predictions
among models, indicating that some low-performance sessions were misclassified.

In general, the developed classification models can effectively identify high-performance search sessions based on
user behavioral features. The results showed that the model performance gradually increased along with the query
order for most datasets, except for the TREC14 dataset. However, false-positive predictions were common among
the models, highlighting the need for further evaluation of the model’s performance. Therefore, we need to
investigate if the sessions of predicted high performance are actually better than others with lower estimated
performance for the same task. This part is explained in the next subsection.

RQ3: Simulated search recommendation

In the final stage of our research, we aimed to apply the knowledge gained from RQ! and RQ2 to support users by
employing early prediction models to simulate and evaluate search path recommendations. Our evaluation metrics
included relevance-based and usefulness-based DCG, nDCG, and mRR. We compared the performance of the
original query segments (Original) with that of two query recommendation methods: switching the query segments
for the entire search path (Entire) and adapting each query segment based on the query intention (Adaptive).
Furthermore, we compared the results based on the high-performance target labels without prediction (the Actual
performance labels) with those based on early prediction results (Pred@k: with the labels predicted at the k-th
query). Table 7 presents the query segment recommendation results for each dataset. The values are average scores
of recommended or original query segments. Higher values for DCG or nDCG and lower values for mRR indicate
better performance. In general, the results show that the recommended query segments demonstrated significant
improvements over the original query segments in almost all relevance-based and usefulness-based scores with
actual labels and predicted labels across four datasets. With the actual performance label, one or both
recommendation methods can perform better than the original query segments. With the predicted label, some
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metric scores showed greater improvements than those with actual labels. Additionally, in contrast to the increasing
performance of the prediction model with more queries in RQ2, the query recommendation performance of the
prediction point at the first query is similar to that of the prediction point at the second or third query. This finding
highlights the potential of early prediction in supporting users.

Dataset KDDI19 SearchSuccess
Label Query # Relevance based Usefulness based & Relevance based Usefulness based
position type Query | DCG 'nDCG 'mRR DCG ' nDCG mRR Query DCG nDCG mRR DCG nDCG mRR
Original 555 7.02 0.85 293 | 267 0.67 378 | 157 | 3.56 | 067 | 565 | 042 | 022 | 935
Actual Entire 549 7.60 0.87 278 | 330 0.66 357 | 116 | 543 | 0.78 | 462  1.00 | 048 | 528
Adaptive 542 7.19 0.86 265 @ 331 0.68 359 | 154 | 545 | 0.77 | 499 | 1.56 | 0.54 | 5.59
Original 711 6.87 0.85 294 | 261 0.65 401 | 212 | 412 | 071 | 513 | 0.66 | 0.33 | 8.10
Pred@! Entire 582 7.61 0.86 241 | 320 0.68 4.22 164 | 5.19 | 0.68 | 938 | 1.24 | 049 | 593
Adaptive 688 7.33 0.85 252 | 377 0.74 311 | 207 554 | 0.74 | 686 | 1.96  0.56 @ 5.64
Original 453 6.82 0.85 2.87 | 2.57 0.64 400 | 182 | 3.89 | 0.69 | 547 | 0.64 | 0.29 | 8.68
Predi@?2 Entire 392 7.48 0.87 331 | 324 0.74 317 | 135 | 445 | 0.70 | 6.66 | 1.29 | 0.55 | 4.62
Adaptive 440 7.29 0.85 281  3.66 0.71 3.53 179 | 522 | 0.76 | 5.69 | 1.6l | 0.57 | 522
Original 329 6.73 0.85 3.03 | 2.70 0.66 3.91 159 | 295 | 066 | 529 | 045 | 023 | 9.01

Pred@3 Entire 282 7.24 0.85 3.32 3.03 0.73 .16 107 | 461 | 070 | 671 118 | 050 | 511
Adaptive 319 7.11 0.83 289 | 370 0.71 3.62 153 | 541 073 | 634 1.62 054 531
Dataset SIGIR 16 TRECI4 Note: Within the Label

Label Query # Relevance based Usefulness based # Relevance based gﬁz’xﬁzfnmfmml

position type Query | DCG nDCG mRR |DCG nDCG mRR Query DCG nDCG mRR | group divided based on the

Original = 283 7.06 | 093 | 258 | 1.70 | 055 | 524 | 821 | 0.29 | 0.46 | 8.68 | Peformance label created
it 1 2 . = in RQI, and “Pred@k
Actual | Entire 269 816 | 0.93 | 200 | 216 | 0.60 | 4.72 | 658 | 0.89 | 0.61 | 6.93 | denotes theperformance

Adaptive | 279 | 829 | 092 | 293 | 184 051 | 558 | 586 | 101 | 0.53 | 6.72 | label prediciedat hek-th
Original | 467 | 7.32 | 093 | 242 | 178 | 054 | 5.15 | 605 | 0.31 | 043 | 8.70 | fuer The Thocis daser

Pred@1 Entire 388 7.48 0.89 341 2.08 0.55 6.85 537 | 0.40 | 041 8.32 | annotations, so the results

: only include relevance-
Adaptive 443 8.04 0.92 299 | 235 0.57 5.63 509 | 0.50 | 043 | B29 bored metrics. I the

Original 339 6.91 0.93 244 1.56 0.52 5.31 562 | 0.37 | 040 | B.70 | metrics columns, values in
Pred@?2 Entire 298 7.40 0.92 244 1.96 0.49 630 | 477 | 0.48 | 049 | 831 | boldfaced indicate that the

Adaptive | 310 | 8.46 | 091 | 285 | 231 | 0.57 | 509 | 431 | 0.52 | 043 | 825 | Lecommeriin mehod

Original 246 6.93 0.93 2.54 1.58 0.53 5.48 376 | 0.42 | 037 | 8.56 | querysegments

Al . significantly with p<0.035
Pred@3 Entire 218 8.20 0.94 2.25 251 0.65 4.28 317 | 0.55 0.34 8.15 s Biks Biges perfarmanss

Adaptive | 227 830 | 092 | 250 | 259 | 0.64 | 429 | 302 | 0.73 | 043 | 7.8 | tan theother method
Table 7. Results of query recommendation simulation.

Additionally, we compared the usefulness-based and relevance-based scores of the recommended query segments
and found that while the usefulness-based scores showed improvements, the relevance-based scores did not always
do, as measured by nDCG and mRR in the SIGIR16 dataset. This discrepancy may be due to differences in the
assessment processes used for the two types of scores. Users assess the usefulness of the documents they click on,
and those with more clicks tend to have more usefulness assessments, resulting in higher usefulness-based scores
and groups of high-performance sessions. Furthermore, in the SearchSuccess dataset, the relevance assessments
were only for clicked documents, and this assessment may lead to bias in evaluating the query performance (e.g.,
users in high-performance groups might find more documents at lower ranks), affecting the improvements in
relevance-based scores, particularly mRR, of recommended query segments.

DISCUSSION AND CONCLUSION

Research Findings

With the theoretical foundations of user online search performance, online search behaviors, and proactive
information retrieval, we proposed a framework for evaluating users’ search performance, early predicting their
performance with behavioral features, and assisting low-performance users with query segment recommendations.
For the three RQs, we have the following answers:

RQ1: Characterizing multidimensional search performance. We combined users’ online behaviors with relevance-
and usefulness-based offline metrics to measure users’ search behaviors by gain and cost. Previous research usually
focused on one aspect of performance in search tasks, such as effective results, efficient interactions, knowledge
increment, and increases in search skills and domain knowledge (Moraveji et al., 201 1; Savenkov & Agichtein,
2014; Wildemuth, 2004). Our approach is unique in that we use various features and assessments to measure the
total gain and effort to complete the task, providing a more comprehensive understanding of user performance.
When analyzing the clustering results, we found that users in the high-gain group had high levels of relevance and
usefulness assessments with more interactions in the session, including more queries and clicks for more relevant or
useful documents. It indicates that their performance requires high effort, search skills, and experience. However,
we also found that most measures negatively impact users' satisfaction. This finding suggests that search systems
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should focus on both search success and user satisfaction by considering multiple performance measures and
optimizing the search results with minimum search effort (M. Liu, Liu, Mao, Luo, Zhang, et al., 2018).

On the other hand, we observed that some low-cost users in the medium gain group, especially the low-cost outliers,
might also be considered high-performance users. These users submitted only one query in the session but clicked
on relevant or useful documents with few cost interactions. They might be familiar with the task topic and can
quickly find the information they need and leave the session, demonstrating high efficiency in completing the task
(Kelly & Cool, 2002; Odijk et al., 2015; Shiri & Revie, 2003). However, we caution that their search strategies
might not be appropriate for other users with less knowledge of the task topics.

RQ2: Model performances at different query orders. We evaluated models built with varying methods in early
predicting search performance. The results indicate that the query order influences model performance in the
KDD19, SearchSuccess, and SIGIR 16 datasets. Based on the performance trend, it suggests predicting the third or
fourth query might be the optimal prediction point. The results indicate it is feasible to predict user performance as
an implicit search state and it is possible to early predict and intervene to assist low-performance users in search
sessions (J. Liu et al., 2020; J. Liu & Shah, 2022; Sarkar et al., 2020). Besides, the fluctuation of model performance
after the fourth query indicates that users might leave the session before the fourth query in a real search scenario
and different user behavior patterns between short and long sessions. It suggests investigating the behavioral
features and applying the early prediction in the short and long sessions separately (Hassan et al., 2014).

RQ3: Simulation of query segment recommendation. We simulated the collaborative query recommendation by first
predicting the session group at an early point and then recommending queries from high-performance sessions for
the same task. As we expected the queries from users in the high-performance sessions could help users in other
sessions, and the results show consistent improvements with the actual performance labels. In addition, we chose
two methods of query segment recommendation and compared varying approaches to proactive information
retrieval. Our proposed method might better satisfy users’ needs by recommending query segments related to their
query intentions instead of recommending the entire search path as the recommender expected in previous research
(Bhatia et al., 2016; Hendahewa & Shah, 2017; Sarkar et al., 2020). Overall, the improvements in the query
recommendation simulation show the validity of the previous two steps in this research. The performance evaluation
step can divide sessions with high performance, and the prediction step is able to predict those sessions with only
behavioral features at an early point in sessions. With the last step of query recommendation, our research completes
the framework of evaluating and predicting users' search performance and assisting low-performance users.

Limitations and Future Research

The study has certain limitations that suggest the need for further research. Firstly, the user search performance
needs to be defined across multiple dimensions beyond the sum value of each measure. The study can modify and
add new factors to discuss different aspects of search performance, such as time-based gain or cost, gain/cost ratio,
and increment values. The actual user performance can be set at the tradeoff point between clearance and one
hundred percent completion by adjusting the weights of measures based on a better balancing of gain and cost.
Secondly, the study is based on simulated research and requires further investigation of user characteristics in
different performance groups to develop new performance measures and extract useful features. Future work can
involve more user performance labels as evaluation baselines, direct explicit feedback on recommended search
paths, and behavioral features in ablation studies to analyze feature importance. Thirdly, the study used effective but
simple query segment recommendation methods, and future research can consider more advanced methods, such as
Al-enabled information retrieval. User studies can be conducted to investigate how users perform given
recommended query segments in real search scenarios, and the activity path in recommended query segments can
also be investigated to improve re-ranking performance. Furthermore, query recommendation needs to consider
users’ preferences on topically diversified results at different moments of search (J. Liu & Han, 2022).

In conclusion, this research proposed a cost-gain-based framework for evaluating users’ search performance, early
predicting their performance with search behavioral signals, and supporting low-performance users by query
segment recommendation. The results show the feasibility of early predicting and improving user performance in
search sessions. Despite the limitations, this research contributes to understanding and characterizing multiple
aspects of user performance in complex search tasks. It suggests further research to improve the multidimensional
evaluation of search performance, user characteristics, and proactive information retrieval methods.
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