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This paper describes a process damping force model calibrated using an in situ measurement of velocity during an unstable
milling test. The process damping coefficient is selected to match simulated and measured velocity signals. The coefficient is
inserted in the cutting force model and time-delay differential equations of motion that describe the milling system. The
modeling approach is described and experimental results are presented for: 1) selecting the process damping coefficient; and
2) comparing measured velocities and milling stability to predictions from time domain simulation.

1. Introduction

Modeling the dynamic performance of machining operations remains an
important research topic [1]. Process model inputs typically include the tool
and workpiece structural dynamics, represented by frequency response
functions, or FRFs; mechanistic cutting force coefficients that depend on the
workpiece material, tool geometry and material, and coolant/lubricant
application, if any; and machining parameters, such as radial depth of cut,
cutting direction (up or down), and feed per tooth for milling [2]. Machining
dynamics model predictions include the boundary between stable and
unstable (chatter) combinations of spindle speed and axial depth for milling;
surface location error due to forced vibrations during stable milling; and time-
dependent cutting force and tool/workpiece displacements during material
removal. Modeling approaches include time domain, frequency domain, and
semi-discretization [3].

Despite the significant advances in modeling machining operations over the
past decades, process damping remains a topic of interest. Early efforts by
Sisson and Kegg [4] and Wallace and Andrew [5] explained the increase in
stability observed at low cutting speeds as dynamic interference between the
relief/flank and machined surfaces with associated energy dissipation. Follow-
on efforts examined cutting force models and setups to experimentally identify
the model coefficients for new and worn tools [6-13]. More recently,
deterministic and machine learning milling models that represent the process
damping effect using experimental cutting force coefficient(s) have been
reported and

evaluated [14-27].

Altintas et al. [28] presented a process damping force model and
piezoelectric actuator to calibrate the model coefficients. The coefficients were
determined using a combination of force and tool displacement measurements
during orthogonal plunge turning tests. As suggested by Das and Tobias [29],
the process damping contribution was partially calculated as the product of a
coefficient, the axial depth of cut, and the ratio of the relative velocity between
the tool and workpiece to the cutting speed. This calibration approach is an
alternative to the geometric approach suggested by Lee et al. [30] and others,
where the process damping force components are calculated by estimating the
volumetric interference between the tool relief/flank and machined surface, as
well as a dry sliding friction coefficient.

The approach presented here builds on these prior efforts by proposing a
velocity measurement during unstable milling conditions. The measured
velocity is used to calibrate a process damping coefficient that is included
within the force model and time-delay differential equations of motion that
describe the milling system. The paper is organized as follows. First, the
modeling approach is described. Second, the experimental setup is detailed.
Third, results are provided. Fourth, conclusions are presented.

2. Modeling approach

In the proposed solution, in situ velocity measurements for milling are
compared to velocity predictions using time domain simulation,
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Modal parameters for the tool and platform in the x and y directions.

of Manufacturing Science and Technology

Table 1

where the milling equations of motion are solved numerically in small time steps [2,31]. A
single process damping coefficient is calibrated by matching the measured and simulated
velocities. The time domain

Fig. 1. Milling simulation geometry. The normal and tangential direction cutting force

components, F,and F,, are identified. The fixed x (feed) and y directions, as well as the rotating

surface normal direction, n, are also shown. The angle ¢ defines the tooth angle. The tool feed

is to the right for the clockwise tool rotation and the axial depth is in the z direction.

Eclemill

piatharm

Fig. 2. (a) Experimental setup showing the platform clamped to the machining center table, endmill and holder inserted in the spindle, and LDV for workpiece velocity measurement in

the x direction. (b) The platform is shown and the workpiece and flexure elements are identified.
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Fig. 3. (a) Real (top panel) and imaginary (bottom panel) parts of the x direction FRFs for the tool and platform. (b) Real and imaginary parts of the y direction FRFs. It is observed that
the platform provides a single degree of freedom FRF in the x direction and the tool has multiple vibrations modes with asymmetric FRFs between the x and y directions. The platform y

direction modes cannot be observed at this scale, but are present.
Table 2
Cutting force coefficient values for tool- workpiece combination.
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ke (N/mm) knc 356
(N/mm2) 10.3
kne (N/mm) 11.8

simulation and calibration approach are described in the following sections.

2.1. Time domain simulation

The time domain simulation used in this study is based on Fig. 1 and
proceeds as follows. The instantaneous chip thickness, h, is determined using
the commanded chip thickness, vibration of the current tooth in the surface
normal direction, and vibration of the previous tooth in the normal direction at
the selected tooth angle, ¢. The cutting force components in the tangential, t,
and normal, n, directions are calculated using the instantaneous chip thickness
as shown in Egs. (1) and (2), where b is the axial depth of cut and the cutting
force coefficients, k, are identified by the subscripts t or n for direction and c or
e for cutting or edge effect. In Eq. (2), the final term represents process
damping, where C is the process damping coefficient (N/m), V is the cutting
speed (m/s), and n " is the relative velocity between the tool and workpiece in
the normal direction (m/s).

Fi= kicbh+kieb (1)

Fo= kncbhtkneb— CV2n 2)

The two cutting force components are used to find the new displacements
by numerical integration of the time-delay differential equations of motion in
the x (feed) and y directions as shown in Egs. (3) and (4), where m is the modal
mass, ¢ is the modal viscous damping coefficient, and k and the modal stiffness.
The subscripts identify the direction and multiple degrees of freedom in each
direction can be accommodated. Egs. (3) and (4) are solved for both the tool
and workpiece, where the modal parameters are different, but the same force
components (with opposite directions) are applied to both. A modified Euler
numerical integration strategy with a fixed time step was applied to solve the
equations of motion. The time step was selected to be 5 % of the smallest
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period (corresponding to the largest natural frequency) for all vibration modes
used to describe the tool and workpiece dynamics. Zero initial conditions were
applied in all cases. It is recognized, however, that variation in simulation
output with changing initial conditions is an indication of nonlinear behavior as
studied by Dombovari et al. [32], Moradi et al. [33], and others.

myx” +CX +kxx = — Frcos(@)- Fasin() (3) myy“+cyy” +kyy = Fisin(¢p)- Facos(¢) (4)

The tool rotation angle is then incremented and the process is repeated.
The instantaneous chip thickness depends on the commanded, tooth angle-
dependent chip thickness, the current vibration in the direction normal to the
surface, and the vibration of previous teeth at the same tooth angle. The chip
thickness is calculated using the circular tooth path approximation as described
by Eq. (5), where ftis the

15
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Fig. 5. Zero-order frequency domain algorithm stability map.

Fig. 4. Cross-section of endmill cutting edge. The rake and clearance faces are identified and the clearance face geometry is described.
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Fig. 6. Variation in v, with C for {Q, b} = {11000 rpm, 1 mm} and C = (a) 0, (b) 2 x 105N/m, (c) 4 x 10° N/m, and (d) 6 x 10° N/m. The red circles represent once-per-revolution samples.
After the initial transients attenuate, the samples repeat which indicates forced vibration and stable cutting conditions.

commanded feed per tooth, nis the normal direction (see Fig. 1), Tis the tooth
period which introduces the time delay, RO is the tooth dependent runout (i.e.,
the radius difference between teeth), and the time dependence is included.

h(t) = fisin(¢)+n(t - T)- n(t)+RO (s)

The tooth period (seconds) is defined by Eq. (6), where Q is the spindle
speed (rpm) and N:is the number of teeth.

T = Q60N: (6)

The normal direction displacement for the current tooth depends on the
tool (T) and workpiece (W) x and y direction displacements as well as the tooth
angle as shown in Eq. (7). The velocity in the normal direction is given by Eq.
(8), where the overdot indicates the time derivative.

) (

- (x7— xw)sin(¢p)- ( yr—yw' cos(d) (7)n == (x 7= x w)sin(p)-"y1-

yweos() (8)

For the simulation, the tool orientation angles are divided into a discrete
number of steps. At each time step, dt, the cutter angle is incremented by the
corresponding small angle, d¢. This approach enables convenient computation
of the chip thickness for each simulation step because: 1) the teeth orientations
are predefined; and 2) the surface created by the previous teeth at each angle
are stored. The cutter rotation (radians) depends on the selection of the
number of steps per revolution, SR, as shown in Eq. (9).

do = SR— (9) The corresponding time step (seconds) is defined in Eq. (10).
dt=sr% o (10)

A vector of angles is defined to represent the potential orientations of the
teeth as the cutter is rotated through one revolution of the circular tool path,

¢ =1[0, dp, 2 dop, 3 dop, ...,
the cut are then defined by referencing entries in this vector.

To accommodate the helix angle, y, for the tool’s cutting edges, the tool is
sectioned into axial slices. Each slice is treated as an individual straight tooth
endmill, where the thickness of each slice is a small fraction, db, of the axial
depth. Each slice incorporates a circumferential distance delay relative to the
prior slice (nearer the cutter free end) as shown in Eq. (11), where r is the
endmill radius.

(SR — 1) d¢]. The rotating teeth orientations within

rx = dbtan(y) (11)

The angular delay (radians) between slices for the rotating endmill is then
defined by Eq. (12).

X = dbtanr (y) (12)

To ensure that the angles for each axial slice match the predefined tooth

angles, the delay angle between slices is x = d¢. This places a constraint on the

db value. By substituting d¢ for x and rearranging, the required slice width is
provided in Eq. (13).
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(Accupro part number 12182289) and ER32 collet holder (Accupro part number
525421) combination was selected to provide tool tip FRFs in the x and y

Fig. 7. Variation in v, with C for {11,000 rpm, 5 mm} and C = (a) 0, (b) 2 x 105N/m, (c) 4 x 10°N/m, and (d) 6 x 10°N/m. The once-per-revolution samples show
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that (a) and (b) are unstable, (c) is marginally stable, and (d) is stable.

2.2. Process damping coefficient determination

Using the numerical milling simulation, the time-dependent cutting force
components, displacements, velocities, and accelerations of the tool and
workpiece are calculated. The simulated velocity is then compared to
measured velocity for unstable cutting conditions. This approach is selected
because, as shown in the Results section, the sensitivity of the velocity to the
process damping coefficient is higher for unstable (chatter) conditions. By
selecting the process damping coefficient to provide agreement between the
simulated and measured velocities, the stability map can be predicted using
the calibrated process damping coefficient for a grid of time domain
simulations.

3. Experimental setup

The setup is displayed in Fig. 2, where the 7075 aluminum workpiece was
mounted to a flexure-based platform [34] and the platform was clamped to the
table of a five-axis machining center (Haas UMC-750). The platform was
composed of a monolithic parallelogram leaf-type flexure to provide single
degree of freedom motion, where the platform’s flexible direction was aligned
with the x (feed) direction. This enabled the workpiece velocity to be measured
in situ by a laser Doppler vibrometer (LDV) and compared to the simulated
workpiece velocity.

The platform dynamics were measured by tap testing and modal fitting was
applied to identify the natural frequency, f,, modal stiffness, k, and modal
viscous damping ratio, {, for each vibration mode. A solid carbide endmill
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directions with similar stiffness, but higher damping, compared to the
platform. Again, tap testing and modal fitting were applied to identify the
modal parameters for use in the time domain simulation. The FRFs for the
platform and tool tip are shown in Fig. 3 (x direction) and 4 (y direction). The
modal parameters are listed in Table 1.

The 12.7 mm diameter endmill used in this study had three equally spaced
teeth, a 40 deg helix angle for each tooth, and runout values of {0, 1, and 9}
um. The ki, kie, knc, and kne cutting force model coefficients from Eqgs. (1) and
(2) were determined using linear regressions to the mean cutting force in the x
and y directions over a range of feed per tooth values [2]. Stable down milling
with a 6.35 mm radial depth was selected for these cutting tests and no
coolant/lubricant was used. The coefficient values are provided in Table 2.

Because the clearance face geometry is known to affect process damping
behavior, the cutting edge geometry is displayed in Fig. 4. To obtain this image,
the endmill was sectioned using electrical discharge machining (EDM) and a
digital microscope was used to measure the cross-section geometry. It is
observed that the rake angle constantly varies along the curved rake face and
that two relief angles are included on the clearance face. For the smaller relief
angle, the surface appears to be slightly convex near the 6.1 um radius cutting
edge and flat for the remainder of the surface. The surface is flat again for the
larger relief angle.

4. Results
The tool and platform modal parameters from Table 1 and cutting force

coefficients from Table 2 were applied to generate a down milling stability map
using the zero-order frequency domain algorithm
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Fig. 8. (a) Magnitude of frequency content for the measured workpiece velocity at {11,000 rpm, 10 mm}. The green circles identify the tooth passing frequency and its harmonics. (b)
Comparison of measured and simulated workpiece v, for C = 4.33 x 10°N/m. (c) Predicted velocity with once-per-revolution sampling (red
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circles). Because the samples do not repeat, unstable behavior is identified.
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Fig. 9. Down milling stability map for C = 4.33 x 105 N/m with a 6.35 mm radial depth.

described in [35]. The radial depth was 6.35 mm. While this algorithm does not
include process damping effects, it does provide a starting point for selecting a
calibration test point; see Fig. 5.
To select a test point for calibrating the process damping coefficient from Eq.
(2), the sensitivity of the simulated workpiece velocity to the selected C
value was evaluated for two axial depths of cut from Fig. 5: one below the

stability boundary (blue curve) and one above. Fig. 6 displays the workpiece
velocity in the x direction, vy, for a 1 mm axial depth and four C values: {0, 2 x
10° 4 x 10°, and 6 x 10°} N/m. The spindle speed was 11,000 rpm, the feed
per tooth was 0.025 mm, and the radial depth was 6.35 mm for the down
milling simulations. It is observed that there is no significant change in vx
with C.

Fig. 7 shows vxfor a 5 mm axial depth, which is predicted to be unstable in
Fig. 5. The same four C values were evaluated and the spindle speed was 11000
rpm. It is observed that the vixamplitude is now sensitive to C. This provides the
motivation for calibrating the C value using measured workpiece velocity
during unstable cutting tests.

To calibrate C, a test point of {11,000 rpm, 10 mm} was selected for a single
milling experiment. This axial depth was chosen to ensure that unstable
behavior was obtained. The process damping coefficient was varied to obtain
agreement between the simulated and measured vx. The results for C = 4.33 x
10°N/m are displayed in Fig. 8. It is observed that the cutting conditions are
unstable; significant content is present at frequencies other than the tooth
passing frequency (550 Hz) and its integer multiples (harmonics).

Given the calibrated C value, a stability map was generated using a grid of
time domain simulations from 2000 rpm to 16,000 rpm (50 rpm steps) and 0.5
mm to 15 mm (0.5 mm steps). The values from Tables 1 and 2 were used for
the 6.35 mm radial depth, 0.025 mm feed per tooth down milling simulations.
To automatically label stable and unstable cutting conditions, the once-per-
revolution sampling metric, M,
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Fig. 10. (a) Magnitude of frequency content for the measured workpiece velocity at {11,000 rpm, 5 mm}. (b) Comparison of measured and simulated workpiece v, for C=4.33 x 10°N/m.
(c) Predicted velocity with once-per-revolution sampling (red circles). Because the samples repeat, stable behavior is identified.

described in [36] was implemented. The metric quantifies the repeatability in
the once-per-revolution samples as shown in Eq. 14, where xsis the once-per-
revolution sampled workpiece displacement in the x direction and N is the
number of points.

= (2,01 = x{i—1]
N;‘é;.xm xli—1])

M (14)

For stable behavior (forced vibration), the samples repeat so the M value
should approach zero under steady-state conditions. A threshold of 1 um was
selected to accommodate computational resolution in the time domain
simulation. The stability map is displayed in Fig. 9, where spindle speed-axial
depth combinations below the boundary have M values less than 1 um. In
comparison to Fig. 5, it is observed that the allowable axial depth without
chatter is increased with a larger effect at lower spindle speeds, as expected.

To evaluate the process damping coefficient and Fig. 9 stability map,
additional tests were performed at various {Q, b} combinations and the
measured velocity was compared to the simulated velocity. Fig. 10 displays the
results for {11,000 rpm, 5 mm}. As predicted, the cut is stable. The additional
frequency content in panel (a) at 734 Hz occurs at the fourth harmonic of the
runout frequency (i.e., spindle speed). The effect of runout is also observed in
the time domain vx from panel (b), where the amplitudes vary with tooth
passage and repeat every three teeth.

Fig. 11 shows the results for {11,000 rpm, 15 mm}. As predicted by Fig. 9,
the cut is unstable and the 802.6 Hz chatter frequency is identified. Note the
increased velocity amplitude relative to Figs. 8 and 10 due to chatter at the
higher axial depth.

22

In addition to the 11,000 rpm tests, experiments were also performed at
2000 rpm and 15,000 rpm; the axial depth was 10 mm in each case. For the
15,000 rpm case shown in Fig. 12, the tooth passing frequency is 750 Hz.
Because it is close to the platform natural frequency, this {Q, b} combination is
near a local maximum in the stability boundary and the chatter frequency is
coincident with the tooth passing frequency. Note the large velocity amplitude
for this case.

The 2000 rpm results are displayed in Fig. 13. Due to the process damping
effect, this cut is within the stable zone in Fig. 9 and the prediction is confirmed
by the results. In panel (a), the 799.6 Hz peak is aligned with a tooth passing
harmonic; the local amplification is caused by the platform vibration mode in
the x direction. In panel (b), the simulated velocity underpredicts the measured
velocity, but the signals are similar and, more importantly, stable conditions are
correctly predicted. Note the small velocity amplitude even though the axial
depth is
10 mm.

To conclude the experiments, the cutting direction was switched from down
to up milling and the {11,000 rpm, 10 mm} test was repeated. The radial depth
and feed per tooth were the same. The unstable results are shown in Fig. 14.
Good agreement between simulation and measurement is seen for the same
C = 4.33 x 10° N/m process damping coefficient. Note that the velocity
amplitude is different than the down milling result in Fig. 8.

5. Conclusions

This paper described a process damping force model, where the coefficient
was calibrated using an in situ measurement of velocity during
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Fig. 11. (a) Magnitude of frequency content for the measured workpiece velocity at {11000 rpm, 15 mm}. (b) Comparison of measured and simulated workpiece v, for C=4.33 x 10°N/m.
(c) Predicted velocity with once-per-revolution sampling (red circles). Because the samples do not repeat, unstable behavior is identified.
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Fig. 13. (a) Magnitude of frequency content for the measured workpiece velocity at {2000 rpm, 10 mm}. (b) Comparison of measured and simulated workpiece v, for C = 4.33 x 10°N/m.
(c) Predicted velocity with once-per-revolution sampling (red circles). Because the samples repeat, stable behavior is identified.
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Fig. 14. (a) Magnitude of frequency content for the measured workpiece velocity at {11,000 rpm, 10 mm}and up milling conditions. (b) Comparison of measured and simulated workpiece

v, for C=4.33 x 10°N/m. (c) Predicted velocity with once-per-revolution sampling (red circles). Because the samples do not repeat,
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Fig. 15. Summary of 50 % radial immersion experimental results. The process damping
coefficient was calibrated at the test point indicated by the black square. The green circles
identify stable tests and the red x symbols identify unstable tests. The stability map was
calculated for down milling. An additional test was performed at the calibration test point
for up milling; the result was unstable as predicted (not shown). an unstable milling
test. A flexure-based platform was implemented to enable workpiece velocity
measurement using a laser Doppler vibrometer. The cutting force components,
displacements, velocities, and

accelerations of the tool and workpiece were calculated by time domain
simulation. The simulated velocity was compared to the measured velocity for
unstable (chatter) cutting conditions, where it was shown that the sensitivity
of the velocity to the process damping coefficient is higher for unstable
conditions. By selecting the process damping coefficient to provide agreement
between the simulated and measured velocities, calculation of a stability map
using the calibrated process damping coefficient for a grid of time domain
simulations was enabled. The modeling approach was described and
experimental results were provided for various spindle speeds-axial depth
combinations based on the stability map.

In this initial study, the coefficient calibration was performed at one spindle
speed-axial depth combination with a velocity magnitude of approximately 30
mm/s. Validation testing was competed at five additional spindle speed-axial
depth combinations with velocity magnitudes of less 10 mm/s to
approximately 150 mm/s. Good agreement was obtained between measured
and simulated velocities. Accurate stability predictions and characterization of
the process damping effect were also observed. A summary of the testing is
provided in Fig. 15. The machining conditions were 50 % radial immersion for
both down (climb) and up (conventional) milling. Low radial immersion, which
can exhibit complex bifurcation behaviors, was not tested. While this paper
does not provide a definitive study, the hypothesis based on the preliminary
data is that a single coefficient calibrated using measured velocity under
unstable cutting conditions may be sufficient to predict the process damping
behavior for a selected tool-material combination. Further testing will be
required to establish whether this single coefficient with velocity calibration
hypothesis has merit.
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