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Abstract

The variational implicit-solvent model (VISM) is an efficient approach to biomolecu-
lar interactions, where electrostatic interactions are crucial. The total VISM free energy
of a dielectric boundary (i.e., solute-solvent interface) consists of the interfacial energy,
solute-solvent interaction energy, and dielectric electrostatic energy. The last part is
the maximum value of the classical and concave Poisson–Boltzmann (PB) energy func-
tional of electrostatic potentials, with the maximizer being the equilibrium electrostatic
potential governed by the PB equation. For the consistency of energy minimization and
computational stability, here we propose alternatively to minimize the convex Legendre-
transformed Poisson–Boltzmann (LTPB) electrostatic energy functional of all dielectric
displacements constrained by Gauss’ law in the solute region. Both integrable and
discrete solute charge densities are treated, and the duality of the LTPB and PB func-
tionals is established. A penalty method is designed for the constrained minimization
of the LTPB functional. In application to biomolecular interactions, we minimize the
total VISM free energy iteratively, while in each step of such iteration, minimize the
LTPB energy. Convergence of such a min-min algorithm is shown. Our numerical re-
sults on the solvation of a single ion indicate that the LTPB performs better than the
PB formulation, providing possibilities for efficient biomolecular simulations.

Key words and phrases: Variational implicit-solvent model, Poisson–Boltzmann
theory, Legendre transform, dielectric boundary force, penalty method, a min-min op-
timization algorithm.

AMS subject classification. 49M21, 49M41, 49S05, 92C05, 92C40.

1 Introduction

In a variational implicit-solvent model (VISM) [10, 11, 35, 40] (cf. also related models [2, 26,
31]), one minimizes a solvation free-energy functional of all possible solute-solvent interfaces
(i.e., dielectric boundaries) to determine an equilibrium system of charged molecules (such
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as pr ot ei ns) i m m ers e d i n a n a q u e o us s ol v e nt (i. e., w at er or s alt e d w at er) a n d esti m at e t h e
s ol v ati o n fr e e e n er g y. T h e VI S M fr e e e n er g y c o nsists of t h e s ol ut e-s ol v e nt i nt erf a ci al e n er g y,
t h e s ol ut e-s ol v e nt i nt er a cti o n e n er g y, a n d t h e el e ctr ost ati c e n er g y. T h e l ast p art is oft e n
d es cri b e d t hr o u g h t h e e q uili bri u m el e ctr ost ati c p ot e nti al ϕ Γ : Ω → R w hi c h is g o v er n e d b y
t h e di el e ctri c b o u n d ar y P oiss o n – B olt z m a n n ( P B) e q u ati o n ( P B E) [ 1, 6, 9, 1 4, 3 4, 4 0]

∇ · ε Γ ∇ ϕ Γ − χ + B ′(ϕ Γ ) = − f i n Ω, ( 1. 1)

t o g et h er wit h s o m e b o u n d ar y c o n diti o ns. H er e, Ω ⊂ R 3 is t h e u n d erl yi n g s ol v ati o n r e gi o n, Γ
is t h e di el e ctri c b o u n d ar y t h at di vi d es Ω i nt o t h e s ol ut e r e gi o n Ω− a n d t h e s ol v e nt r e gi o n Ω + ,
χ + = χ Ω + is t h e c h ar a ct eristi c f u n cti o n of Ω+ , a n d ε Γ : Ω → R is t h e di el e ctri c c o e ffi ci e nt
d e fi n e d b y

ε Γ (x ) =
ε − if x ∈ Ω − ,

ε + if x ∈ Ω + ,
( 1. 2)

w h er e ε − a n d ε + ar e t h e di el e ctri c p er mitti viti es f or t h e s ol ut e a n d s ol v e nt, r es p e cti v el y.
( T y pi c all y, ε − ≈ ε 0 a n d ε + ≈ 8 0 ε 0 wit h ε 0 t h e v a c u u m p er mitti vit y.) S e e Fi g ur e 1. T h e
f u n cti o n f : Ω → R r e pr es e nts t h e c h ar g e d e nsit y of s ol ut e m ol e c ul es, w hil e t h e t er m − B ′(ϕ Γ )
d es cri b es t h e e ns e m bl e- a v er a g e d c h ar g e d e nsit y of m o bil e i o ns i n t h e s ol v e nt. T h e f u n cti o n
B : R → R is gi v e n b y

B (ϕ ) = β − 1

M

j = 1

c ∞
j e − β q j ϕ − 1 , ( 1. 3)

w h er e M ≥ 1 is t h e n u m b er of i o ni c s p e ci es, β − 1 = k B T wit h k B t h e B olt z m a n n c o nst a nt
a n d T t e m p er at ur e, q j = Z j e wit h e t h e el e m e nt ar y c h ar g e, a n d c ∞

j a n d Z j ar e t h e b ul k
i o ni c c o n c e ntr ati o n a n d v al e n c e of i o ns of t h e j t h s p e ci es. We n ot e t h at di ff er e nt f or ms of
t h e f u n cti o n B c a n b e us e d f or di ff er e nt m o d els; cf. e. g., [ 5, 1 7, 1 8, 1 9]. T h e e q uili bri u m
el e ctr ost ati c p ot e nti al ϕ Γ , t h e o pti m al b o u n d ar y Γ, a n d t h e VI S M fr e e e n er g y d e p e n d o n t h e
f or m of B a n d t h e p ar a m et ers us e d i n d e fi ni n g B . A c o m m o nl y us e d b o u n d ar y c o n diti o n f or
t h e el e ctr ost ati c p ot e nti als is ϕ = g o n ∂ Ω wit h g : ∂ Ω → R a gi v e n f u n cti o n.

(i)

Γ
j

Q j

Ω +

x (i)

Ω   ----------------

nn

Fi g ur e 1: A s c h e m ati c di a gr a m of c h ar g e d m ol e c ul es i m m ers e d i n a n a q u e o us s ol v e nt. T h e
r e gi o n of s ol v ati o n Ω is di vi d e d b y t h e s ol ut e-s ol v e nt i nt erf a c e (i. e., di el e ctri c b o u n d ar y) Γ
i nt o t h e s ol ut e r e gi o n Ω− a n d t h e s ol v e nt r e gi o n Ω + . T h e s ol ut e r e gi o n Ω− , w hi c h c a n h a v e
m ulti pl e c o n n e ct e d s u br e gi o ns, c o nt ai ns all t h e s ol ut e at o ms x i c arr yi n g p arti al c h ar g es Q i

(i = 1 , . . . , N). T h e u nit n or m al n at Γ p oi nts fr o m Ω − t o Ω + .
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The PBE (1.1) is the Euler–Lagrange equation of the classical PB electrostatic energy
functional applied to the continuum solvation [6, 13, 14, 19, 20, 23, 32]

IΓ[ϕ] =

∫
Ω

[
−εΓ

2
|∇ϕ|2 + fϕ− χ+B(ϕ)

]
dx ∀ϕ ∈ H1

g (Ω), (1.4)

where
H1

g (Ω) = {ϕ ∈ H1(Ω) : ϕ = g on ∂Ω}.
This functional is concave and maximized to yield the equilibrium electrostatic potential
ϕΓ, which is the solution to the PBE, and the corresponding electrostatic energy Eele[Γ] =
IΓ[ϕΓ]. We refer to [6, 8] for discussions on the maximization instead of minimization of the
electrostatic energy functional for equilibrium electrostatics.

An iterative method is often used to minimize numerically the VISM solvation free-energy
functional. In each step of the iteration, one solves the PBE (1.1) or maximizes the PB
functional (1.4). Maximizing the electrostatic energy and then minimizing the total VISM
solvation free energy may possibly develop instabilities if there are not enough steps for such
maximization or minimization. It is therefore natural to ask if the electrostatics can be
determined by minimizing a convex energy functional. Motivated by such a question, here
we develop an alternative approach to the electrostatics for VISM, based on the concept
of the Legendre-transformed Poisson–Boltzmann (LTPB) electrostatic energy [27] (cf. also
[4, 8, 28, 30]). For a given dielectric boundary Γ, the LTPB energy functional is given by [8]

JΓ[D] =

∫
Ω

[
1

2εΓ
|D|2 + χ+B

∗(f −∇ ·D)

]
dx+

∫
∂Ω

g(D · n) dS (1.5)

for all dielectric displacements D : Ω → R3 that are constrained by Gauss’ law (in the
differential form)

∇ ·D = f in Ω−, (1.6)

where B∗ is the Legendre transform of B and n is the unit exterior normal at ∂Ω. We recall
for ξ ∈ R that [33, 42]

B∗(ξ) = sup
a∈R

[aξ − B(a)] = sξ − B(s) with B′(s) = ξ, and B∗′(ξ) = s. (1.7)

Our main results are the following:
(1) We construct the LTPB electrostatic energy functional with the constraint for both

the case of a continuum solute charge density represented by an integrable function (cf. (1.5))
and that of a discrete charge density (or point charges) described by a linear combination of
Dirac masses. We prove the duality between the classical PB and the LTPB functionals. For
a continuum charge density f ∈ L2(Ω), this duality is

max
ϕ∈H1

g (Ω)
IΓ[ϕ] = min

D∈VΓ,f

JΓ[D],

and the unique maximizer ϕΓ of IΓ over H1
g (Ω) and the unique minimizer DΓ of JΓ over VΓ,f

are related by DΓ = −εΓ∇ϕΓ, where

VΓ,f = {D ∈ H(div,Ω) : ∇ ·D = f in Ω−}, (1.8)
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H(div,Ω) = {D ∈ [L2(Ω)]3 : ∇ ·D ∈ L2(Ω)}. (1.9)

(2) To minimize numerically the LTPB functional, we propose a penalty method. For
the case of a continuum charge density f ∈ L2(Ω), this method amounts minimizing the
penalized functional

JΓ,µ[D] = JΓ[D] +
1

2µ

∫
Ω−

|∇ ·D − f |2dx ∀D ∈ H(div,Ω), (1.10)

without the constraint, where µ > 0 is a penalty parameter and χ− is the characteristic
function of Ω−. We prove that, as µ → 0, the minimizer and minimum value of the penal-
ized functional JΓ,µ converge to those for the functional JΓ : VΓ,f → R, respectively. Such
convergence is numerically verified.

(3) We incorporate the LTPB electrostatics into the VISM, and derive the dielectric
boundary force −δΓ(minD JΓ[D]) using the minimizing dielectric displacement DΓ ∈ VΓ,f . We
also construct a min-min algorithm and a max-min algorithm to minimize numerically the
total VISM free energy with the LTPB and PB electrostatics, respectively. The convergence
of the min-min optimization algorithm is shown.

(4) We present an analysis of the duality and the penalty method for a simplified radially
symmetric system resulting from the application of VISM to the solvation of a single ion.
We also provide a new and direct derivation of the dielectric boundary force for a similar
and reduced one-dimensional system. Moreover, we report extensive numerical results on
the solvation of a single ion to show that the LTPB formulation with the min-min algorithm
performs better than the PB formulation with the max-min algorithm and that the VISM-
LTPB predicts accurately the solvation free energy of single ions.

We remark that our results can be directly extended to some size-modified PB and LTPB
electrostatics with a general convex function B [3, 5, 12, 15, 16, 17, 18, 19, 21, 25, 37, 41].

The rest of this paper is organized as follows: In section 2, we construct the LTPB
electrostatic functionals and prove the duality of the LTPB and the PB functionals. We also
propose and prove the convergence of a penalty method for minimizing the LTPB energy
functional and present some numerical results. In section 3, we apply the LTPB theory to
the variational implicit solvation and derive the dielectric boundary force. We also design
a min-min algorithm and prove its convergence for minimizing the VISM-LTPB functional.
Numerical results for the solvation of an ion are presented. Finally, in section 4, we draw
conclusions of our findings. In Appendix, we give a new and direct derivation of the dielectric
boundary force for a one-dimensional model system.

2 The LTPB Electrostatics with a Dielectric Boundary

We assume the following:
(A1) All Ω, Ω−, Ω+ are smooth and bounded open sets in R3, Γ = ∂Ω−, and all xi ∈ Ω− and

Qi ∈ R (i = 1, . . . , N) are given; cf. Figure 1;
(A2) Both ε− and ε+ are given, distinct positive numbers, and εΓ is defined by εΓ = ε± in

Ω±;
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(A3) The function B : R → R is smooth, strictly convex, and uniquely minimized at 0
with B(0) = 0. Moreover, B(±∞) = ∞; (An example of such a function is B(s) =
cosh(s)− 1.)

(A4) The function f ∈ L2(Ω) is given, and is smooth, e.g., f ∈ H1(Ω). The boundary value
g : ∂Ω → R (cf. (1.4) and (1.5)) is the trace of some function, also denoted g, in
W 1,∞(Ω).

We note that the function B : R → R defined in (1.3) and those model the ionic size effect
in the size-modified PB theory [18, 19, 21, 41] all satisfy the assumption (A3). We also recall
that the space H(div,Ω) (cf. (1.9)) is a Hilbert space with respect to the inner product

⟨D1, D2⟩ =
∫
Ω

[D1 ·D2 + (∇ ·D1)(∇ ·D2)] dx.

Moreover, D · n ∈ L2(∂Ω) if D ∈ H(div,Ω) and [36]∫
Ω

(∇ ·D)u dx = −
∫
Ω

D · ∇u dx+
∫
∂Ω

(D · n)u dS ∀u ∈ H1(Ω). (2.1)

2.1 The electrostatic energy functionals and the duality

Case 1. A continuum charge density. For this case, the Poisson–Boltzmann (PB) and
the Legendre-transformd Poisson–Boltzmann (LTPB) functionals IΓ : H1

g (Ω) → R ∪ {−∞}
and JΓ : VΓ,f → R∪{∞} are defined in (1.4) and (1.5), respectively, and their properties are
summarized in the next theorem. We denote JuKΓ = u|Ω+ − u|Ω− on Γ for any u : Ω → R
when the traces are defined.

Theorem 2.1. (1) The PB functional IΓ : H1
g (Ω) → R∪{−∞} admits a unique maximizer

ϕΓ ∈ H1
g (Ω). Moreover,

ϕΓ ∈ L∞(Ω), ϕΓ|Ω± ∈ H2(Ω±), and JεΓ∂nϕΓKΓ = 0,

and ϕΓ is the unique weak solution in H1
g (Ω) to the PB equation (1.1).

(2) Let DΓ = −εΓ∇ϕΓ. Then, DΓ ∈ VΓ,f and it is the unique minimizer of the LTPB
functional JΓ : VΓ,f → R ∪ {∞}. Moreover,

JDΓ · nKΓ = 0 and B∗′(f −∇ ·DΓ) = ϕΓ in Ω+.

(3) Duality: maxϕ∈H1
g (Ω) IΓ[ϕ] = minD∈VΓ,f

JΓ[D].

Proof. (1) By Poincaré’s inequality, we have supϕ∈H1
g (Ω) IΓ[ϕ] <∞. The existence and unique-

ness of a maximizer ϕΓ for IΓ : H1
g (Ω) → R ∪ {−∞} can be obtained by the direct method

in the calculus of variations, using the strict convexity of B. A comparison argument leads
to ϕΓ ∈ L∞(Ω) [20]. Routine calculations then imply that the maximizer ϕΓ satisfies the PB
equation (PBE) (1.1), which is the Euler–Lagrange equation for the functional IΓ, and that
JεΓ∂nϕΓKΓ = 0. The regularity of ϕΓ follows from existing results of solution regularity for
elliptic equations; cf. [20, 23].
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(2) For any ϕ ∈ H1
g (Ω) and any D ∈ VΓ,f , we have by (2.1) that

IΓ[ϕ] ≤
∫
Ω

[
−εΓ

2
|∇ϕ|2 + fϕ− χ+B(ϕ) +

1

2εΓ
|εΓ∇ϕ+D|2

]
dx

=

∫
Ω

[
|D|2

2εΓ
+ fϕ− χ+B(ϕ) +∇ϕ ·D

]
dx

=

∫
Ω

[
|D|2

2εΓ
+ χ+ (ϕ(f −∇ ·D)− B(ϕ))

]
dx+

∫
∂Ω

g(D · n) dS

≤
∫
Ω

[
|D|2

2εΓ
+ χ+B

∗(f −∇ ·D)

]
dx+

∫
∂Ω

g(D · n) dS

= JΓ[D].

Note by (1.1) that DΓ = −εΓ∇ϕΓ ∈ VΓ,f . Setting ϕ = ϕΓ and D = DΓ and noting by (1.1)
that

f −∇ ·DΓ = B′(ϕΓ)

and hence
B∗(f −∇ ·DΓ) = ϕΓ(f −∇ ·DΓ)− B(ϕΓ) in Ω+,

we have IΓ[ϕΓ] = JΓ[DΓ]. Thus, DΓ is a minimizer of JΓ over VΓ,f . It is unique since JΓ is
strictly convex over VΓ,f . Since JεΓ∂nϕΓK|Γ = 0, we have JDΓ · nKΓ = 0. By the PBE (1.1), we
also have

f −∇ ·DΓ = χ+B(ϕΓ) in Ω+.

Hence, by the property of Legendre transforms,

B∗′(f −∇ ·DΓ) = ϕΓ in Ω+.

(3) This follows from IΓ[ϕΓ] = maxϕ∈H1
g (Ω) IΓ[ϕ] ≤ minD∈VΓ,f

JΓ[D] = JΓ[DΓ] = IΓ[ϕΓ].

Case 2. A discrete charge density. The equilibrium electrostatic potential, now denoted
ϕ̂Γ, is the weak solution to the boundary-value problem of the PBE with point charges
[19, 23, 38, 40] 

∇ · εΓ∇ϕ̂Γ − χ+B
′(ϕ̂Γ) = −

N∑
i=1

Qiδxi
in Ω,

ϕ̂Γ = g on ∂Ω,

(2.2)

where δa denotes the Dirac mass concentrated on a ∈ R3. The electrostatic energy is given
by [19, 23, 40]

Eele[Γ] =
1

2

N∑
i=1

Qi(ϕ̂Γ − ϕ̂C)(xi) +

∫
Ω+

[
1

2
ϕ̂ΓB

′(ϕ̂Γ)− B(ϕ̂Γ)

]
dx, (2.3)

where ϕ̂C is the Coulomb potential: ϕ̂C(x) =
∑N

i=1Qi/(4πε−|x − xi|). Note that we do not
include an extra term in B as we can derive the energy form by minimizing a continuum
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electrostatic free-energy functional of ionic concentrations using different boundary condi-
tions (e.g., the homogeneous Neumann boundary condition) for electrostatic potentials. The
boundary value g in (2.2) is an approximation of that of the equilibrium electrostatic po-
tential; cf. [19, 22, 23, 24, 40]. Following [19, 23], we express the electrostatic energy using
integrals that are mathematically more convenient to handle:

Eele[Γ] = −
∫
Ω

[εΓ
2
|∇(ϕ̂Γ − ϕ̂Γ,∞)|2 + χ+B(ϕ̂Γ)

]
dx+ AΓ, (2.4)

AΓ :=
ε− − ε+

2

∫
Ω+

∇ϕ̂Γ,∞ · ∇ϕ̂0 dx+
1

2

N∑
i=1

Qi(ϕ̂∞ − ϕ̂C)(xi). (2.5)

Here, ϕ̂Γ,∞ is defined by

−∇ · εΓ∇ϕ̂Γ,∞ =
N∑
i=1

Qiδxi
in Ω and ϕ̂Γ,∞ = g on ∂Ω,

and both ϕ̂0 and ϕ̂∞ are solutions to

−ε−∆u =
N∑
i=1

Qiδxi
in Ω with ϕ̂0 = 0 and ϕ̂∞ = g on ∂Ω,

respectively; cf. [23]. Note that ϕ̂∞− ϕ̂C is harmonic in Ω− so each (ϕ̂∞− ϕ̂C)(xi) (1 ≤ i ≤ N)
is well defined as the limit as x→ xi.

We define the PB energy functional for the case of point charges ÎΓ : ϕ̂Γ,∞ + H1
0 (Ω) →

R ∪ {−∞} by

ÎΓ[ϕ] = −
∫
Ω

[εΓ
2
|∇(ϕ− ϕ̂Γ,∞)|2 + χ+B(ϕ)

]
dx+ AΓ ∀ϕ ∈ ϕ̂Γ,∞ +H1

0 (Ω). (2.6)

Note that ÎΓ[ϕ̂Γ] = Eele[Γ] is the electrostatic energy. Note also that ϕ ∈ ϕ̂Γ,∞+H1
0 (Ω) if and

only if ϕ ∈ ϕ̂C +H1
h(Ω) with h = g − ϕ̂C. Let VΓ,0 be defined by (1.8) with f = 0. We define

the Legendre-transformed PB (LTPB) functional ĴΓ : VΓ,0 → R ∪ {∞} by

ĴΓ[D] =

∫
Ω

{
1

2εΓ
|D|2dx+ χ+

[
B∗(−∇ ·D) + ϕ̂Γ,∞∇ ·D

]}
dx+ AΓ ∀D ∈ VΓ,0. (2.7)

Theorem 2.2. (1) The PB functional ÎΓ : ϕ̂Γ,∞ + H1
0 (Ω) → R ∪ {−∞} admits a unique

maximizer ϕ̂Γ.Moreover, ϕ̂Γ−ϕ̂Γ,∞ ∈ L∞(Ω), (ϕ̂Γ−ϕ̂Γ,∞)|Ω± ∈ H2(Ω±), and JεΓ∂nϕ̂ΓKΓ =

0, and ϕ̂Γ is the unique weak solution to the boundary-value problem of the PBE (2.2).
(2) Let D̂Γ = −εΓ∇(ϕ̂Γ − ϕ̂Γ,∞). Then, D̂Γ ∈ VΓ,0 and it is the unique minimizer of the

LTPB functional ĴΓ : VΓ,0 → R ∪ {∞}. Moreover, B∗′(−∇ · D̂Γ) = ϕ̂Γ in Ω+.

(3) Duality: maxϕ∈ϕ̂Γ,∞+H1
0 (Ω) ÎΓ[ϕ] = minD∈VΓ,0

ĴΓ[D].
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Proof. The proof of part (1) and part (3) is similar to that for Theorem 2.1. So, we only
prove part (2). Let ϕ ∈ ϕ̂Γ,∞ +H1

0 (Ω) and D ∈ VΓ,0. Then,

ÎΓ[ϕ] ≤
∫
Ω

[
−εΓ

2
|∇(ϕ− ϕ̂Γ,∞)|2 + 1

2εΓ

∣∣∣εΓ∇(ϕ− ϕ̂Γ,∞) +D
∣∣∣2 − χ+B(ϕ)

]
dx+ AΓ

=

∫
Ω

[
|D|2

2εΓ
+∇

(
ϕ− ϕ̂Γ,∞

)
·D − χ+B(ϕ)

]
dx+ AΓ

=

∫
Ω

[
|D|2

2εΓ
−

(
ϕ− ϕ̂Γ,∞

)
∇ ·D − χ+B(ϕ)

]
dx+ AΓ

=

∫
Ω

{
|D|2

2εΓ
+ χ+

[
ϕ(−∇ ·D)− B(ϕ) + ϕ̂Γ,∞∇ ·D

]}
dx+ AΓ

≤
∫
Ω

{
1

2εΓ
|D|2 + χ+

[
B∗(−∇ ·D) + ϕ̂Γ,∞∇ ·D

]}
dx+ AΓ

= ĴΓ[D].

By (2.2) and the definition of ϕ̂Γ,∞, we have D̂Γ = −εΓ∇(ϕ̂Γ − ϕ̂Γ,∞) ∈ VΓ,0. Setting ϕ = ϕ̂Γ

andD = D̂Γ and noting that −∇·D̂Γ = B′(ϕ̂Γ) and hence B∗(−∇·D̂Γ) = (−∇·D̂Γ)ϕ̂Γ−B(ϕ̂Γ)
in Ω+, we have ÎΓ[ϕ̂Γ] = ĴΓ[D̂Γ]. Thus, D̂Γ is a minimizer of ĴΓ over VΓ,0. It is unique since

ĴΓ is strictly convex over VΓ,0. Finally, it follows from the property of Legendre transforms

that B∗′(−∇ · D̂Γ) = ϕ̂Γ in Ω+.

2.2 A penalty method

Let µ > 0. Recall that JΓ,µ is defined in (1.10). Similarly, we define ĴΓ,µ : H(div,Ω) →
R ∪ {+∞} by

ĴΓ,µ[D] = ĴΓ[D] +
1

2µ

∫
Ω−

(∇ ·D)2 dx. (2.8)

Theorem 2.3. For each µ > 0, the functional JΓ,µ(resp. ĴΓ,µ) : H(div,Ω) → R ∪ {+∞}
admits a unique minimizer DΓ,µ (resp. D̂Γ,µ) ∈ H(div,Ω). Moreover,

DΓ,µ → DΓ (resp. D̂Γ,µ → D̂Γ) in H(div,Ω)

and
min

D∈H(div,Ω)
JΓ,µ[D] → min

D∈VΓ,f

JΓ[D] (resp. min
D∈H(div,Ω)

ĴΓ,µ[D] → min
D∈VΓ,0

ĴΓ[D])

as µ→ 0, where DΓ = argminD∈VΓ,f
JΓ[D] (resp. D̂Γ = argminD∈VΓ,0

ĴΓ[D]).

Proof. We only consider JΓ,µ and JΓ as the proof for ĴΓ,µ and JΓ is similar. Let µ > 0. We
define IΓ,µ : H1

g (Ω) → R ∪ {−∞} by

IΓ,µ[ϕ] = IΓ[ϕ]−
µ

2

∫
Ω−

ϕ2 dx =

∫
Ω

[
−εΓ

2
|∇ϕ|2 + fϕ− χ+B(ϕ)− χ−µ

2
ϕ2
]
dx. (2.9)
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Similar to the proof of Theorem 2.1, the functional IΓ,µ : H1
g (Ω) → R∪{−∞} admits a unique

maximizer ϕΓ,µ ∈ L∞(Ω) and it is the unique weak solution in H1
g (Ω) to the Euler–Lagrange

equation
−∇ · εΓ∇ϕΓ,µ + χ+B

′(ϕΓ,µ) + µχ−ϕΓ,µ = f in Ω. (2.10)

We show that ϕΓ,µ → ϕΓ in H1(Ω) and IΓ,µ[ϕΓ,µ] → IΓ[ϕΓ] as µ → 0, where ϕΓ is the unique
maximizer of IΓ : H1

g (Ω) → R∪{−∞}. It suffices to show that for any sequence µk ↘ 0, there
is a subsequence, not relabelled, such that ϕΓ,µk

→ ϕΓ in H1(Ω) and IΓ,µk
[ϕΓ,µk

] → IΓ[ϕΓ] as
k → ∞.

Let ĝ ∈ H1
g (Ω) be such that ĝ = 0 in Ω−. Then IΓ,µ[ϕΓ,µ] = maxϕ∈H1

g (Ω) IΓ,µ[ϕ] ≥ IΓ,µ[ĝ] =
IΓ[ĝ] > −∞. It then follows from the definition of IΓ,µ and Poincaré’s inequality that

sup
µ>0

∥ϕΓ,µ∥H1(Ω) <∞. (2.11)

Now for any µk ↘ 0, there exists a subsequence of {ϕΓ,µk
}, not relabelled, and some ϕ̄Γ ∈

H1(Ω) such that ϕΓ,µk
⇀ ϕ̄Γ in H1(Ω). (⇀ denotes the weak convergence.) Clearly, ϕ̄Γ ∈

H1
g (Ω). By the convexity of −IΓ,

lim sup
k→∞

IΓ[ϕΓ,µk
] ≤ IΓ[ϕ̄Γ].

This and the fact
IΓ,µk

[ϕΓ] ≤ IΓ,µk
[ϕΓ,µk

] ≤ IΓ[ϕΓ,µk
]

imply that

IΓ[ϕΓ] = lim
k→∞

IΓ,µk
[ϕΓ] ≤ lim inf

k→∞
IΓ,µk

[ϕΓ,µk
] ≤ lim inf

k→∞
IΓ[ϕΓ,µk

]

≤ lim sup
k→∞

IΓ[ϕΓ,µk
] ≤ IΓ[ϕ̄Γ] ≤ IΓ[ϕΓ].

Thus, IΓ[ϕ̄Γ] = IΓ[ϕΓ] and ϕ̄Γ = ϕΓ by the uniqueness of maximizer of IΓ. Hence, IΓ,µk
[ϕΓ,µk

] →
IΓ[ϕΓ].

We now prove the strong convergence ϕΓ,µ → ϕΓ in H1(Ω). Denote for each k ≥ 1

ak =

∫
Ω

[εΓ
2
|∇ϕΓ,µk

|2 − εΓ
2
|∇ϕΓ|2

]
dx and bk =

∫
Ω+

[B(ϕΓ,µk
)− B(ϕΓ)] dx.

Passing to a further subsequence if necessary, we have by the weak convergence ϕΓ,µk
⇀ ϕΓ

in H1(Ω) that ϕΓ,µk
→ ϕΓ in L2(Ω) and ϕΓ,µk

→ ϕΓ a.e. in Ω. These, together with the energy
convergence IΓ,µk

[ϕΓ,µk
] → IΓ[ϕΓ] as k → ∞ and the bound (2.11), imply that ak + bk → 0

as k → ∞. But lim infk→∞ ak ≥ 0 as ϕΓ,µk
⇀ ϕΓ in H1(Ω) and lim infk→∞ bk ≥ 0 by Fatou’s

lemma. Therefore,
0 = lim

k→∞
(ak + bk) ≥ lim inf

k→∞
ak + lim inf

k→∞
bk ≥ 0.

Hence lim infk→∞ ak = 0. Passing to a further subsequence if necessary and without rela-
belling, we have ak → 0 as k → ∞. This and the weak convergence ϕΓ,µk

⇀ ϕΓ in H1(Ω),
together with the identity

∥∇ϕΓ,µ −∇ϕΓ∥2 = ∥∇ϕΓ,µ∥2 − ∥∇ϕΓ∥2 −
∫
Ω

2∇ϕΓ · ∇(ϕΓ,µ − ϕΓ) dx,
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imply that ∇ϕΓ,µk
→ ∇ϕΓ in L2(Ω) and consequently that ϕΓ,µ → ϕΓ in H1(Ω).

Finally, setDΓ,µ = −εΓ∇ϕΓ,µ. By (2.10), DΓ,µ ∈ H(div,Ω) and∇·DΓ,µ = f−χ+B
′(ϕΓ,µ)−

µχ−ϕΓ,µ in Ω. Moreover, since the Legendre transform of s 7→ µs2/2 is ξ 7→ ξ2/(2µ), we see
that DΓ,µ is the unique minimizer of JΓ,µ over H(div,Ω) and JΓ,µ[DΓ,µ] = IΓ,µ [ϕΓ,µ] (cf.
the proof of Theorem 2.1). Thus, DΓ,µ → DΓ in H(div,Ω) and minD∈H(div,Ω) JΓ,µ[D] →
minD∈VΓ,f

JΓ[D].

2.3 Numerical results

We choose Ω = (−1, 1)3, Γ = {x ∈ R3 : |x| = 1/2}, ε− = ε0, ε+ = 78ε0, f = 1 in Ω, and
g = 0 on ∂Ω, and consider B(s) = s2/2 and B(s) = cosh(s)− 1. We cover Ω = [−1, 1]3 with
a uniform finite-difference grid of size h = 2L/N , where N +1 is the number of grid points in
each coordinate direction, and use the central differencing and trapezoidal rule to discretize
the energy functionals. The nonlinear conjugate gradient method is used to minimize or
maximize numerically the resulting convex and concave functionals, respectively. We first
maximize the discretized functional IΓ with a very fine grid to obtain a numerical maximizer
ϕexact, and calculate Dexact = −εΓ∇ϕexact and use it as the “exact” solution. We then choose
several values of N and µ. For each pair of the chosen N and µ, we minimize numerically the
discretized functional JΓ,µ to obtain a numerical minimizer Dµ,N . To test how the constraint
∇ ·D = f in Ω− is satisfied, we define the penalty error

PE(µ,N) := ∥∇ ·Dµ,N − f∥2L2(Ω−).

Figure 2 (Top) shows that for a fixed µ > 0 the error decreases with the increase of N ,
the number of grid points in one direction. For a large value of µ > 0, such error decreasing
saturates as N increases due to the penalty error with the fixed µ. Moreover, for a fixed N,
the error decreases as µ decreases. Figure 2 (Bottom) indicates that (1/2µ)PE(µ,N) = O(µ)
as µ→ 0, implying that

JΓ,µ[DΓ,µ]− JΓ[DΓ] =
1

2µ
∥∇ ·DΓ,µ − f∥2L2(Ω−) → 0 as µ→ 0,

as prediction by Theorem 2.3.

3 Application to Variational Implicit Solvation

3.1 Solvation free energy and the dielectric boundary force

In the variational implicit-solvent model (VISM) (cf. Figure 1), the solvation free-energy
functional of dielectric boundaries is given by [10, 11, 35, 40]

F [Γ] = P0Vol(Ω−) + γ0

∫
Γ

(1− 2τH) dS + ρw

∫
Ω+

U(x) dV + Eele[Γ]. (3.1)

Here, P0 is the difference between the pressure outside and inside the molecular region Ω−,
γ0 is the constant surface tension, τ is the Tolman length, and ρw is the bulk solvent density.
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Figure 2: The relative error ∥Dµ,N −Dexact∥L2(Ω)/∥Dexact∥L2(Ω) vs. N for several µ-values (Top)
and the penalty error PE(µ,N) vs. 1/(2µ) for several values of N (Bottom) for B(s) = s2/2 (left)
and B(s) = cosh(s)− 1 (right).

All P0, γ0, τ, and ρw are given constants. In addition, H is the mean curvature (positive if

Ω− is a sphere), U(x) =
∑N

i=1 U
(i)
LJ (|x − xi|) with each U

(i)
LJ a Lennard-Jones (LJ) potential.

The last part Eele[Γ] is the electrostatic energy. In the classical Poisson–Boltzmann (PB)
formulation, it is given by

Eele[Γ] =


max

ϕ∈H1
g (Ω)

IΓ[ϕ] (for a continuum charge density; cf. (1.4)),

max
ϕ∈H1

g (Ω)
ÎΓ[ϕ] (for point charges; cf. (2.6)).

(3.2)

The dielectric boundary force is the negative first variation of the total free energy with
respect to the variation of the boundary Γ. This first variation is a function on Γ and is given
by [7, 39, 40]

δΓF [Γ] = P0 + 2γ0(H − τK) + ρwU + δΓEele[Γ].

For the case of a continuum charge density, the variation of the electrostatic energy δΓEele[Γ]
is given by [20, 23]

δΓEele[Γ] =
1

2

(
1

ε−
− 1

ε+

)
|εΓ∂nϕΓ|2 +

ε+ − ε−
2

|(I − n⊗ n)∇ϕΓ|2 +B (ϕΓ) , (3.3)

where ϕΓ is the equilibrium electrostatic potential, the solution to the boundary-value problem
of the PB equation (PBE) (1.1), and I is the 3 × 3 identity matrix. For the case of point
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charges, the formula is the same except ϕΓ should be replaced by ϕ̂Γ, the solution to the
boundary-value problem of PBE (2.2). Note that the force −δΓEele[Γ] points from the higher
to lower dielectric region [20].

Here, we propose to use the LTPB formulation for the electrostatic energy

Eele[Γ] =


min

D∈VΓ,f

JΓ[D] (for a continuum charge density; cf. (1.5)),

min
D∈VΓ,0

ĴΓ[D] (for point charges; cf. (2.7)).
(3.4)

By Theorem 2.1 and Theorem 2.2, both the PB and LTPB formulations lead to the same
value of Eele[Γ] for a continuum charge density or for point charges. To numerically minimize
the total solvation energy, we use the penalized LTPB electrostatic energy functionals defined
in (1.10) and (2.8), respectively. Let us denote also by Eele,µ[Γ] the minimum of JΓ,µ or ĴΓ,µ
over H(div,Ω).

Theorem 3.1. (1) A continuum charge density. Let DΓ and DΓ,µ be the minimizers of
JΓ : VΓ,f → R ∪ {∞} and JΓ,µ : H(div,Ω) → R ∪ {∞}, respectively. We have

δΓEele[Γ] =
1

2

(
1

ε−
− 1

ε+

)
|DΓ · n|2 +

ε+ − ε−
2

∣∣∣∣(I − n⊗ n)
DΓ

εΓ

∣∣∣∣2
+B

(
B∗′(f −∇ ·DΓ|Ω+)

)
on Γ,

δΓEele,µ[Γ] =
1

2

(
1

ε−
− 1

ε+

)
|DΓ,µ · n|2 +

ε+ − ε−
2

∣∣∣∣(I − n⊗ n)
DΓ,µ

εΓ

∣∣∣∣2
+B

(
B∗′(f −∇ ·DΓ,µ|Ω+)

)
− 1

2µ

(
f −∇ ·DΓ,µ|Ω−

)2
on Γ,

(2) Point charges. Let D̂Γ and D̂Γ,µ be the minimizers of ĴΓ : VΓ,0 → R ∪ {∞} and

ĴΓ,µ : H(div,Ω) → R ∪ {∞}, respectively. Then, the above formulas in part (1) hold true

with D̂Γ and D̂Γ,µ replacing DΓ and DΓ,µ, respectively, and f = 0.

Proof. We only prove part (1) as the proof of part (2) is similar. By Theorem 2.1, DΓ =
−εΓ∇ϕΓ, where ϕΓ = argmaxϕ∈H1

g (Ω)IΓ[ϕ], and B
∗′(f − ∇ · DΓ) = ϕΓ in Ω+. Now the first

formula follows from (3.3). Set IΓ,µ[ϕ] = IΓ[ϕ] − (µ/2)∥ϕ∥2L2(Ω−). Then IΓ,µ : H1
g (Ω) →

R ∪ {−∞} admits a unique maximizer ϕΓ,µ. Moreover, DΓ,µ = −εΓ∇ϕΓ,µ is the unique
minimizer of JΓ,µ : H(div,Ω) → R ∪ {∞}, and maxϕ∈H1

g (Ω) IΓ,µ[ϕ] = min
D∈H(div,Ω)

JΓ,µ[D] =

Eele,µ[Γ]. With the same argument for deriving (3.3) (cf. [20, 23]), we obtain the formula for
δΓEele,µ[Γ] = δΓEele[Γ] − (µ/2)ϕ2

Γ,µ. Since the Legendre transform of the function s 7→ µs2/2
is ξ 7→ ξ2/(2µ), we obtain the second formula by using the same argument.

3.2 A min-min algorithm and a max-min algorithm

We apply the gradient descent method to minimize the total VISM free-energy functional
(3.1). Once Γk is given, we obtain the new boundary Γk+1 := Γk − αkδΓF [Γk], i.e., a point
xk ∈ Γk is moved to xk+1 = xk − αkδΓF [Γk](xk) ∈ Γk+1, with a step size αk > 0. With the
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LTPB electrostatics, we propose a min-min algorithm for such minimization. For comparing
the LTPB and PB formulations, we also design a max-min algorithm for minimizing the total
free energy with the PB electrostatic energy. These algorithms are described only for the
continuum charge density as they are similar for point charges. Moreover, for the LTPB
formulation, we shall replace the LTPB functionals by their penalized versions. Note that
for large-scale simulations it is desirable to have only a few iterations to get the approximate
ϕk+1 or Dk+1. Hence, in our numerical tests, we will choose small number of steps for such
iterations.

A min-min algorithm for minimizing the VISM-LTPB functional. Given Γk and
Dk.

• Minimize JΓk
over VΓk,f by an iteration method with Dk as the initial guess to obtain

an approximate minimizer Dk+1;
• Calculate δΓEele[Γk] using Dk+1 and then calculate δΓF [Γk];
• Choose αk+1 and update Γk+1 = Γk − αk+1δΓF [Γk].

A max-min algorithm for minimizing the VISM-PB functional. Given Γk and ϕk.
• Maximize IΓk

over H1
g (Ω) by an iteration method with ϕk as the initial guess to obtain

an approximate maximizer ϕk+1;
• Calculate δΓEele[Γk] using ϕk+1 and then calculate δΓF [Γk];
• Choose αk+1 and update Γk+1 = Γk − αk+1δΓF [Γk].

We now state the min-min algorithm and prove its convergence for a general optimization
problem. We assume:
(a1) Both m and n are positive integers, and U ⊂ Rm and V ⊂ Rn are open, bounded, and

convex;
(a2) The function f ∈ C2(U) is convex, and the function g ∈ C2(U × V ) is strictly convex;
(a3) For each x ∈ U , there exists a unique minimizer yx ∈ V (not on ∂V ) of g(x, ·) : V → R.
We define F : U → R and F : U × V → R, respectively, by

F (x) = f(x) + min
y∈V

g(x, y) ∀x ∈ U,

F (x, y) = f(x) + g(x, y) ∀(x, y) ∈ U × V .

Lemma 3.1. (1) The function F : U → R is Lipschitz-continuous. Moreover, there exists
a unique x∗ ∈ U such that F (x∗) = minx∈U F (x).

(2) The function F ∈ C2(U × V ) and is strictly convex. Moreover, there exists a unique
(x, y) ∈ U × V such that F (x, y) = min(x,y)∈U×V F (x, y).

(3) We have minx∈U F (x) = min(x,y)∈U×V F (x, y). Moreover, (x∗, yx∗) = (x, y).

Proof. (1) Let x′, x′′ ∈ U . Since miny∈V g(x
′′, y) = g(x′′, yx′′) by the assumption (a3), we have

min
y∈V

g(x′, y)−min
y∈V

g(x′′, y) ≤ g(x′, yx′′)− g(x′′, yx′′) ≤ K|x′ − x′′|,

where K = max(x,y)∈U×V |∇xg(x, y)|. Switching x and x′ and noting that f ∈ C1(U), we see

that F : U → R is Lipschitz-continuous. Since F is continuous on U and U is compact, there
exists x∗ ∈ U such that F (x∗) = minx∈U F (x). The uniqueness of x∗ follows from Part (3).
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(2) These follow from the assumptions on f and g, and the compactness of U × V .
(3) Clearly, F (x) = F (x, yx) ≥ F (x, y) for any x ∈ U (cf. the assumption (a3)). Hence,

minx∈U F (x) ≥ min(x,y)∈U×V F (x, y). On the other hand,

min
(x,y)∈U×V

F (x, y) = F (x, y) = f(x) + g(x, y) ≥ f(x) + g(x, yx) = F (x) ≥ min
x∈U

F (x).

Thus, minx∈U F (x) = min(x,y)∈U×V F (x, y). This also implies that F (x∗, yx∗) = F (x∗) =

F (x, y). Since the minimizer of F is unique, we have (x∗, yx∗) = (x, y).

A min-min algorithm for finding x∗ = argminx∈UF (x).
Step 0. Choose x0 ∈ U. If x0 = x∗ then stop. Otherwise, compute y0 = argminy∈V g(x0, y).

Set k = 0.
Step 1. Compute

αk = argminα∈Ak

{
F (xk − α∇xF (xk, yk), yk)

}
,

where Ak = {α > 0 : xk − α∇xF (xk, yk) ∈ U},
xk+1 = xk − αk∇xF (xk, yk).

Step 2. Compute yk+1 = argminy∈V g(xk+1, y).
Step 3. If xk+1 = x∗ then stop. Otherwise, set k := k + 1 and repeat Steps 1–3.

Theorem 3.2. Assume x∗ = argminx∈U F (x) ∈ U . Let x0 ∈ U and y0 = yx0 ∈ V. Assume

W0 := {(x, y) ∈ U × V : F (x, y) ≤ F (x0, y0)} ⊂ U × V.

Let {xk}∞k=1 be generated by the min-min algorithm. Then, xk = x∗ for some k ≥ 0 or
xk → x∗.

Proof. Let us assume xk ̸= x∗ for any k ≥ 0 and show that xk → x∗. Define for each k ≥ 1
the set Wk the same as W0 with (x0, y0) replaced by (xk, yk). We first show the following
statement for each k ≥ 0: there exists a unique αk ∈ Ak as defined in Step 1, the point
(xk, yk) defined in the algorithm satisfies (xk, yk) ∈ int(Wk) and d(k) := ∇xF (xk, yk) ̸= 0,
F (xk+1, yk+1) < F (xk, yk), and Wk+1 ⊆ Wk.

Consider k = 0. Since y0 = yx0 = argminy∈V g(x0, y) ∈ V (cf. the assumption (a3)),

∇yF (x0, y0) = ∇yg(x0, y0) = 0. Since x0 ̸= x∗, and since by Lemma 3.1 (x∗, yx∗) ∈ U × V
is the unique minimizer of F over U × V , we have d(0) := ∇xF (x0, y0) ̸= 0. It follows from
Taylor’s expansion that

F (x0 − αd(0), y0) = F (x0, y0)− α||d(0)||2 +O(α2) < F (x0, y0) if 0 < α ≪ 1.

By the assumption that the closed set W0 ⊂ U ×V and the strict convexity of F , there exists
a unique α0 ∈ A0 such that

F (x0 − α0d
(0), y0) ≤ F (x0 − αd(0), y0)

for all α ∈ A0. Now

x1 = x0 − α0∇xF (x0, y0) ∈ U and F (x1, y0) < F (x0, y0).
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By Step 2 of the algorithm and the assumption (a3), y1 = yx1 ∈ V and

F (x1, y1) ≤ F (x1, y0) < F (x0, y0).

It then follows from the definition of W0 that (x1, y1) ∈ int(W0) ⊂ U × V. Clearly, W1 ⊆ W0.
Thus, the statement is true for k = 0. Suppose the statement is true for k ≥ 1. Using the
above argument with (x0, y0) andW0 replaced by (xk, yk) andWk, respectively, we verify that
the statement is also true for k+ 1. Therefore, the statement is true in general by induction.

We now prove xk → x∗. Since {xk} is bounded, it suffices to show the following: if a
subsequence of {xk}, not relabeled, converges to some x̂ ∈ U , then x̂ = x∗. First note that
F (xk, yk) → F̂ for some F̂ ∈ R, as {F (xk, yk)} is decreasing and bounded. Now, passing
to a further subsequence if necessary, we hvae (xk, yk) → (x̂, ŷ). By the above statement,
(xk, yk) ∈ int(W0) for all k. Hence (x̂, ŷ) ∈ W0 ⊂ U × V . Therefore, it follows from the
continuity of F that F̂ = F (x̂, ŷ). Note for each k that

∇yF (xk, yk) = ∇yg(xk, yk) = 0.

Consequently, ∇yF (x̂, ŷ) = 0.We shall show that d̂ := ∇xF (x̂, ŷ) = 0. This would imply that
(x̂, ŷ) ∈ U × V is the unique minimizer of F over U × V , and hence x̂ = x∗ by Lemma 3.1
and xk → x∗.

Assume d̂ ̸= 0. Since (xk, yk) → (x̂, ŷ) and d(k) := ∇xF (xk, yk) → d̂, it follows from
the same argument used above that there exists α̂ > 0 and an integer k0 ≥ 1 such that
F (x̂ − α̂d̂, ŷ) < F (x̂, ŷ), (x̂ − α̂d̂, ŷ) ∈ int(W0), and (xk − α̂d(k), yk) ∈ int(W0) if k ≥ k0.
Now, since F (xk, yk) decreases and converges to F̂ = F (x̂, ŷ) and yk+1 = yxk+1

(cf. the
assumption (a3) and Step 2 in the algorithm), we have by the definition of xk+1 (cf. Step 1
in the algorithm) that for all k ≥ k0

F (x̂, ŷ) ≤ F (xk+1, yk+1) ≤ F (xk+1, yk) = F (xk − αkd
(k), yk) ≤ F (xk − α̂d(k), yk).

Taking k → ∞, we get
F (x̂, ŷ) ≤ F (x̂− α̂d̂, ŷ) < F (x̂, ŷ),

a contradiction. Thus, d̂ = 0.

We remark that the proof of the convergence of the min-min algorithm relies on the fact
that minx∈U F (x) = min(x,y)∈U×V F (x, y) and (x∗, yx∗) = (x, y) as established in Lemma 3.1.
Such structure is lost for a max-min algorithm and therefore the method of proof of Theo-
rem 3.2 does not extend directly to the convergence of a max-min algorithm.

3.3 A radially symmetric system for the solvation of a single ion

We apply the variational implicit-solvent model (VISM) to the solvation of a single ion placed
at the origin (i.e., N = 1 in Figure 1). The resulting system is simplified to be radially
symmetric. Such a system is effectively one-dimensional for which we can obtain a very
accurate solution for testing our algorithms.

We set Ω− = {x ∈ R3 : |x| < R}, Ω+ = {x ∈ R3 : R < |x| < A}, and Γ = {x ∈ R3 :
|x| = R}, where A,R ∈ R with 0 < R < A, and denote χ− = χ(0,R) and χ+ = χ(R,A). The
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dielectric coefficient is εR : [0, A] → R with εR(r) = ε− if r < R and εR(r) = ε+ if r > R.
The LJ parameters for the single ion are denoted by ε and σ; cf. Figure 1 and (3.1). We
assume f : [0, A] → R is a smooth function, g ∈ R, and µ > 0. The electrostatic potential ϕ
is assumed to be radially symmetric: ϕ = ϕ(r) with r = |x|. The dielectric displacement D is
proportional to ∇x(ϕ(r)) = ϕ′(r)(x/r). Thus, we assume D(x) = p(r)(x/r) for some radially
symmetric function p = p(r). Since |D(x)| = |p(r)| and

∇ ·D(x) =
2

r
p(r) + p′(r) =

1

r2
(r2p(r))′,

we shall consider p = p(r) instead of D(x). We have p = −εRϕ′ if D = −εΓ∇ϕ.
We denote ω(r) = r2 and define

H1
ω(0, A) = {ϕ : (0, A) → R : ϕ is weakly differentiable and

∫ A

0

(ϕ2 + ϕ′2)r2dr <∞}, (3.5)

Xg = {ϕ ∈ H1
ω(0, A) : ϕ(A) = g}, (3.6)

Y =

{
p : (0, A) → R : p is weakly differentiable and

∫ A

0

[(r2p)2 + ((r2p)′)2]
1

r2
dr <∞

}
,

(3.7)

Yf =

{
p ∈ Y :

2

r
p+ p′ = f in (0, R)

}
. (3.8)

Both H1
ω(0, A) and Y are Hilbert spaces with their inner products and norms given respec-

tively by

⟨ϕ, ψ⟩ω =

∫ A

0

(ϕψ + ϕ′ψ′)r2dr and ∥ϕ∥ω =
√

⟨ϕ, ϕ⟩ω,

⟨p, q⟩Y =

∫ A

0

[
(r2p)(r2q) + (r2p)′(r2q)′

] 1

r2
dr and ∥p∥Y =

√
⟨p, p⟩Y ,

If ϕ ∈ H1
ω(0, A) and 0 < δ < A, then ϕ ∈ H1(δ, A) and hence ϕ is absolutely continuous on

[δ, A], and the trace ϕ(A) is well defined. One verifies that Y = H1
ω(0, A)∩L2(0, A). If p ∈ Y,

then p ∈ H1(δ, A) for any δ ∈ (0, A), and hence the trace p(A) is well defined. The equation
in defining Yf is (r2p(r))′ = r2f(r) for 0 < r < R, same as the constraint ∇ ·D = f in Ω− in
the cartesian coordinates for D(r) = p(r)(x/r).

To compare the min-min and max-min algorithms, we now express the VISM solvation
free energy with the classical PB and the penalized LTPB electrostatic energies in the radially
symmetric setting. The nonpolar part of the solvation free energy (i.e., the first three terms
of F [Γ] defined in (3.1)) F0 : (0, A) → R and its boundary variation δRF0 : (0, A) → R are

F0(R) =
4π

3
P0R

3 + 4πγ0R
2 − 8πγ0τR + 16πρwε

(
σ12

9R9
− σ6

3R3

)
, (3.9)

δRF0(R) = P0 +
2γ0
R

− 2γ0τ

R2
+ 4ρwε

(
σ12

R12
− σ6

R6

)
. (3.10)
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Note that the boundary variation δRF0 differs from the derivative F ′
0(R) by the factor 4πR2;

cf. [6].

Case 1. A continuum charge density. The VISM-PB free-energy functional F : (0, A) →
R with IR : Xg → R and the boundary variation δRF : (0, A) → R are now given by (cf. (1.4)
and (3.1)–(3.3))

F (R) = F0(R) + max
ϕ∈Xg

IR[ϕ], (3.11)

IR[ϕ] = 4π

∫ A

0

[
−εR

2
|ϕ′|2 + fϕ− χ+B(ϕ)

]
r2dr, (3.12)

δRF (R) = δRF0(R) +
1

2

(
1

ε−
− 1

ε+

)
[εRϕ

′
R(R)]

2
+B (ϕR(R)) , (3.13)

where ϕR = argminϕ∈Xg
IR[ϕ]; cf. Theorem 3.3. The penalized VISM-LTPB free-energy func-

tional Fµ : (0, A) → R with JR,µ : Y → R and its boundary variation δRFµ : (0, A) → R are
given by (cf. (3.1), (3.4), (1.10), and part (1) of Theorem 3.1)

Fµ(R) = F0(R) + min
p∈Y

JR,µ[p], (3.14)

JR,µ[p] = 4π

∫ A

0

[
1

2εR
p2 + χ+B

∗
(
f −

(
2

r
p+ p′

))
+
χ−

2µ

(
f −

(
2

r
p+ p′

))2
]
r2dr (3.15)

+ 4πgp(A)A2, (3.16)

δRFµ(R) = δRF0(R) +
1

2

(
1

ε−
− 1

ε+

)
[pR,µ(R)]

2

+B

(
B∗′

(
f(R)− p′R,µ(R+)− 2

R
pR,µ(R+)

))
− 1

2µ

(
f(R)− p′R,µ(R−)− 2

R
pR,µ(R−)

)2

, (3.17)

where pR,µ = argminp∈Y JR,µ[p]; cf. Theorem 3.3.

Case 2. A single point charge. With the point charge Q at the origin, the VISM-
PB free-energy functional F̂ : (0, A) → R with ÎR : Xg → R and the boundary variation

δRF̂ : (0, A) → R are given by (cf. (3.1), (3.2), (2.6), and (3.3))

F̂ (R) = F0(R) + max
ϕ∈Xg

ÎR[ϕ], (3.18)

ÎR[ϕ] = 4π

∫ A

0

[
−χ−ε−

2

(
ϕ′ +

Q

4πε−r2

)2

− χ+ε+
2

(
ϕ′ +

Q

4πε+r2

)2

− χ+B(ϕ)

]
r2dr

+
Q2

8π

[(
1

ε+
− 1

ε−

)
1

R
− 1

ε+A

]
, (3.19)

δRF̂ (R) = δRF0(R) +
1

2

(
1

ε−
− 1

ε+

)
[εRϕ

′
R(R)]

2
+B (ϕR(R)) , (3.20)

17



where ϕR = argmaxϕ∈Xg
ÎR[ϕ]; cf. Theorem 3.3. The penalized VISM-LTPB energy functional

F̂µ : (0, A) → R with ĴR,µ : Y → R and the boundary variation δRF̂µ : (0, A) → R are now
given by (cf. (3.1), (3.4), (2.7), and part (2) of Theorem 3.1)

F̂µ(R) = F0(R) + min
p∈Y

ĴR,µ[p], (3.21)

ĴR,µ[p] = 4π

∫ A

0

{
1

2εR
p2 +

χ−

2µ

(
2

r
p+ p′

)2

+ χ+

[
B∗

(
−2

r
p− p′

)
+ ϕ̂Γ,∞

(
2

r
p+ p′

)]}
r2dr

+
Q2

8π

[(
1

ε+
− 1

ε−

)
1

R
− 1

ε+A

]
, (3.22)

δRF̂µ(R) = δRF0(R) +
1

2

(
1

ε−
− 1

ε+

)(
pR,µ(R) +

Q

4πR2

)2

+B

(
B∗′

(
−p′R,µ(R+)− 2

R
pR,µ(R+)

))
− 1

2µ

(
p′R,µ(R−) +

2

R
pR,µ(R−)

)2

, (3.23)

where pR,µ = argminp∈Y ĴR,µ[p]; cf. Theorem 3.3.
We note that, while the radial symmetry of functions simplifies our models and compu-

tations, the analysis in section 2 does not directly apply here due to possible singularities
at the origin. Thus, we present here a similar analysis for the radially symmetric system,
but only for the case of a continuum charge density, as the case of point charges is simi-
lar. In Appendix, we also provide a new and direct derivation of the boundary force in the
one-dimensional setting. Let us define IR,µ : Xg → R ∪ {−∞} and JR : Yf → R ∪ {∞},
respectively, by

IR,µ[ϕ] = 4π

∫ A

0

[
−εR

2
|ϕ′|2 + fϕ− χ+B(ϕ)− χ−µ

2
ϕ2
]
r2dr, (3.24)

JR[p] = 4π

∫ A

0

[
1

2εR
p2 + χ+B

∗
(
f −

(
2

r
p+ p′

))]
r2dr + 4πgp(A)A2. (3.25)

Theorem 3.3. (1) Denote IR,0 = IR. For each µ ≥ 0, there exists a unique ϕR,µ ∈ Xg such
that IR,µ[ϕR,µ] = maxϕ∈Xg IR,µ[ϕ]. Moreover, ϕR,µ ∈ Xg is the unique solution to

ε−
r2

(r2ϕ′)′ − µϕ = −f in (0, R) and
ε+
r2

(r2ϕ′)′ − B′(ϕ) = −f in (R,A),

and ε−ϕ
′(R−) = ε+ϕ

′(R+) and ϕ(A) = g.
(2) Duality. We have IR[ϕ] ≤ JR[p] for any ϕ ∈ Xg and p ∈ Yf , and IR,µ[ϕ] ≤ JR,µ[p] for

any µ > 0, ϕ ∈ Xg, and p ∈ Y . Moreover, pR := −εRϕ′
R ∈ Yf and pR,µ := −εRϕ′

R,µ ∈ Y
(µ > 0) are the unique minimizers of JR over Yf and JR,µ over Y, respectively.

(3) Convergence. We have

∥ϕR,µ − ϕR∥ω → 0 and max
ϕ∈Xg

IR,µ[ϕ] → max
ϕ∈Xg

IR[ϕ],
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∥pR,µ − pR∥Y → 0 and min
p∈Y

JR,µ[p] → min
p∈Yf

JR[p],

as µ→ 0.

To prove Theorem 3.3, we need the following lemma that summarizes some properties,
particularly the behavior near r = 0, of the functions in H1

ω(0, A) (cf. (3.5)) and Y (cf. (3.7)):

Lemma 3.2. Let ϕ ∈ H1
ω(0, A) and p ∈ Y. Define u(r) = r2p(r) and v(r) = r2ϕ(r)p(r) for

0 < r ≤ A. Then, sup0<r<A

√
r|ϕ(r)| < ∞, u ∈ H1(0, A) and u(r) = o(r3/2) as r → 0, and

v ∈ W 1,1(0, A) and v(r) = o(r) as r → 0.

Proof. Note for any δ ∈ (0, A) that ϕ ∈ H1(δ, A) and hence ϕ is absolutely continuous on
[δ, A]. Hence,

ϕ(r)2 =

[
ϕ(A)−

∫ A

r

ϕ′(s) ds

]2
≤ 2ϕ(A)2 + 2

(∫ A

r

ϕ′(s)ds

)2

≤ 2ϕ(A)2 + 2

(∫ A

r

s2ϕ′(s)2ds

)(∫ A

r

s−2ds

)
= 2ϕ(A)2 + 2

(∫ A

r

s2ϕ′(s)2ds

)(
1

r
− 1

A

)
≤ 2ϕ(A)2 +

2

r
∥ϕ∥2ω ∀r ∈ (0, A).

Consequently, rϕ(r)2 ≤ 2Aϕ(A)2 + 2∥ϕ∥2H1
ω(0,A) if r ∈ (0, A), and hence sup0<r<A

√
r|ϕ(r)| <

∞.
Since p ∈ Y , we can directly verify that u ∈ H1(0, A), and hence u is absolutely continuous

on [0, A]. We must have u(0) := limr→0 u(r) = 0, since∫ A

0

u(r)2/r2dr =

∫ A

0

r2p(r)2dr <∞.

Consequently,

u(r)2 =

(∫ r

0

u′(s) ds

)2

≤
(∫ r

0

s2ds

)(∫ r

0

u′(s)2

s2
ds

)
=

1

3
r3 o(1) as r → 0,

and hence u(r) = o(r3/2) as r → 0.
Since v(r) = r2ϕ(r)p(r) (0 < r < A), we have ∥v∥L1(0,A) ≤ ∥ϕ∥ω∥p∥Y <∞. Consequently,∫ A

0

|v′(r)|dr =
∫ A

0

|ϕ′(r)r2p(r) + ϕ(r)(r2p(r))′|dr

≤
∫ A

0

|rϕ′(r) rp(r)|dr +
∫ A

0

∣∣∣∣rϕ(r) [r2p(r)]′r

∣∣∣∣ dr
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≤
(∫ A

0

r2ϕ′(r)2dr

)1/2 (∫ A

0

r2p(r)2dr

)1/2

+

(∫ A

0

r2ϕ(r)2dr

)1/2 (∫ A

0

[(r2p(r))′]2
1

r2
dr

)1/2

≤ 2∥ϕ∥ω∥p∥Y <∞.

Hence, v ∈ W 1,1(0, A), it is absolutely continuous, and v(r) =
√
rϕ(r)u(r)/

√
r = o(r) as

r → 0.

Proof of Theorem 3.3. (1) The proof of this part is standard; cf. [19, 20, 23].
(2) Let µ > 0, ϕ ∈ Xg, and p ∈ Y . Since ϕ(A) = g and limr→0+ r

2ϕ(r)p(r) = 0 by
Lemma 3.2,∫ A

0

pϕ′r2dr = −
∫ A

0

(
r2p

)′
ϕdr + gp(A)A2 = −

∫ A

0

(
2

r
p+ p′

)
ϕr2dr + gp(A)A2.

Consequently, by the fact that the Legendre transform of s 7→ (µ/2)s2 is ξ 7→ ξ2/(2µ), we
obtain

IR,µ[ϕ] ≤ IR,µ[ϕ] + 4π

∫ A

0

1

2εR
|p+ εRϕ

′|2r2 dr

= 4π

∫ A

0

(
fϕ− χ+B(ϕ)− χ−µ

2
ϕ2 +

1

2εR
p2 + pϕ′

)
r2dr

= 4π

∫ A

0

{
1

2εR
p2 + χ+

[(
f −

(
2

r
p+ p′

))
ϕ− B(ϕ)

]
+χ−

[(
f −

(
2

r
p+ p′

))
ϕ− µ

2
ϕ2

]}
r2dr + 4πgp(A)A2

≤ 4π

∫ A

0

[
1

2εR
p2 + χ+B

∗
(
f −

(
2

r
p+ p′

))
+
χ−

2µ

(
f −

(
2

r
p+ p′

))2
]
r2dr

+ 4πgp(A)A2

= JR,µ[p]. (3.26)

The inequality IR[ϕ] ≤ JR[p] for any ϕ ∈ Xg and p ∈ Yf can be proved similarly.
By part (1), pR,µ = −εRϕ′

R,µ satisfies

(r2pR,µ)
′ = (f − µϕR,µ)r

2 in (0, R) and (r2pR,µ)
′ = (f − B′(ϕR,µ))r

2 in (R,A). (3.27)

These and the fact that ϕR,µ ∈ Xg imply that pR,µ ∈ Y . Moreover, the first inequality in
(3.26) becomes an equality with ϕR,µ and pR,µ = −εRϕ′

R,µ replacing ϕ and p, respectively.
The second inequality in (3.26) also becomes an equality by (3.27) and the definition of the
Legendre transform. Thus, by the convexity of JR,µ, pR,µ is the unique minimizer of JR,µ over
Y. Similarly, pR is the unique minimizer of JR over Yf .

(3) By the same argument used in proving part (2) of Theorem 2.3, we have ∥ϕR,µ−ϕR∥ω →
0 and maxϕ∈Xg IR,µ[ϕ] → maxϕ∈Xg IR[ϕ] as µ→ 0. These and part (2) imply ∥pR,µ−pR∥Y → 0
and minp∈Y JR,µ[ϕ] → minp∈Yf

JR[p] as µ→ 0.
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3.4 Numerical results

In this section, we present numerical results of the solvation of a spherical molecule such as
a single ion. We first demonstrate that both the min-min algorithm for the VISM with the
LTPB formulation of electrostatics and the max-min algorithm for the VISM with the PB
formulation of electrostatics can achieve the same accuracy. Note that the two formulations
are equivalent (cf. Theorem 2.1, Theorem 2.2, and Theorem 3.3). But the penalty method
used to approximate the constraint by Gauss’ law lead to approximation errors. Such errors
converge to 0 as the penalty parameter µ→ 0 (cf. Theorem 2.3 and Theorem 3.3). We then
test and compare the two algorithms in terms of a small number of iteration steps that are
often designed for large-scale molecular simulations. We finally show that the VISM with
the LTPB electrostatics implemented with our min-min algorithm can predict accurately
the solvation free energy for a single ion. All the model parameters we use for numerical
simulations are taken from [40] and are summarized in Table 1.

Parameters Descriptions Estimated Values Units
T temperature 300 K
P0 pressure difference 0 bar
γ0 constant surface tension 0.1315 kBT/Å

2

τ Tolman length 0.76 Å
ρw bulk solvent density 0.0331 Å−3

σ length parameter in LJ potential 3.5 Å
ε energy parameter in LJ potential 0.3 kBT
ε− relative dielectric permittivity in Ω− 1 no unit
ε+ relative permittivity in Ω+ 78 no unit

Table 1: Model parameters. LJ means Lennard-Jones.

3.4.1 Comparison of the min-min and max-min algorithms with given tolerance
to reach

We first consider a continuum charge density (cf. Case 1 in section 3.3) and compare the min-
min and max-min algorithms with a given tolerance. We set the continuum charge density
to be f(r) = (1000/

√
8π3)e−50r2 and also set B(s) = s2/2 and g = 0. We minimize the

total solvation free energy functionals Fµ = Fµ(R) defined in (3.14) and F = F (R) defined in
(3.11) with minimizing the corresponding LTPB electrostatic energy functional JR,µ = JR,µ[p]
defined in (3.15) and maximizing the electrostatic energy functional IR = IR[ϕ] defined in
(3.12), respectively, to compare the minimized total free energy and the optimal radius. Three
values of the penalty parameter µ and three different number N of grid points are tested. The
conjugate gradient method is used for minimizing the electrostatic energy functionals JR,µ

and −IR (equivalently maximizing IR). The gradient descent method is used for minimizing
the total free-energy functionals Fµ = Fµ(R) and F (R) to get the minimum value of free
energy and also the minimizing radius. The initial guess of the radius is R0 = 2.5. The
tolerance for the L2-norm of the gradient is chosen to be 10−5 and maximum iteration steps
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is set as 50, 000. The iteration of the conjugate gradient method is terminated if the tolerance
or the maximum number of steps is reached. Our results are shown in Table 2. We observe
that as µ > 0 gets smaller the error between the min-min and max-min simulations also
gets smaller. This is expected by the duality of two formulations and the convergence of
our penalty method; cf. Theorem 3.3. Moreover, a moderate value of µ leads to the best
performance of the min-min algorithm in terms of accuracy and efficiency.

2µ N
min-min max-min

energy radius time energy radius time

10−3

250 1142.6829 3.1567 1s 1480.0782 2.7998 2s
500 1146.8355 3.1568 3s 1480.1044 2.7994 7s
1000 1147.8738 3.1568 16s 1480.1331 2.7960 170s

10−5

250 1465.6298 2.8307 2s 1480.0782 2.7998 2s
500 1470.5670 2.8158 12s 1480.1044 2.7994 7s
1000 1471.8525 2.8196 82s 1480.1331 2.7960 170s

10−7

250 1473.3953 2.7985 3s 1480.0782 2.7998 2s
500 1478.5664 2.8019 16s 1480.1044 2.7994 7s
1000 1479.6485 2.8038 456s 1480.1331 2.7960 170s

Table 2: Results of min-min and max-min simulations for the continuum charge density
f(r) = (1000/

√
8π3)e−50r2 .

We now consider a single point charge Q = 1 placed at the origin, and set B(s) =
cosh(s) − 1. We use the nonlinear conjugate gradient method for the first minimization or
maximization, and then the gradient descent method for the second minimization for updating
the radius R with initial guess R0 = 2. In the nonlinear conjugate gradient method, the
tolerance for the L2-norm of the gradient is chosen as 10−5 and maximum iteration steps is
set as 100, 000. We test on three different values of the penalty parameter µ and also three
different numbers of grid point. Our results are shown in Table 3. We again observe that
as µ > 0 gets smaller the error between the min-min and max-min simulations also gets
smaller, verifying the duality and the convergence of our penalty method; cf. Theorem 3.3.
It is also clear that a moderate value of µ again leads to the best performance of the min-min
algorithm in terms of accuracy and efficiency.

3.4.2 Comparison of the min-min and max-min algorithms with a few steps of
iterations

We set A = 4, B(s) = s2/2, f(r) = (1000/
√
8π3)e−50r2 , and g = 0. All the units are the

same as in [40]; cf. Table 1. We first minimize the total free energy F (R) with the initial
guess R0 = 2.5 and a very fine grid and many iteration steps to get an “exact” minimum
value Fmin = 1480.1331 and an “exact” optimal radius Rmin = 2.7960. We then apply the
min-min algorithm to minimize the penalized VISM-LTPB functional and apply the max-
min algorithm to minimize the VISM-PB functional. The gradient descent method is used
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2µ N
min-min max-min

energy radius time energy radius time

10−1

250 -89.6644 2.7835 1s -89.6230 2.8000 12s
500 -89.6164 2.7713 2s -89.6215 2.7996 21s
1000 -89.6009 2.7683 4s -89.6208 2.7997 35s

10−3

250 -89.6247 2.7951 4s -89.6230 2.8000 12s
500 -89.6259 2.7984 9s -89.6215 2.7996 21s
1000 -89.6247 2.7955 18s -89.6208 2.7997 35s

10−5

250 -89.6229 2.7997 72s -89.6230 2.8000 12s
500 -89.6216 2.7995 189s -89.6215 2.7996 21s
1000 -89.6210 2.7999 707s -89.6208 2.7997 35s

Table 3: Results of min-min and max-min simulations for a single point charge Q = 1 placed
at the origin.

to minimize the total energy with initial guess R0 = 2.5. The conjugate gradient method
with not so many iteration steps is used to minimize the LTPB energy and maximize the PB
energy. In Table 4, we show our numerical results. We observe that in general the min-min
algorithm performs much better than the max-min algorithm with a small value of µ. For
2µ = 10−3, the min-min algorithm does not converge due to the large penalty coefficient and
small number of iteration steps.

2µ N Step
min-min max-min

energy error radius error time energy error radius error time

10−3

250 50 0.2280 0.1288 1s 0.7288 0.1376 1s
500 200 0.2252 0.1290 1s 0.6976 0.1570 1s
1000 800 0.2245 0.1288 6s 0.5725 0.1380 13s

10−5

250 300 0.0098 0.0069 5s 0.4461 0.0430 2s
500 600 0.0065 0.0070 14s 0.4999 0.0435 5s
1000 1500 0.0056 0.0085 72s 0.4661 0.0947 26s

10−7

250 500 0.0046 0.0043 6s 0.2984 0.0399 3s
500 800 0.0012 0.0014 32s 0.4286 0.0261 6s
1000 2000 0.0002 0.0020 56s 0.4132 0.0152 34s

Table 4: Numerical results for f(r) = (1000/
√
8π3)e−50r2 and three µ-values. The “Step”

means the number of steps in the conjugate gradient iteration for minimizing JR,µ and −IR.
The “energy error” and “radius error” are the relative error between the numerical approxi-
mations and the “exact” values Fmin and Rmin, respectively.

We now compare the min-min and max-min algorithms for a single point charge. We set
the charge at the origin to be Q = 1 and consider B(s) = cosh(s)− 1. Other parameters are
the same as for the case of a continuum charge density. We use the gradient descent iteration
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to minimize the total free energy F̂µ(R) with the initial guess R0 = 2, and use the nonlinear

conjugate gradient method to maximize ÎRk
and minimize ĴRk,µ, respectively. The “exact”

minimum value F̂min and the “exact” minimizer R̂min are found by a very fine grid and many
iteration steps to be F̂min = −89.6208 and R̂min = 2.7997. Table 5 shows our numerical
results. We observe that in general the min-min algorithm performs much better than the
max-min algorithm in terms of the computational accuracy and efficency. With a small but
no so small µ-value, such as 2µ = 10−1 or 10−3, and with any of the number of grid points
N , the min-min algorithm is more accurate than the max-min algorithm. For 2µ = 10−5, the
min-min and max-min algorithms perform compatibly in terms of the accuracy.

2µ N Step
min-min max-min

energy error radius error time energy error radius error time

10−1

250 5 0.0028 0.0212 1s 0.0306 0.0302 1s
500 5 0.0032 0.0221 1s 0.0857 0.0416 1s
1000 5 0.0045 0.0239 1s 0.1317 0.0566 1s

10−3

250 10 0.0022 0.0018 1s 0.0058 0.0268 1s
500 10 0.0032 0.0019 1s 0.0252 0.0272 1s
1000 10 0.0041 0.0021 1s 0.0333 0.0507 1s

10−5

250 30 0.0046 0.0010 3s 0.0032 0.0236 1s
500 30 0.0088 0.0035 8s 0.0062 0.0336 1s
1000 30 0.0489 0.0027 12s 0.0259 0.0216 1s

Table 5: Numerical results for a single point charge Q = 1 placed at the origin. The “Step”
means the number of steps in the nonlinear conjugate gradient iteration for minimizing ĴR,µ

and −ÎR. The “energy error” is the relative error between the numerical minimum value of
F̂µ and the “exact” minimum value F̂min. The “radius error” is the relative error between the

numerical minimizer of F̂µ and the “exact” minimizer R̂min.

3.4.3 Prediction of the solvation free energy for single ions

We apply our min-min algorithm to minimize the penalized total VISM-LTPB free energy
for the solvation of single ions K+, Na+, Cl− and F−. For comparison, we also minimized the
VISM-PB free energy for comparison. Here, the function B is the hyperbolic cosine function,
and all parameters are taken from [40] and are listed in Table 1. We set 2µ = 10−3. The
dielectric boundaries of the anion Cl− or F− are obtained by shifting the VISM equilibrium
surface by ξ = 1Å, which is the length of the water OH bond [40]. In Table 6, we present
our numerical results with comparison with the VISM-CFA and VISM-PB computational
results, and also with the experimental results. The CFA, the Coulomb-fild approximation,
is an approximation of the electrostatics with a dielectric boundary; cf. [39]. We see from
Table 6 that our numerical results fit well with the experimental data, and for some cases, are
better than those of the VISM-PB calculations. It is observed that the free energy predicted
by VISM-LTPB is always larger in magnitude than that by VISM-PB. This is due to the
extra penalty term in the penalty method that implements VISM-LTPB formulation.
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Ions ε (kBT) σ (Å) VISM-CFA VISM-PB VISM-LTPB Experiment

K+ 0.008 3.85 -111.7 -112.5760 -112.5854 -117.5

Na+ 0.008 3.49 -130.5 -131.5733 -131.5842 -145.4

Cl− 0.21 3.78 -126.1 -127.6528 -127.7173 -135.4

F− 0.219 3.3 -171.6 -173.0490 -173.0998 -185.2

Table 6: The solvation free energy (in kBT) for each of the single ions K+,Na+,Cl− and F−

modeled as a single point charge computed with the VISM-LTPB model. The computational
results based on the VISM-CFA and VISM-PB models and the experimental results are also
shown for comparison [29, 40].

4 Conclusions

We constructed the Legendre-transformed Poisson–Boltzmann (LTPB) electrostatic energy
functional of dielectric displacements with application to variational solvation of charged
molecules that are characterized by the dielectric boundary separating such solute molecules
from the solvent. The solvation free energy in the variational solvation model includes the
surface energy, electrostatic energy, and other energy terms. The convexity of the LTPB
energy functional makes it consistent with the minimization of the total solvation free-energy
functional.

We proved the duality between the convex LTPB functional and the classical concave
Poisson–Boltzmann (PB) electrostatic energy functional. With a fixed dielectric boundary,
we approximated our LTPB functional of the dielectric displacements constrained by Gauss’
law on the solute region by penalized LTPB functionals, removing the constraint. The con-
vergence of this penalty method was shown. Finally, we designed a min-min method for
minimizing the solvation free-energy functional of all dielectric boundaries: In each itera-
tion step of relaxing the dielectric boundary, we minimize iteratively the LTPB electrostatic
energy. The convergence of the min-min algorithm was proved. Numerical tests on the sol-
vation of single ions demonstrated the efficiency and accuracy of our method, and for many
cases, with suitably chosen penalty parameters and number of iteration steps, the LTPB
formulation was more stable than the classical PB formulation.

We now discuss some possible issues and point out possible improvements for future
studies. First, the explicit formula of the Legendre transform B∗ = B∗(ξ) of a given convex
function B = B(s) is generally not available. One can, however, generate a table of values
B∗(ξ) for selected values of ξ ∈ [ξmin, ξmax], where the numbers ξmin and ξmax can be estimated
from an underlying system. Note that the function B = B(s) in the generalized PB theory
with ionic size effect is only implicitly defined [18, 21, 41]. One can, however, solve a system
of nonlinear algebraic equations to obtain B(s) for many selected s-values and then calculate
B∗(ξ) to generate a table.

Second, while our initial numerical tests have indicated that the LTPB formulation is
better than the classical PB formulation, the constraint of the dielectric displacements slowed
down the computations. Therefore, there is a need to construct a more efficient LTPB
formulation for modeling the electrostatics in molecular solvation.
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Third, for large systems of molecular solvation, the level-set method can be used to
numerically relax the solvation free-energy functional with the LTPB formulation for the
electrostatic energy [40]. It will also be interesting to use the level-set method to minimize
the total solvation free energy of dielectric boundaries and compare the min-min and max-min
algorithms, and hence compare the LTPB and PB formulations.

Finally, our convergence analysis of the min-min algorithm points out a new scheme of
minimizing a free-energy functional of two variables with one depending on the other. One
can view the free-energy functional as a two-variable functional and minimize it with respect
to the two variables; cf. Lemma 3.1. In application to solvation, we can minimize the solvation
free energy with respect to both the dielectric boundary Γ and the dielectric displacement D.

Appendix

We derive the formula of the dielectric boundary force as negative energy variation for a model
problem. Let ε−, ε+ ∈ (0,∞) with ε− ̸= ε+. For any γ ∈ I := (0, 1), we define εγ : [0, 1] → R
by εγ(x) = ε− if x < γ and εγ(x) = ε+ if x > γ. Let f : [0, 1] → R be a smooth function.
Define Eγ : H1

0 (I) → R by

Eγ[ϕ] =

∫ 1

0

(εγ
2
ϕ′2 − fϕ

)
dx ∀ϕ ∈ H1

0 (I).

Let ϕγ ∈ H1
0 (I) be the unique minimizer of Eγ over H1

0 (I) and denote e(γ) := Eγ[ϕγ] =
minϕ∈H1

0 (I)
Eγ[ϕ]. The minimizer ϕγ is the unique function in H1

0 (I) such that∫ 1

0

(
εγϕ

′
γη

′ − fη
)
dx = 0 ∀η ∈ H1

0 (I). (A.1)

Equivalently, ϕγ ∈ H1
0 (I) is the unique function satisfying ϕγ|Ω± ∈ C2(I±) and

−ε±ϕ′′
γ = f in I± and JϕγKγ = Jεγϕ′

γKγ = 0, (A.2)

where I− = (0, γ) and I+ = (γ, 1), and JuKγ = u(γ+)− u(γ−) for a given function u.
The boundary force is defined as −e′(γ) if the derivative exits. Formulas for such forces

for more general problems in multi-dimensions and non-linear Euler–Lagrange equations have
been obtained in [20, 23]. Here, we give a totally different, direct, and self-closed derivation
of such a force.

Proposition A.1. We have

e′(γ) =
1

2

(
1

ε+
− 1

ε−

)[
εγϕ

′
γ(γ)

]2
,

where εγϕ
′
γ(γ) = ε−ϕ

′
γ(γ−) = ε+ϕ

′
γ(γ+).
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Proof. We first establish some bounds for ϕγ and δϕγ := ϕγ+δγ−ϕγ (δγ ∈ R and 0 < γ+δγ <
1). Setting η = ϕγ in (A.1), we have by Poincaré’s inequality that ∥ϕγ∥H1

0 (I)
≤ C for all γ ∈ I,

where C > 0 is a constant independent of γ ∈ I. Since ϕγ(0) = 0, we have ϕγ(x) =
∫ x

0
ϕ′
γ(t) dt

(x ∈ I). Hence, ∥ϕγ∥L∞(I) ≤ C for all γ ∈ I.
Let 0 < γ1 < γ < γ2 < 1. By (A.2) and the fact that ϕγ(1) = 0, we have

− ε+ϕ
′
γ(y) + ε+ϕ

′
γ(γ+) =

∫ y

γ

f(t) dt ∀y ∈ (γ, 1),

ε+ϕγ(x) + ε+ϕ
′
γ(γ+)(1− x) =

∫ 1

x

∫ y

γ

f(t) dtdy ∀x ∈ (γ, 1).

These and the uniform bound on ∥ϕγ∥L∞(I) imply that |ϕ′
γ(γ+)| ≤ C(γ1, γ2), and hence

|ϕ′
γ(y)| ≤ C(γ1, γ2) for all y ∈ [γ, γ2], where C(γ1, γ2) > 0 is a generic constant independent of

γ ∈ [γ1, γ2]. Similarly, |ϕ′
γ(y)| ≤ C(γ1, γ2) for all y ∈ [γ1, γ]. Thus, ∥ϕγ∥W 1,∞((γ1,γ2)) ≤ C(γ1, γ2)

for all γ ∈ [γ1, γ2].
Let δγ ∈ R be such that 0 < γ1 < γ − |δγ| < γ + |δγ| < γ2 < 1. We shall assume that

δγ > 0 as the case δγ < 0 is similar. Setting η = δϕγ = ϕγ+δγ − ϕγ in (A.1) for ϕγ and in
(A.1) with ϕγ+δγ replacing ϕγ, respectively, and subtracting one from the other, we obtain∫ 1

0

[
εγ+δγ(δϕγ)

′ + (εγ+δγ − εγ)ϕ
′
γ

]
(δϕγ)

′ dx = 0.

This, together with the bound ∥ϕγ∥W 1,∞((γ1,γ2)) ≤ C(γ1, γ2), implies that∫ 1

0

εγ+δγ(δϕγ)
′2dx =

∫ 1

0

(εγ − εγ+δγ)ϕ
′
γ(δϕγ)

′dx

= (ε+ − ε−)

∫ γ+δγ

γ

ϕ′
γ(δϕγ)

′ dx ≤ C(γ1, γ2)
√
δγ∥(δϕγ)

′∥L2(I) ∀γ ∈ [γ1, γ2],

where C(γ1, γ2) > 0 is independent of γ and δγ. Consequently,

∥δϕγ∥H1
0 (I)

≤ C(γ1, γ2)
√
δγ ∀γ ∈ [γ1, γ2]. (A.3)

We now calculate e′(γ). Denote δeγ = e(γ + δγ) − e(γ) with δγ > 0 as assumed above.
By (A.1) with η = δϕγ for ϕγ and (A.1) with ϕγ+δγ replacing ϕγ, we obtain

δeγ
δγ

=
1

δγ

∫ 1

0

[
1

2
εγ+δγϕ

′2
γ+δγ −

1

2
εγϕ

′2
γ − fδϕγ

]
dx

=
1

2δγ

∫ 1

0

[
εγ+δγϕ

′2
γ+δγ − εγϕ

′2
γ − εγ+δγϕ

′
γ+δγ(ϕ

′
γ+δγ − ϕ′

γ)− εγϕ
′
γ(ϕ

′
γ+δγ − ϕ′

γ)
]
dx

=
1

2δγ

∫ 1

0

(εγ+δγ − εγ)ϕ
′
γ+δγϕ

′
γdx

=
ε− − ε+
2δγ

∫ γ+δγ

γ

ϕ′
γ+δγϕ

′
γdx
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=
ε− − ε+

2

[
1

δγ

∫ γ+δγ

γ

ϕ′
γ+δγ(x)[ϕ

′
γ(x)− ϕ′

γ(γ+)]dx+
ϕ′
γ(γ+)

δγ

∫ γ+δγ

γ

ϕ′
γ+δγ(x) dx

]
=:

ε− − ε+
2

(I1 + I2). (A.4)

It follows from (A.2), the Cauchy–Schwarz inequality, and the bound ∥ϕγ∥H1(I) ≤ C that

|I1| =
∣∣∣∣ 1δγ

∫ γ+δγ

γ

ϕ′
γ+δγ(x)

(∫ x

γ

ϕ′′
γ(y) dy

)
dx

∣∣∣∣
=

∣∣∣∣ 1δγ
∫ γ+δγ

γ

ϕ′
γ+δγ(x)

(∫ x

γ

− 1

ε+
f(y) dy

)
dx

∣∣∣∣
≤ C

√
δγ, (A.5)

where C > 0 is a constant independent of γ and δγ.
We have

I2 =
ϕ′
γ(γ+)

δγ

[∫ γ+δγ

γ

ϕ′
γ+δγ(x)dx−

∫ γ

γ−δγ

ϕ′
γ(x)dx

]
+
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

ϕ′
γ(x)dx =: I2,1 + I2,2.

(A.6)

Clearly,

I2,2 =
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

ϕ′
γ(x)dx→ ϕ′

γ(γ+)ϕ
′
γ(γ−) as δγ → 0. (A.7)

By the change of variable, we get

I2,1 =
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
ϕ′
γ+δγ(y + δγ)− ϕ′

γ(y)
]
dy

=
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
ϕ′
γ+δγ(y + δγ)− ϕ′

γ+δγ(y)
]
dy +

ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
ϕ′
γ+δγ(y)− ϕ′

γ(y)
]
dy

=: I2,1,1 + I2,1,2. (A.8)

It follows from (A.2) that

I2,1,1 =
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
ϕ′
γ+δγ(y + δγ)− ϕ′

γ+δγ(y)
]
dy

=
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[∫ y+δγ

y

ϕ′′
γ+δγ(x)dx

]
dy

=
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
− 1

ε−

∫ y+δγ

y

f(x)dx

]
dy

→ 0 as δγ → 0. (A.9)

By (A.2) again, we have

(δϕγ)
′′(y) = ϕ′′

γ+δγ(y)− ϕ′′
γ(y) = −(1/ε−)f(y) + (1/ε−)f(y) = 0 ∀y ∈ (γ − δγ, γ).
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Hence, (δϕγ)
′ = a on (γ − δγ, γ) for some constant a ∈ R. By (A.3), a = 0. Therefore,

I2,1,2 =
ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

[
ϕ′
γ+δγ(y)− ϕ′

γ(y)
]
dy =

ϕ′
γ(γ+)

δγ

∫ γ

γ−δγ

(δϕγ)
′(y) dy = 0. (A.10)

It now follows from (A.4)–(A.10) and the jump condition in (A.2) that

e′(γ) = lim
δγ→0

δe(γ)

δγ
=

1

2
(ε− − ε+)ϕ

′
γ(γ+)ϕ

′
γ(γ−) =

1

2

(
1

ε+
− 1

ε−

)[
εγϕ

′
γ(γ)

]2
.
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