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Despite decades of research characterizing the relationship between uncertainty and emotion, little is known
about how these constructs interact in the wild. Using naturalistic, large-scale language produced on Twitter,
we ask whether increases in environmental uncertainty and associated aversive emotional reactions can be
captured by the millions of digital traces of people sharing their thoughts online. Analyzing more than
20 million tweets from more than 7.5 million unique users, we find that uncertainty expressions peak when
environmental uncertainty is high. This effect, however, is modulated by the type of trigger that increases
uncertainty. Pandemics (COVID-19 in 2020) and national U.S. elections (2021) exhibit an increase in
uncertainty language and negative sentiment in the real world, illustrating the well-documented relationship
between uncertainty and aversive emotional reactions acting in lockstep. In contrast, when uncertain events
involve a moral violation (i.e., the 2021 U.S. Capitol attack), specific negative emotions (i.e., anger, fear,
and moral outrage) sharply increase, while uncertainty language abruptly decreases. This reveals that in the
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real world, uncertainty and emotion have a more complex relationship than originally assumed.
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A global pandemic, a highly disputed national election, and a
violent attack on the seat of the government share a common
feature: They are fraught with uncertainty. When will the pandemic
end? Who will win the election? How far will the violence spread?
These questions embody how global and national events create
widespread uncertainty that can leave the public searching for
answers.

Research aimed at understanding how people experience and
respond to uncertain events typically operates on a smaller scale.
Researchers recruit subjects and measure the amount of uncertainty
and negative affect that an event elicits within an individual (De
Martino et al., 2006; FeldmanHall et al., 2016; Sokol-Hessner et al.,
2009). In these tightly controlled laboratory settings, it is well
documented that uncertainty, measured in various ways (i.e., skin
conductance, self-report, pupil dilation), is associated with negative
affective experiences (Bar-Anan et al., 2009; Carleton, 2016;

Critchley et al., 2001). Highly uncertain situations typically cause
aversive responses, and for some, this can include pathological
rumination and anxiety (Carleton, 2016; Hirsh et al., 2012; Maner
et al., 2007). The intimate coupling between negative affect and
uncertainty is now a well-known and well-researched topic (Anderson
et al., 2019; Bar-Anan et al., 2009; Carleton, 2016; Morriss et al.,
2023; van den Bos, 2009).

With the advent and widespread popularization of social media
platforms, the manner in which people communicate has changed,
making it possible to observe people’s responses to uncertain events
on an unprecedented scale. On platforms like Twitter, users spend
hours organically sharing their thoughts online every hour of every
day, providing researchers with unfettered access to millions of
people’s real-time reactions through the language they post online.
These online platforms can also be mined to measure expressions of
uncertainty language (Simchon et al., 2021), enabling scientists to
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take a more naturalistic approach to understanding how people
experience and respond to uncertain events.

We capitalize on this real-world, large-scale naturalistic experi-
ment to assay human responses to changes in environmental
uncertainty brought on by sudden, disruptive global events. We first
ask whether the language used in brief online social media posts
reflects and tracks these changes in environmental uncertainty. If we
can demonstrate that social media platforms such as Twitter serve as
a barometer for environmental uncertainty, we can interrogate
important open psychological questions regarding the emotional
experience of uncertainty, especially given that Twitter posts leave
permanent psychological fingerprints that can be leveraged to
measure how people feel in real-time—a method that has already
been used to track people’s mental health (Bathina et al., 2021;
Reece et al., 2017).

To understand the relationship between uncertainty and emotional
reactions in the wild, we measure emotion and uncertainty language
contained in Twitter posts during sudden, large-scale uncertain events.
Although our goal is to map the relationship between uncertainty
and emotion in naturalistic contexts, the range of situations in
which uncertain events arise suggests that this relationship between
uncertainty and negative emotion might be more nuanced than
originally assumed (Anderson et al., 2019; Bar-Anan et al., 2009;
Carleton, 2016; DeSteno et al., 2000). On one hand, decades of
laboratory studies find that people exhibit negatively valenced and
arousing responses to decisions with uncertain outcomes (Brosschot
et al., 2016; FeldmanHall et al., 2016; Grupe & Nitschke, 2013;
Lovallo & Kahneman, 2000; Sokol-Hessner et al., 2009). On Twitter,
this mapping should be reflected by increases in environmental
uncertainty coinciding with increases in negative emotional language.
For example, based on the well-known links between uncertainty and
fear (Buhr & Dugas, 2009), increases of uncertainty expressions
should also be associated with increases in fear language.

On the other hand, since the dawn of Twitter, there have been
numerous uncertain historical events that engender far more acute
and extreme negative emotions, such as anger and outrage (Brady et
al., 2017). For instance, in the wake of a moral violation where there
is uncertainty about what will happen next (e.g., insurrections, hate
crimes), Twitter often explodes with moral outrage (Crockett, 2017).
Unlike fear or surprise, moral outrage is largely driven by anger
(Goodenough, 1997; Hoffman, 2000; Montada & Schneider, 1989),
which is defined by a subjective appraisal of increased confidence
and certainty that can potently motivate action or approach-like
tendencies (Lerner & Tiedens, 2006). That feelings of anger can
reduce uncertainty (Lerner & Keltner, 2001) by facilitating
psychological closure (Nabi, 1999, 2002; Skitka et al., 2004)
suggests that, in some cases, the relationship between uncertainty
and some specific negative emotions—namely, anger and moral
outrage—might be inverted. In other words, it is possible that the
increased confidence and certainty stemming from feelings of anger
and moral outrage (Lerner & Keltner, 2001) actually attenuate the
experience of uncertainty. This would be reflected by increasing
expressions of acute emotions correlating with less uncertainty
language online.

To map the relationship between uncertainty and emotional
reactions, we investigated three events that spanned just over a year:
the beginning of COVID-19, the 2020 U.S. national elections, and
the attack on the Capitol on January 6, 2021. We first investigated
one of the most uncertain periods in recent history, the COVID-19

pandemic. Especially in its early stages in March 2020, COVID-19
was associated with a spike in anxiety (Heffner et al., 2021), which
waned over time (Bavolar et al., 2023; Robinson et al., 2022).
However, since the COVID-19 pandemic was a once-in-a-
generation event, it is possible that observing a spike in uncertainty
language on social media may not generalize to more conventional
and repeated fluctuations of uncertainty. For example, national
events such as the 2020 U.S. presidential election occur on a regular
basis, yet the unpredictability of their outcomes qualifies them as
uncertain (Bloom, 2014). The 2020 election in particular took an
unprecedentedly long time to be called. Therefore, as a test of the
boundary conditions of our finding, we analyzed tweets posted on
the days leading up to the 2020 U.S. election until the election was
ultimately called a week later.

We also investigated the window of time when the U.S. Capitol
was under attack. Although violent uprisings are considered events
that increase uncertainty about the immediate future (Bloom, 2014),
they also carry a different psychological weight compared to
elections and pandemics. Specifically, brief violent events (e.g.,
shootings, terrorist attacks, or the attack on the U.S. Capitol on
January 6, 2021) are often construed as moral violations perpetrated
by a particular individual or group. Moral violations typically elicit
feelings of blame, anger, and the belief that the perpetrators
deserve punishment (Salerno & Peter-Hagene, 2013). This suite of
emotional responses is the defining feature of moral outrage (Batson
etal., 2007, 2009; Haidt, 2003; Montada & Schneider, 1989). Given
that feelings of moral outrage and anger are believed to increase
confidence and certainty (Lerner & Tiedens, 2006), it is possible that
acute emotional responses stemming from moral violations help to
resolve the subjective feelings of uncertainty imposed by the
environment.

Leveraging these naturally occurring events, in which large
amounts of uncertainty were injected into the human experience on
a national and global scale, we test (a) whether the language in
posts on social media reflects drastic changes in environmental
uncertainty; (b) whether increases in uncertainty language
correlate with increases in general negative affect; and (c) whether
acute and specific negative emotional experiences (i.e., anger/
moral outrage) are associated with less uncertainty language used
in online posts.

Method
Data Collection

The tweets used were either taken from the TweetsKB corpus
(Fafalios et al., 2018) or scraped from Twitter using the Python
package Twarc2. For COVID-19, we analyzed a random sample of
the TweetsKB corpus (~15%) between February and April 2020
(data from 2019 were used as a contrast window), totaling N =
12,616,321 tweets. For the 2020 presidential election, we analyzed a
random sample of the TweetsKB corpus (again, ~15%) in the week
before and after election day (total N = 1,666,975). For the attack on
the U.S. Capitol, we scraped 500,000 random tweets on January 6,
2021, on an hour-X-hour basis from 9 a.m. until 9 p.m. Eastern
Standard Time (total N = 6,484,109), since TweetsKB did not have
enough hourly temporal resolution. When scraping Twitter, we
searched for tweets containing one of the 10 most common English
words (“the,” “of,” “and,” “a,” “to,” “in,” “is,” “you,” “that,” “it”)
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TWEETING UNDER UNCERTAINTY 3

while filtering out retweets. Using the Twarc2 package in Python,
these tweets were archived as JavaScript Object Notation data. The
jsonlines and Natural Language Toolkit packages in Python were
used to convert the tweets into words and characters that can then be
analyzed.

Windows of Analysis

Our goal was to measure naturalistic language on Twitter
immediately before, during, and after major events believed to be
perceived as uncertain. We selected these three events given that
these types of events are linked to uncertainty surges (Bloom, 2014).
However, given that the selected events unfolded at different
timescales, we used the following rationales to define analysis
windows, with the knowledge that we would include some time
right before and after the uncertain event in order to establish a
baseline, capture a trend change, and test whether uncertainty
language returned to baseline after the uncertain event.

COVID-19

At the beginning of the pandemic, when information was just
emerging about the virus, little was known about what the virus was,
how it was transmitted, or in what geographic regions it was present.
The first confirmed case in the United States was on January 20,
2020 (Holshue et al., 2020), although news of this only broke later.
On February 11, the World Health Organization announced the
official name of the disease, and on March 11, it declared a global
pandemic (Taylor, 2020). This declaration ushered in a wave of
“stay-at-home” orders, travel bans, sealed borders, and school
closures spanning the globe. More than a month later, on April 24,
certain states in the United States began to partially reopen. We
focused on this early 2-month time frame because it was during this
window that uncertainty was the greatest, and very little was known
about (a) the disease, (b) what the symptoms were, (c) how to prevent
infection, (d) what life would be like under the stay-at-home orders,
and (e) how long life would continue under such duress. We stopped
our analysis once the United States began to return to more normal
operations. Our main analysis was therefore conducted between
January 1, 2020, and April 30, 2020 (see Supplemental Material
Results for a trend analysis conducted under other specifications).

2020 U.S. Election

We focused our analyses during the days leading up to the
election (end of October) until the election was finally called a week
later, on November 7 (Wikipedia Contributors, 2023a). We focused
on this time frame given that November 1-2 was the deadline for
early polling or mail-in ballots (respectively) in a number of key
swing states (e.g., Florida, Vermont). While November 3 was
election day, once the polls closed just after midnight, there was a
lack of clarity over whether there was a clear victor, due to some
media outlets trumpeting “election fraud and missing ballots.” On
November 4, Donald Trump announced he was filing lawsuits to
halt the vote count in Michigan and Georgia, and requested a recount
in Wisconsin. At 6 p.m. that day, the Associated Press projected that
Joe Biden was six electoral votes shy of the necessary votes to win
the election. On November 5, Biden urged people to “remain calm,”
while Trump continued to claim voter fraud, further adding to the

uncertainty of the election outcome. Finally, on November 7,
Pennsylvania called for Biden, placing Biden above the required
270 electoral votes to win the election. The window of analysis
stopped once the election was called, which was before the
accusations of a stolen election by Trump gained groundswell. Thus,
our main analysis covered the time from October 29, 2020, to
November 8, 2020 (see Supplemental Material Results for a trend
analysis conducted under other specifications).

2021 U.S. Capitol Attack

Given that the events unfolded over just one afternoon on January
6, 2021, rather than using weeks or days, here we focused on an
hour-x-hour time frame. At 11 a.m., a contingent of Proud Boys left
the “March for Trump” rally and marched toward the Capitol
building (Wikipedia Contributors, 2023b). At noon, Trump began to
publicly allege that the election was stolen and claimed he would
walk with the crowd to the Capitol. Close to 1 p.m., the first police
barricade was breached, and at 2:10 p.m., the mob breached the final
barricade and began to enter the building by smashing windows and
opening doors with hammers. At 2:20 p.m., the House began to
evacuate, while rioters continued to breach the Capitol. The National
Guard was called in, and by 6:15 p.m., the police were able to
establish a perimeter outside the U.S. Capitol. By 8 p.m., the police
declared the Capitol building secure. The analysis therefore covered
a window ranging from 9 a.m. to 9 p.m. on January 6, 2021 (see
Supplemental Material Results for a trend analysis conducted under
other specifications).

Because researchers face several forking paths in their analytical
decisions that can lead to bias, we used other time windows to assess the
degree to which the results varied across different time specifications
(see Supplemental Material Results). Even with multiple other windows
of analyses (i.e., seven other windows of time were analyzed), we
observe similar results: Uncertainty language use spiked at the same
moment for COVID-19 and the attack on the Capitol. The trend change
was less robust for the 2020 national election.

Transparency and Openness

All applied methods and analyses pipelines have been detailed in
the article. Data used for COVID-19 and 2020 national elections are
readily available at https://data.gesis.org/tweetskb/. Due to Twitter/
now X’s policies around sharing the content of tweets, we cannot
directly share tweets through a repository. See https://developer.twi
tter.com/en/developer-terms/agreement-and-policy for more legal
information. Specific codes for analysis are available at https://
osf.io/pbzyc/?view_only=6a9b45baf09f4d67a2f5a4694bab9a8f.

Data Analysis
General Sentiment

Sentiment analysis was conducted using the sentimentr package
(Rinker, 2017) in RStudio, which was designed specifically to process
polarity in large language data sets. This package considers valence
shifters, that is, words that alter the semantic orientation of other words
or sentences, including (de-)amplifiers and negators, which results in a
more nuanced measurement of sentiment. Even though sentiment
dictionaries are simple and straightforward methods for analyzing text,
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they can show similar performance when compared to more complex
methods (Macanovic & Przepiorka, 2022), although see Rathje et al.
(2023) for an additional review of how large language models can
often outperform dictionary methods. For a more sustained discussion
about the pros and cons of various unsupervised machine learning
approaches, please see Supplemental Material. The sentiment analysis
dictionary has 11,710 words that range between negatively valenced
(—1; e.g., “abhor”) and positively valenced (1; e.g., “admire”), where 0
reflects neutral valence (e.g., “it’s like,” “we’re like”). For each tweet,
general sentiment and emotion scores were computed by combining
the sentiment and emotion scores of all words used in the tweet. For
these analyses, the default dictionaries based on the lexicon package
were implemented (sentiment: hash_sentiment_jockers_rinker,
hash_valence_shifters; emotion: hash_nrc_emotions). To avoid
an overlap between the sentiment dictionary and the uncertainty
dictionary, we removed the words that were present in the uncertainty
dictionary (see below), such that the sentiment dictionary totaled
11,637 words. General sentiment was assessed by looking at the
unbounded polarity scores for each tweet returned by the senti-
ment_by() function, in which scores below O represent negative
sentiment and scores above 0 denote positive sentiment. We then
averaged these sentiment scores per day (COVID-19, 2020 U.S.
national election) or per hour (2021 attack to the U.S. Capitol),
resulting in an average measure of sentiment for each timepoint.

Specific Negative Emotions

Using the same package, we also analyzed two specific emotions
commonly linked with uncertainty: anger (low uncertainty
appraisal) and fear (high uncertainty appraisal; Roseman, 1984).
To conduct this language analysis, we used the emotions_by()
function from the sentimentr library. For each tweet, this function
returns a score for “anger” and “fear” ranging from O (= no words in
the tweet reflect fear or anger sentiment) to 1 (= all words in the
tweet reflect fear or anger sentiment), which represents the
proportion of the words that are associated with each emotion,
taking into account valence shifters (e.g., “unhappy” being treated as
“not happy”). According to a review of sentiment computation
methods in R, sentimentr is the package that most successfully
accounts for negators (Naldi, 2019), which made it the package of
choice for our work. We then computed an average score for each
timepoint (day or hour, depending on the study) to assess changes in
anger and fear expressions over time and their relationship with
uncertainty language. To quantify moral outrage, we used the
methods developed by Brady et al. (2021): We computed the
probability of each tweet containing moral outrage sentiment as
indexed by a supervised machine learning classifier (i.e., a pretrained
deep gated recurrent unit), which was trained with tweets during
events that sparked moral outrage (e.g., Brett Kavanaugh confirma-
tion hearing). As before, we averaged sentiment per timepoint
(day/hr) to assess changes of moral outrage over time and its
relationship with uncertainty language.

Uncertainty Language

To compute uncertainty language within a specific time frame (e.g.,
1 day or 1 hr), we used the sentimentr package in conjunction with a
dictionary developed to measure uncertainty (Loughran & McDonald,
2015, available at https://sraf.nd.edu/loughranmcdonald-master-dictio

nary). There were 297 words classified as relating to uncertainty (e.g.,
uncertain, unlikely, improbable, etc.; from Loughran-McDonald’s
dictionary). An uncertainty sentiment score was computed for each
tweet by indexing the degree to which uncertainty language was used in
an unbounded fashion (where negative values denote low uncertainty
and positive values denote high uncertainty). We then computed an
average uncertainty score per day (COVID-19, 2020 U.S. national
election) or hour (2021 attack to the U.S. Capitol), resulting in an
average measure of uncertainty at each timepoint. This method was
inspired by previous research showing that fluctuations in societal
uncertainty can be captured by computing the frequency of occurrence
of the word “uncertainty” in newspapers (Bloom, 2014).

Trend Analysis

To test for significant changes in uncertainty language over time,
we used the trend package in Rstudio (Pohlert et al., 2016). We
tested for a shift in word usage tendency with Lanzante’s
nonparametric procedure for single change-point detection with a
Wilcoxon—-Mann—Whitney test. By testing for a significant change-
point in the central tendency of the time series, this procedure
effectively identifies whether a significant trend change has occurred
in the selected time period.

Correlational Analysis

To investigate the relationship between uncertainty, general
sentiment, and specific emotions (anger, fear, and moral outrage)
over time, we computed Pearson’s correlations on the normalized
data. However, since time-series data are autocorrelated, we used a
phase randomization analysis (Theiler et al., 1992), which creates
surrogate data with the same autocorrelated structure as the original
time-series dataset, and then performs 10,000 permutations to test the
degree to which the observed correlation is a consequence of the
autocorrelated structure of the data (nltools package; Chang et al.,
2019). If the correlation survives phase randomization testing, then
the effect is assumed not to be caused by the autocorrelated structure.

Results

We first scraped more than 12 million tweets posted during
February—April 2020, the beginning of the COVID-19 pandemic,
and we contrasted the presence of uncertainty language during this
period with the language of tweets written during the same period
1 year earlier (i.e., February—April of 2019; N = 12,616,321).

Results reveal a steep increase in uncertainty language during the
first stages of the pandemic, as denoted by a trend analysis (W =172,
p < .001; Figure 1A). In particular, the specific word “uncertainty”
rose dramatically, resulting in a significant spike that increased by a
factor of seven (W = 484, p < .001; Figure 1B). This jump in
uncertainty language on Twitter precedes by a few days the moment
when the president of the United States officially recognized the
pandemic on March 13, 2020. We next probed the relationship
between emotion and uncertainty language. We found that increases
in uncertainty language were significantly correlated with increases
in negative sentiment (r = 0.59, p < .001; Figure 1C) and fear
expressions (r = 0.41, p = .003; Figure 1C) during the same time
period. We did not observe the same relationship with anger or
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Figure 1
Uncertainty Language During the Early Stages of the COVID-19 Pandemic
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Note. (A) There was a sharp increase in uncertainty language on Twitter during the first few months of the pandemic. (B) This increase was especially
significant for the word “uncertainty” and its variants (“uncertain”), which increased by a factor of seven. Uncertainty language and sentiment analysis data
were normalized to 100 for the period within each year. (C) This uptick in uncertainty language was significantly associated with an increase in negative
sentiment and fear expressed on Twitter. For ease of comparison, the plots in Panels A and B were indexed by taking all datapoints/first datapoint X 100, a
common and effective means of normalizing data to a common starting point to see how variables change over time relative to one another. This is the case
for all figures in the article. Data were normalized between 0 and 1 in Panel C. Only significant correlations are depicted. See the online article for the color

version of this figure.
p < .01 FFp <001,

moral outrage (anger: r = —0.13, p = .35, moral outrage: r = —0.44,
p=_.11).

As a test of the boundary conditions of our first finding, we next
analyzed tweets (N = 1,230,593) posted on the days leading up to the
2020 U.S. election until the election was ultimately called a week
later. As with the pandemic, we observed that the language used on
Twitter reflects the uncertainty of the 2020 national election. There
was an increase in uncertainty language in the days before the election
result was called (with a significant uptick in uncertainty identified
2 days before the election on 11/01, W = 2, p = .02; Figure 2A).
Furthermore, we replicated the correlation between negative emotional

sentiment and the prevalence of uncertainty language expressed on
Twitter: Negative emotional language increased as the amount of
uncertainty language online increased (r = 0.80, p = .04; Figure 2B).
However, unlike with the pandemic, we did not observe that this
relationship between uncertainty and negative sentiment was driven by
specific expressions of fear, anger, or moral outrage—none of which
robustly scaled with uncertainty language (fear: r = 0.49, p = .17,
anger: r = 0.76, p = .06; moral outrage: r = —0.70, p = .13). We note
that even though there are large coefficients, the correlations are
nonsignificant. This is likely the result of using phase randomization
(see the Method section) to control for the autocorrelational structure

Figure 2
Uncertainty Language on Twitter During the 2020 U.S. Presidential Elections
A B
) Election day ® 10 ‘
202
Trend changes 020 _ 08
o 110 Election called _ §
g 5 2 0o
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© C - =2
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Note. (A) Uncertainty language on Twitter increased in the week leading up to the 2020 U.S. national election, peaking the day after the

election but before the election was eventually called. Uncertainty language and sentiment analysis data were normalized to 100 for the
period within each year. (B) This uptick in uncertainty language was associated with an increase in negative affective sentiment expressed on
Twitter. Each datapoint represents 1 day during the time window. Data were indexed in Panel A using the first datapoint in the time window
as a benchmark value. Data were normalized between 0 and 1 in Panel B. Only significant correlations are depicted. See the online article for
the color version of this figure.

*p < .05.
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of the data. In short, even during events that are perhaps less
extraordinary and emotional than a worldwide pandemic, we still find
that Twitter captures the experience of uncertainty stemming from a
societally uncertain event, which increases together with negative
affective sentiment.

Finally, we analyzed hour-X-hour tweets from 9 a.m. to 9 p.m. on
the day of the Capitol attack (N = 6,500,503). We first confirmed that
the attack on the Capitol was linked to greater moral outrage. A chi-
square test comparing the prevalence of tweets containing moral
outrage language during the attack on the Capitol, COVID-19, and
2020 national election confirmed our hypothesis (prevalence
of moral outrage tweets during attack on the Capitol = 26.4%,
COVID-19 = 17.9%, 2020 national election = 17.3%, 2 =
152765.4, p < .001).

Although the fate of the Capitol was unknown, uncertainty
language on Twitter did not increase when the attack started; rather,
it substantially decreased by more than 20% (Figure 3A), a
significant drop that started at 1 p.m. (W =40, p = .002; Figure 3A).
This drop in uncertainty language significantly correlated with an
increase in negative sentiment: Even though people were expressing
more negative emotions, these expressions were linked to a decrease
in uncertainty language (r = —0.88, p = .004). This contrasts with
the findings observed during the early stages of the pandemic and
the 2020 U.S. national elections. More specifically, moral outrage
language increased by almost 60% over the same time period
(Figure 3B). Comparing uncertainty language and moral outrage
sentiment revealed a negative relationship, such that in a given hour,
the more moral outrage expressed on Twitter, the less uncertainty
language expressed (r = —0.88, p = .02). The same relationship was
found between uncertainty language and expressions of anger
(r=-0.83, p =.02) and fear (r = —0.91, p < .001). This synchrony
of escalating negative emotions was observed during the Capitol
attack, a pattern we failed to find for COVID-19 and the 2020
U.S. national elections (see Supplemental Table 1). In short, the
spike in moral outrage on Twitter surrounding the Capitol attack was

C

Prevalence of uncertainty

associated with a steep reduction of uncertainty language and a
sharp increase in negative emotional language—specifically fear,
anger, and moral outrage.

Discussion

Although Twitter is often perceived as a forum for trivial daily
musings and polarized content (Brady et al., 2017), it also reflects
humanity’s subjective experience of national and global events.
Here, we demonstrate that people express uncertainty on Twitter in
lockstep with major societal disruptions. Globally surprising events,
such as the COVID-19 pandemic, increase the expression of
uncertainty on Twitter by a large magnitude (700% when analyzing
the use of the word “uncertainty”). Uncertainty expressions also
increase, albeit to a lesser degree, for events that happen every few
years but still have unpredictable outcomes, such as national
elections. As expected, given a large body of theoretical work
(Loewenstein et al., 2001), we found a strong positive relationship
between uncertain events and expressions of negative affect.
However, this relationship reverses for uncertain events that stoke
more moral outrage, such as the 2021 attack on the U.S. Capitol. We
observed nearly a 60% surge in language expressing feelings of
moral outrage, anger, and fear during the 2021 insurrection. In
parallel, the prevalence of uncertainty language decreased by 20%.
What could explain this observed flip between negative emotional
expression and uncertainty language? Feelings of moral outrage are
typically expressed angrily and confidently, with little uncertainty
(Hutcherson & Gross, 2011). Thus, it is possible that emotions
arising from moral indignation are associated with a decrease in
feelings of uncertainty.

Traditionally, the relationship between uncertainty and negative
affect has been understood as linear: The more uncertainty increases,
the more negative affect increases (Bar-Anan et al., 2009;
FeldmanHall et al., 2016)—an effect illustrated many times over
with the emotion of fear (Roseman, 1984; Rosen & Donley, 2006).
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(A) Uncertainty language on Twitter decreased during the 2021 attack on the U.S. Capitol. (B) In contrast, anger, fear, and moral

outrage language increased by nearly 60%. The uncertainty and emotional language analyses were normalized to 100 for the period. Only the
emotions that significantly correlate with uncertainty language are visualized. Data were indexed for ease of comparison, using the first
datapoint in the time window as a benchmark value. See the online article for the color version of this figure.
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While we replicate this effect in the wild with COVID-19, emotional
appraisal theory argues that specific emotions like anger (and, by
association, moral outrage) are associated with a sense of certainty
and perceptions of control (Bar-Anan et al., 2009; Lerner & Keltner,
2001). Thus, feelings of anger should theoretically decrease the
subjective experience of uncertainty instead of increasing it. While
some data in the laboratory documents this relationship (Roseman,
1984; Rosen & Donley, 2006), we only observed this asymmetry
between fear, anger, and uncertainty during a global pandemic. In
contrast, when the situation is defined by a clear moral violation,
such as the violent attack on the U.S. Capitol, anger, fear, and moral
outrage all scaled together and in direct opposition to the amount of
uncertainty language expressed on Twitter. In short, it appears that
the relationship between uncertainty and negative affect might hinge
on context more than on the emotion experienced.

It is possible that our findings are not explained by the specificity
of the emotion (i.e., anger vs. fear) but instead are caused by
emotional extremity, such that acute, extreme emotions are
associated with perceptions of certainty and control. If this were
the case, then any extreme emotion may dampen the amount of
uncertainty experienced. This would mean that the relationship
between emotion and uncertainty is less clear-cut than originally
presumed, and may not be linked to specific negative emotions or
even linear in nature. To put it succinctly, increasing uncertainty
may scale with negative affect up to a certain point. Once the
emotion becomes sufficiently extreme, it may correlate with
decreasing amounts of uncertainty. Future work can explore
whether there is a dynamic relationship between emotion extremity
and the subjective experience of uncertainty.

Constraints on Generality

Analyzing language on Twitter is a powerful tool to circumvent
generalizability limitations from laboratory experiments conducted
solely with university students, as we can sample the thoughts and
reactions of millions of people in real time as major societal events
unfold. Our findings, however, are constrained to the specificity of
the events investigated, as they are extraordinary, and are unlikely to
repeat in the exact manner in the future. It is crucial, then, that future
research determine the fundamental psychological components that
an event must trigger to reproduce the effects observed here.
Furthermore, users who expressed moral outrage and strong
emotions during the attack to the Capitol on Twitter may have
been more politically engaged than the average person, which, if
true, might limit the generalizability of these findings. As the field is
rapidly progressing in its development of sophisticated large
language models to analyze text, future research can elucidate to
what degree these tools iteratively improve the estimation of societal
uncertainty and its relationship with emotion and affect.
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