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ARTICLE INFO ABSTRACT

Keywords: We present a general formalism for the analysis of mechanical lattices with microstructure
Effective dynamic mass using the concept of effective dynamic mass. We first revisit a classical case of microstructure
Added mass

being modeled by a spring-interconnected mass-in-mass cell. The frequency-dependent effective
dynamic mass of the cell is the sum of a static mass and of an added mass, in analogy to that
of a swimmer in a fluid. The effective dynamic mass is derived using three different methods:
momentum equivalence, dynamic condensation, and action equivalence. These methods are
generalized to mechanical systems with arbitrary microstructure. As an application, we calculate
the effective dynamic mass of a 1D composite lattice with microstructure modeled by a chiral
spring-interconnected mass-in-mass cell. A reduced (condensed) model of the full lattice is then
obtained by lumping the microstructure into a single effective dynamic mass. A dynamic Bloch
analysis is then performed using both the full and reduced lattice models, which give the same
spectral results. In particular, the frequency bands follow from the full lattice model by solving
a linear eigenvalue problem, or from the reduced lattice model by solving a smaller nonlinear
eigenvalue problem. The range of frequencies of negative effective dynamic mass falls within the
bandgaps of the lattice. Localized modes due to defects in the microstructure have frequencies
within the bandgaps, inside the negative-mass range. Defects of the outer, or macro stiffness
yield localized modes within each bandgap, but outside the negative-mass range. The proposed
formalism can be applied to study the odd properties of coupled micro-macro systems, e.g.,
active matter.

Dynamic mass
Mechanical lattice
Microstructure
Chiral solids

1. Introduction

Solids with microstructure can have dynamic (effective) masses that are significantly different from their static masses (Banerjee,
2011). The idea of dynamic mass has its origins in the works of Berryman (1980) and Willis (1985), who found that the effective
mass density for composites is not just the average mass density, but is rather dependent on the frequency of excitation. In these
works, the unit cell of the composite is assumed to consist of a heavy mass that is embedded in a very soft matrix. This can be
represented by the classical microstructure model of a hollow rectangular box with mass M, with another mass m inside it that is
connected to the two opposing walls with linear springs of stiffness k, also referred to as a mass-in-mass lattice (Huang et al., 2009).
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Under harmonic excitations with frequency w, the effective dynamic mass has the following expression (Milton and Willis, 2007)?

?

Mei(@) = Mo+ ————m, 1.2)
w? — @?

which is different from the static mass M (0w = 0) = M, + m, where w; = y/2k/m is the natural frequency of the system. Since
lim,_, g+ Mt (w; £€) = Foo, the effective dynamic mass is negative when the excitation frequency w approaches the natural frequency

w; from above, i.e., in the frequency range

a),-<co<co,~1/1+Mﬂ, 1.3)
0

between w; and the frequency at which the effective mass vanishes, i.e., M(w;4/1 +m/M;) = 0. Such a mass-in-mass model has
been subsequently studied by many researchers. Li et al. (2017) used a finite composite lattice of mass-in-mass cells for designing
devices with asymmetric wave transmission properties. Ghavanloo and Fazelzadeh (2019) considered long-range interactions in a
1D mass-in-mass lattice and observed that long-range interactions have a negligible effect on the bandgaps. There have also been
extensions to materials with multiresonator microstructures (Huang and Sun, 2010; Gorshkov et al., 2021).

The above 1D problem has been generalized to both 2D and 3D by Milton and Willis (2007), in which case the effective dynamic
mass density becomes matrix-valued.® This concept is consistent with the balance of linear momentum—div 6 + pb = pii, where o
is the Cauchy stress, b is the body force, and ii is the acceleration—which only requires that the inertial force pit must be a vector.
Therefore, the mass density can be either a scalar p or a second-order tensor pg. There have been numerous efforts over the past two
decades directed towards the design and analysis of composites with microstructure that display matrix-valued effective dynamic
mass density (Mei et al., 2007; Avila et al., 2008; Huang et al., 2009; Lai et al., 2011). The effective dynamic mass matrix can
have negative eigenvalues, which reduces to the effective dynamic mass becoming negative in the case of a 1D model, as discussed
above. In particular, the additional impulse, or momentum generated by the solid shape changes can make the solid move towards
the source of force instead of moving away from it, as if it would have a negative mass. In such cases, the solid moves and deforms
in a non-intuitive way when a force acts on it. If a positive mass is pushed, it accelerates away from the source of the force. A
negative mass instead would accelerate towards it. It is worth noting that such negative effective dynamic masses are not merely
a theoretical construct, but have found experimental realizations (Yu et al., 2023; Yao et al., 2008; Yang et al., 2013; Muhlestein
et al., 2017).

The concept of effective dynamic mass is also fundamental in revealing exotic properties of coupled inner-outer (micro-macro)
systems, such as active matter or metamaterials (Shankar et al., 2022), or mechanical lattices with microstructure. For example,
the associated effective lattice, which accounts for the effects of the microstructure on the macrostructure, is characterized by
its effective dynamic mass. The so-called odd properties such as negative mass or stiffness, no reciprocity of mutual forces, odd
viscosity or elasticity (Fruchart et al., 2023) are clearly defined for the effective system, but hidden in the original coupled system.
Wave propagation in metamaterials with microstructure is affected in the excitation frequency range of negative mass leading to
thickening of the bandgaps, where waves are damped and transmission is prevented (Huang and Sun, 2009). It should be mentioned
that the discrepancy between the static and dynamic variants of the same physical property is not restricted to mass; for example,
it is known that the static and dynamic elastic constants can be different,* as studied for gradient solids (DiVincenzo, 1986) and
composites (Lakes, 2001b; Wojnar and Kochmann, 2014; Kochmann and Drugan, 2011).

In this work, using the concept of effective dynamic mass, we present a general formalism for the analysis of mechanical lattices
with microstructure. Specifically, we first consider a 1D lattice with microstructure. In order to have more than one degree of freedom
for each micro or macro element, we assume chiral linear springs that couple longitudinal and torsional degrees of freedom for each
element. A linear chiral spring is a 1D noncentrosymmetric linear elastic solid. Noncentrosymmetric solids can be modeled in the
setting of generalized continuum mechanics and have been studied by many researchers: (Cheverton and Beatty, 1981; Lakes and
Benedict, 1982; Lakes, 2001a; Sharma, 2004; Liu et al., 2012; Iesan and Quintanilla, 2016; Bohmer et al., 2020). Papanicolopulos
(2011) studied chirality in 3D isotropic gradient elasticity under the assumption of small strains. Chirality is controlled by a single
material parameter in the fifth-order coupling elasticity tensor. Auffray et al. (2015, 2017) studied the material symmetries in 2D
linear gradient elasticity. In dimension two, chirality is due to the lack of mirror symmetry, and it affects both the coupling and
the second-order elasticity tensors. They showed that there are fourteen symmetry classes, eight of which have isotropic first-order
elasticity tensors.

2 Milton and Willis (2007) considered a unit cell with n cavities. There is a micro mass in each cavity and is connected to the cavity wall by two linear
springs. However, the micro masses do not interact with each other. In the case of n cavities their effective dynamic mass is

N
w?
Mep(@) = My + ——— nm. (1.1)
w[ O
3 As discussed subsequently, the effective dynamic mass density is a second-order tensor. The term “matrix-valued” is used to refer to the matrix representation
of the tensor with respect to a given coordinate system.
4 For elastic transformation cloaking applications the dynamic elastic constants are relevant as was discussed in detail in (Yavari and Golgoon, 2019) and
(Sozio et al., 2021).
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The remainder of this paper is structured as follows. In Section 2, we provide an analogy to the effective dynamic mass
of a swimmer in a fluid and then revisit the classical spring-interconnected mass-in-mass system. We show that its frequency-
dependent effective dynamic mass can be derived using three different methods: momentum equivalence, dynamic condensation
of the momentum balance equations, and action equivalence. We then generalize the latter methods to mechanical systems with
arbitrary microstructure and derive the associated effective dynamic mass matrix. In Section 3, the proposed formalism is applied
to study the reduced (condensed) model of a 1D composite lattice with microstructure modeled by a chiral spring-interconnected
mass-in-mass cell. The reduced lattice model is obtained by lumping the microstructures into single effective dynamic masses and
the frequency range of negative mass is determined. A dynamic Bloch analysis is presented in Section 3.2 using both the full and
the reduced lattice models. In particular, the frequency bands of the lattice are computed. In Section 3.3, we study the effect of
defects on the lattice and the associated localized modes. Conclusions are given in Section 4.

2. Effective dynamic mass formalism

In this section, we describe the effective dynamic mass formalism for mechanical systems with microstructure. Specifically, in
Section 2.1, we first motivate the effective dynamic mass concept through an analogy with a swimmer in a fluid. Next, in Section 2.2,
using three different methods to derive the effective dynamic mass, we revisit a system in which the microstructure is modeled as a
1D spring-interconnected mass-in-mass cell, a case that has been extensively studied in the literature (Milton and Willis, 2007; Lai
et al., 2011; Manimala et al., 2014; Cveticanin and Zukovic, 2017; Cveticanin et al., 2018). Finally, in Section 2.3, we extend this
framework to generalized mechanical systems with arbitrary microstructure.

2.1. Swimmer in a fluid analogy

In fluid mechanics, the motion of a swimmer at low Reynolds numbers can be explained in terms of geometric phases (Saffman,
1967; Shapere and Wilczek, 1987). Swimmers in an ambient fluid can cyclically change their shape to move forward. The coupled
swimmer-ambient fluid system conserves the total linear momentum, and since the inertia of the swimmer can be considered to
be negligible, the swimmer velocity is uniquely determined by the geometry of the sequence of its body shapes, which leads to
a net translation. Note that only a layer of fluid surrounding the swimmer is altered by its motion and shape deformation. So, in
this sense, one can consider the fluid-swimmer interaction as that of a coupled inner—outer (micro-macro) system where the outer
component is the swimmer and the inner component is the portion of the fluid disturbed by the swimmer motion deformation.

Consider a swimmer of mass M moving in a surrounding ambient inviscid and irrotational fluid of infinite extent. The
instantaneous position vector of the swimmer is X(r) = ZJ3.=1 XJe;, where e; are the unit vectors of the ambient space R®. The
velocity of the swimmer’s center of mass is U =X = Zf=1 U/e;, where the velocity components are defined as U/ = X/. Newton’s
law of motion gives us % (MU +1p) = Fy, where Fy is an external force acting on the swimmer and I is the impulse exerted
by the surrounding fluid to put the swimmer in motion, or the linear momentum of the fluid: I, = —p [, ®ndS. Here, p is the
fluid mass density, @(x,1) is the velocity potential of the fluid flow with velocity field u = V&, S; is the boundary surface of the
swimmer, and n is the unit outer normal to the boundary from the body into the fluid. The fluid domain is €, where Sy is its
boundary 9. The velocity potential @ of the fluid flow is a harmonic function, i.e., V?® = 0 in 2, with the Neumann boundary
condition u-e = V@ - e = U. Thus, the fluid speed matches with that of the moving swimmer body, and e = U/ |U‘ is the unit vector
along the direction of motion.

Since no external forces act on the swimmer, i.e., Fz = 0, the total linear momentum L = MU + I, is conserved. This implies
that

MU+, =0, 2.1

where a zero initial total linear momentum is assumed, i.e., both the ambient fluid and the swimmer are initially at rest. The
impulsive force I is the response of the fluid surrounding the swimmer. The pressure exerted by the thin layer of the surrounding
fluid disturbed by the swimmer shape changes varies in such a way that the net fluid pressure force speeds up or slows down the
swimmer. The velocity potential can be decomposed as (Saffman, 1967; Shapere and Wilczek, 1987)

3
o= & X+ &,8%, (2.2)
j=1 a

where @; is the translation potential due to the motion of an instantaneously identical rigid body moving at the unit speed along the
direction X/. Itis a helrmonic function satisfying V2@ ; = 0in © and the Neumann boundary conditions read u-e; = V&, -e; = 1. The
deformation potential @, measures the changes of the fluid flow due to a change in shape defined by the deformation displacements
5S¢ relative to the rigid body, and S“ is the speed of deformation, with « being the index of shape modes. The potential 5‘, is a
harmonic function satisfying V2, = 0 in £ with the Neumann boundary conditions u - e, = V&, - e, = 1, where e, is the unit
vector defining the deformation displacements of the boundary S (Saffman, 1967; Shapere and Wilczek, 1987). Then, the impulse

components can be written as

(p), = MOX + Y FO S, j=123, (2.3)
a
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Fig. 1. A 1D spring-interconnected mass-in-mass system. The macro element has mass M. There is a single micro element inside with mass m that is connected
to the macro element by two identical linear springs.

M;a):—p/s ®omn-e;ds, F;f;:-p/s O,n-e;dS, j=12,3. (2.4
B B

Here, Mj(.”) is the added mass and M]@X J is the linear momentum, or impulse generated by the fluid altered by the swimmer moving

at the speed X/ in the X/ direction. Similarly, F‘ix} is the linear momentum, or impulse generated by the fluid in the direction X/
by a unit deformation speed of the shape mode S%. The conservation of total linear momentum in (2.1) can be written as

(M+MO) X+ FS S =0, j=1.23. (2.5)

Thus, the swimmer carries with it an added mass Mj(.”) of the surrounding fluid. Moreover, as the swimmer (macro/outer system)
changes shape, it alters a layer of the surrounding fluid (micro/inner system). The fluid generates the impulse FOE“J) S, in response
to the altered pressure distribution around the deforming swimmer.

Let us now assume that the swimmer can move only along the direction X' with speed X'. We can define an effective dynamic
mass of the swimmer by equating the total linear momentum of the swimmer-fluid system in (2.5) to that of an equivalent body of
effective dynamic mass Mg moving at the same speed X' as

(M + Mf“)) X'+ FO S, = Mg X', (2.6)
from which
Sa
Mg =M + Ml(a) + FuEfl) F . 2.7)

The effective dynamic mass includes the static mass M of the swimmer (first term), the added mass M. f”) (second term) and an
additional added mass (third term), which accounts for the effects of the surrounding fluid on the swimmer due to shape changes.
Let us assume a periodic motion, that is X! = X!e® and S* = $%¢/®, where X! and S* are Fourier amplitudes. The Fourier
transform of the momentum equivalence in (2.6) is (M +M f”)) X'+ F9 8, = Mg X', and solving for the effective dynamic mass
yields

Sa
Mg =M+ M@+ F9 2 (2.8)
a,l X|

This effective dynamic mass follows from an equivalence between the true complex system and an effective system, with the added
momentum due to the action of the inner system on the outer system. In particular, the momentum equivalence in (2.6) is the key
concept in defining an effective dynamic mass, which includes an added mass and the effects of the micro/inner motion (the portion
of fluid disturbed by the swimmer) on the macro/outer system (swimmer).

2.2. 1D spring-interconnected mass-in-mass microstructure

We now show that mechanical systems with microstructure are qualitatively the analogue of the fluid-swimmer system, an
observation that does not appear to have been made heretofore. Consider two masses interconnected by two linear springs of stiffness
k/2, as shown in Fig. 1. The two springs are in series and their stiffness is equivalent to that of a single spring of stiffness k. The
dynamical equilibrium equations are

MX —k(x— X) = Fx(t), mi +k(x— X)=0. (2.9)

We distinguish between the outer system of mass M with coordinate X and the inner system of mass m described by & = x — X.
The applied force Fy(f) acts on the outer system. We want to understand how the two systems are dynamically coupled. The outer
system is the analogue of a swimmer that advects downstream described by the outer variable X. The swimmer changes shape
displaying the surrounding fluid, whose motion is described by the inner variable ¢. Then, the equations above can be rewritten as

MX —ké=Fy@®, mé+mX +kéE=0. (2.10)
Adding the two equations one obtains

(M +mX +mé = Fy(1), (2.11)
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% = Fy(1), where we have defined the total linear momentum as

which can be written as T

A=M+mX +mé. (2.12)
Thus,
t
A=A, +/ Fy(r)dr, (2.13)
0
where A is the initial linear momentum. Therefore, the motion of the outer system is given by
. A . "F
x=-Lo o m g, [ 5@, (2.14)
M+m M+m 0o M+m

Thus, the motion of the outer system depends on the linear momentum of the entire system in the absence of external forces (Fy = 0)
and internal motion, i.e., £ = 0.

Momentum equivalence. The analogy to the dynamic mass of a swimmer in a fluid in Section 2.1 suggests the following approach
based on a momentum equivalence. The inner motion, or shape deformation, & contributes to an added momentum, which can slow
down or speed up the entire system. The momentum depends also on the total impulse generated by the external forces. Thus, one
can define an effective dynamic mass of an equivalent mass—spring system as M zX = F.g(f), which describes the outer system and
accounts for the momentum added by the coupling with the inner system (dynamic condensation). Its momentum is

Actr = Mg X . (2.15)
and
. Ag(t=0 "'F,
X et = 0) + eff(7) dr. (2.16)
Mo 0 Meg

Equating the momenta of the two systems, i.e., A, = A, from (2.12) and (2.15) we have
MeffX =M + m)X + mé, (2.17)

and the effective dynamic mass is given as
Meff=(M+m)+m§, (2.18)

which is similar to the effective dynamic mass of a swimmer in (2.7). Indeed, the first two terms together is the total mass of the
system as a rigid body (static mass). This includes the added mass m of the inner system (fluid), which is dragged by the outer system
(swimmer). The third term m&/X is an additional added mass due to the internal deformations of the inner system in analogy with
the impulse induced by the swimmer shape change in (2.7). Comparing (2.11) and the time derivative of (2.17), one concludes that
the equivalent force is Fog(t) = Fy(2).

Let us assume that the coupled system is subject to periodic forcing. Then the Fourier modes of displacements and forces are
X = Xev, & = £e”, and Fy = Fye®, where (X, &, F) are complex amplitudes. Then, from (2.17) equating the momenta yields
MgioX = (M +m)ioX + mioé, from which

Meff=(m+M)+m§ (2.19)

From (2.10), the dynamical equation of the inner motion transforms in Fourier space to —m ®?é —mw?X + k& =0, and hence,
2

a maw A
= X. 2.20
¢ k — mw? ( )
The effective dynamic mass in (2.19) is now simplified to read
2
Myg@) = (M +m)+m - - M om—F (2.21)
k — mw? k — mw?

and the static mass is Mqg(w = 0) = M + m. Note that the effective dynamic mass is negative when the excitation frequency w
approaches the natural frequency w; = \/k/m of the inner system from above in the frequency range w; < @ < w;4/1 + m/M. Here,
lim,_, o+ Meg(w; =€) = Foo, and My(w; /1 +m/M) = 0.

Remark 2.1. An alternate strategy to the above is matching the inertial forces A, = A, arriving at an alternative form for the
effective dynamic mass:

Meff = (M + m) +m % 5 (2.22)

where the second term mé/X is an additional added mass due to the internal inertia of the system. For a periodic motion, it will
lead to the same effective dynamic mass given in (2.21).
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Dynamic condensation. The effective dynamic mass can also be derived by applying the standard approach of matrix condensation.
From (2.10), the dynamical equation of the outer motion transforms in the Fourier space to —M @?X — k& = Fy, and plugging in
the expression of € of (2.20) one gets

A 2 A A
“Mo*X -k 2% X =Py, (2.23)
k — mw?

which can be written as —? (M + mﬁ) X = Fy. Thus, we can define the effective dynamic mass as

k

M, .
k — mw?

eff =M +m (2.24)

Action equivalence. The Lagrangian of the two-mass—spring system considered above is written as L = K — P — W where the kinetic

energy K, the potential energy P, and the work W done by the external forces are given by
K= %MXZ + %mxz, P= %kiz, W= Fy(OX(). (2.25)

The Lagrangian density of the equivalent system with effective dynamic mass Mg and subject to the effective force Fy is
1 ,
Lett = 5 MegtX? = Feg(0X (), (2.26)

where the equivalence is meant in the sense that the two Lagrangians are the same on average, that is L= [eff, where 7 =
limyp_, o % /OT f(#)dt is the time average of f. Consider a periodic force with frequency w given by

Fy(t) = | Fy| cos(wt + ¢y) = %FX e +c.c., (2.27)

where the complex amplitude is defined as Fy = |Fy|e’*x, and c.c. denotes complex conjugate. The average external work in (2.25),
is given by

- _ lar g

W= ZFXX +c.c., (2.28)
where X is the Fourier amplitude of X and the operator 1 is the complex conjugate transpose. The time average of the kinetic
energy K in (2.25), follows as

= 1 5 62 1 5 & 52 1 5 N o2

K= 3@ M|X|" + 3@ mlé+X| +cec = 3 (M +m1+y)7?)|X| +cc., (2.29)

where (2.20) was used to solve for the inner displacement & = yX, and y = mw?/(k — mo?). Similarly, the time average of the
potential energy P in (2.25), reads

P= %kl$|2+c.c. = %kyzl)?|2+c.c.. (2.30)
The time-average of the Lagrangian L of the two-mass—spring system simplifies to read

- - = = 1, sk 2\ s laro

L=K-P-W=-0o"(M+m(l+y) ——y" ) |X| —-F,X +c.c., (2.31)

8 w? 47X

and that of the effective-mass system in (2.26) is given by

= 1 P NN

Lefr = ngMeflel - ZFJffX +cc.. (2.32)

Equating the two averaged Lagrangians, i.e., L = Lo, yields Fug = Fy and the effective dynamic mass:

k

R 2.33
k — mw? ( )

Meff:M+m(l+y)2—a%y2:M+m

Remark 2.2. The effective dynamic mass obtained using the three different approaches, namely, momentum equivalence (2.21),
dynamic condensation (2.24), and action equivalence (2.33), are identical and coincide with the established results in the
literature (Milton and Willis, 2007; Banerjee, 2011). While the dynamic condensation method has been the standard approach
for deriving the effective dynamic mass in the literature, the momentum and action equivalence methods do not appear to have
been explored heretofore. Indeed, though not a surprising result for harmonic loads, it was not established that the three approaches
would yield the same effective dynamic mass.

2.3. General mechanical systems with arbitrary microstructure

We now formulate the concept of added mass for a general mechanical system with arbitrary microstructure. In so doing, we
derive the associated effective dynamic mass matrix and force vector using the three methods described above, namely, momentum
equivalence, action equivalence, and dynamic condensation.
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Consider a mechanical system with microstructure in which the inner (micro) and outer (macro) systems are coupled according
to the following dynamical equations:

Mgo 0 ] [Xo] [Koo KOI] [Xo] _ [Fo(t) 2.34
[ 0 My | [ X + Ko Ky [X; Fi) |~ (2.34)

The outer (macro) system is described by the generalized displacement vector X, € RMo, and the inner (micro) system by the
generalized displacement vector X; € RM. The respective stiffness matrices are denoted by Ky € RNoXNo, and K;; € RM*M. The
mechanical coupling between the two systems is described by the matrix Ko € RNo*M, and Ko = Kgl, where T denotes matrix
transposition. Both systems are subject to forcing via the force vectors F, € R¥o, and F; € RM.
The dynamical equations in (2.34) can be expanded as two coupled equations for the inner and outer systems as
MooXo + KooXo + Ko X = Fo (1), (2.35)
My X; + KXo + Ky X; = Fi(0).

These two equations are the starting point for deriving an effective dynamic mass matrix and force vector for the outer system that
accounts for the added momentum of the inner system.

2.3.1. Momentum equivalence
Adding the two dynamical equations in (2.35) for the inner—outer system, and integrating over time gives the conservation of
the total momentum®

t t
A + / [Koo + Ki0)Xo + Ky + KopX] dr — / (Fo +Fy) dr = A(ty), (2.36)
1o

To

where the total momentum vector is defined as
A() = MgoXo + MpX;, (2.37)

and X = dX/dt denotes the time derivative of X. The time integrals are the impulses of the macro and micro (generalized) forces.®
Let us now define an effective macro system such that

M Xo = Fegr - (2.38)

The effective momentum vector is defined as A.g = My X and

t
Acge() — / Fegrdt = Acgr(to) , (2.39)

To

where the time integral is the impulse of the effective force vector. Equating the initial momenta A(z)) = A.(1,) yields

t t t
M X0 — / Fegrdr = MooXo + My X; + / [Koo + Ki0)Xo + Ky + KopX] dz — / (Fo +Fy) dr. (2.40)
To To To
In order to formulate an effective dynamic mass, we will take the Laplace transform of the above momentum equivalence
equation. Consider 7, = 0 and assume the initial conditions X(0) = X;(0) = X¢(0) = 0. Then, Laplace transforming (2.40) yields

~ F Koo + Kio \ o Ky +Kop \ o Fo(s) +F
sMgXo(s) — Fer) _ <sMOO + M) Xo(s) + <sMH + u) Xi(s) — FoW+Fls) (2.41)
N N N N
where (io(s), )N(I(s)) are the Laplace transforms of the outer and inner variables (X, X;), which follow from Laplace transforming
the dynamical equations in (2.35). The Laplace transform X;(s) of the inner variable follows from the time-domain equation (2.35),
as (s°My + Ky) X; = —KjoXo + F, where we assumed the initial conditions X;(0) = X((0) = 0. Hence,

~ _1 ~ ~
X, = (2My + Ky) (FI - KIOXO> . (2.42)
Then, from (2.41) one obtains
~ F Koo - Koi(®Mp + K ' Ko\ & Fp — Koy(s>My + Kp)~'F
SMegr(9)X o (s) — Fest(s) _ <SMoo 4 Boo o1(s"My + Ky~ Ko ) %, - Lo o1(s"My + K™ Fy _ (2.43)
S S S

Therefore, the effective dynamic mass matrix follows as

Koo — Koi(s*My; + Kp)™'Kjg

Me¢(s) = Moo + 2 (2.44)
The effective force vector reads
Fei(s) = Fo — Ko (s°My + K ™'Fy . (2.45)

5 Depending on the mechanical system this can be linear momentum, angular momentum, or both. In general, by “momentum" we mean linear and angular
momenta.
6 By force we mean either a force or a moment, and hence, a generalized force.
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Then, iom = ﬁeff(s)ﬁeff(s), where we have defined the transfer function ﬁeff(s) = M;flf(s), which is the Laplace transform of the
impulsive response of the condensed outer system.

The Fourier Transform X(w) of X(7) follows from the Laplace transform i(s) by setting s = iw, i.e., X(w) = )z(s = iw). Then, the
harmonic expression of the effective dynamic mass matrix is written as

Megi(@) = Mege(s = io) = Mgiaic + Magdea(@) , (2.46)
where
1 _
Mtatic = Moo » M;ddeq(@) = - [Koo + Koi(@*My — KD~ Kjp] . (2.47)

The effective dynamic mass matrix includes the static mass Mg, of the outer system and a frequency-dependent added mass
M, 4¢eq(®w) that accounts for the effect of the micro-momentum on the outer system in analogy with the effective dynamic mass
of a swimmer in a fluid (see Section 2.1). The effective force vector is given by

Fefi(@) = Fege(s = iw) = Fgy + Koy (@*My — K) 7' Fy. (2.48)

2.3.2. Dynamic condensation

Assume periodic forcing with given frequency w, that is Fo(t) = Fo(w) e, and Fy(r) = Fj(w) e’’. Then, Xo(t) = Xo(w) e, and
X;(1) = Xl(w) ¢/ where X(w) is the complex Fourier amplitude of X. Fourier transforming the dynamical equations of the outer and
inner systems in (2.35) yields

—0*MgoXo + KooXo + KoiX; = Fo .,

—PMyX, + KioXo + Ky, = F . (249

In this approach the inner (micro) variables are eliminated as follows. From (2.49), we solve for XI:

X, = (0?My - Ky) ™ KioXo — Fp). (2.50)
This can be rewritten as

X, = AKoXo —AF;, A= (e?My-Ky) . (2.51)
Plugging (2.51) into (2.49) yields

-0*MgoXo + KooXo + KgAK o X — KA, = Fg, (2.52)
which can be rewritten as

- (MOO - O%KOIAKIO> Ko +KooXo = o + Ko AF. (2.53)

Therefore, one can lump the inertial forces of the inner system into those of the outer system and define the condensed macro
system

— @’ Meg(@)Xp = Fege(@) (2.54)
where the effective dynamic mass matrix is written as

Mege(@) = Moo — # [KOI (@*My - Kn)il Ko + Koo] , (2.55)
and the effective force vector reads

Fe(@) = Fo + Kop (0”My - KH)_l Fr. (2.56)

Note that the effective dynamic mass matrix and force vector above are identical to those obtained from the momentum equivalence
approach (see Egs. (2.47) and (2.48)).

2.3.3. Action equivalence
The effective dynamic mass includes both the effects of the momentum and the elastic forces of the inner system, which are
coupled. Let us consider the Lagrangian of the coupled system

L=K-P-W, (2.57)
where the kinetic and potential energies are defined as

1. . 1 : 1
K= EXBMOOXO + EXITMHXI, P=3 (XTKo0Xo + X[ Ky X; + 2X[KorX) (2.58)
and the work done by the external forces is defined as W = Fg(t)Xo(t) +FIT(t)XI(t). Consider the Lagrangian of the equivalent system
with the effective dynamic mass M and potential energy Pes subject to the effective force Fq is given by

1. .
Lett = Keff = Pefr = Wesrs  Kefr = EXBMeffX@ Weir = FliXo s (2.59)
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where the equivalence is meant in the sense that the two Lagrangians are the same on average, that is L = L, or more explicitly
E - IS - W = Keff - I_:eff - Weff N (260)
where f = limy_, % fOT f(t)dr is the time average of f. Consider periodic force vectors with frequency w given by
Fo(t) = [Fo| cos(ot + ¢g) = %ﬁ‘oei”” +c.c., Fy(r) = |¥y| cos(wt + ) = %I:“Ie"“” +c.c., (2.61)

where the complex amplitude is defined as f‘j = |Fj|eid’i with j =1,0, and c.c. denotes complex conjugate.
The average external work is given by

o lai g 1 s

W= ZFOXO + ZFI X; +c.c., (2.62)
where the operator  is the complex conjugate transpose. Using the expression of X; in (2.51),

— 1o s . . . 1 .

W =W, + ZFZVXO +ee, B, =F,+K AF, W= —ZFI*AFI. (2.63)
The time average of the kinetic energy K can be written as

N N . [P

K=K+ ngngaxo - ZFZXO +cc., (2.64)
where

A 2 A o+ 2 -+ 4

Ro = %FIT AMAR, M, =Moo+ K[ A'MyAKy,  F, = o’K/ ATM;AF; . (2.65)

Similarly, the time average of the potential energy P reads
s 8 L lgie o 1 &
P=Py+ e X KXo - ZFZXO +ec., (2.66)

where the potential at rest P, = %F;’ ATK;AF; and

K, = Koo + K[ A'KyAK o + 2K/ AKjo,  F, = K/ ATK;AF; + K/ AF;. (2.67)
Thus, the time average of the Lagrangian in (2.57) reduces to

[=K-P-W= %xo (™M, —K,) Xq + i(—i«“a B, + B, Ko + Ry — By = W, +cc.. (2.68)
The time average of the Lagrangian of the effective-mass system in (2.59) is given by

— 1as . | PN —

Lett = wzgngeffXO = 7 FerXo — Pefr - (2.69)
Equating the two average Lagrangians (2.68) and (2.69), L= [eff implies that

My =M, — 2 BB 4B~ By, Pur=Py+Wo— Ko = —FTAF 2.70)

eff = Via 02’ eff = fw a b- eff = "0 0 0= g1 I- .

Here, P is interpreted as potential energy at rest due to inner forces when there is no outer motion. Such a potential vanishes
in the absence of inner forces, i.e., when F; = 0. Using (2.67), and after some algebraic manipulations, one can show that the
effective dynamic mass matrix in (2.70), is identical to that derived from the momentum equivalence in (2.47). Moreover, using
(2.63),, (2.65)3, (2.67), and after some algebraic manipulations, once can show that the effective force vector in (2.67), is also the
same as that derived from the momentum equivalence in (2.48).

Remark 2.3. The effective dynamic mass matrix and force vector obtained using the three different approaches, namely, momentum
equivalence (Egs. (2.47) and (2.48)), dynamic condensation (Egs. (2.55) and (2.56)), and action equivalence (Egs. (2.70), and
(2.70),), are identical. In particular, both the effective dynamic mass matrix and force vector are frequency-dependent and include an
added mass matrix and an added force vector that account for the momentum of the microstructure. Note that we have not restricted
the derivation to the dynamic condensation method alone, since the momentum equivalence and action equivalence methods provide
a suitable framework for defining the effective dynamic mass for more complex systems such as those with disorder, uncertainties
or nonlinearities (see, for example Whitham, 1974).

Negative effective dynamic mass. The general effective dynamic mass matrix given in (2.47) may have negative eigenvalues for certain
frequencies. In our case, the eigen-masses are real. The natural frequencies w; of the inner, or microstructure, satisfy the eigenvalue
problem |@*My — K| = 0. Note that the outer mass and stiffness matrices Mg, and K are positive-definite. If the matrix
Ko (0*My; — KH)_] Ko is positive-definite, then the effective dynamic mass may have negative eigenvalues. Positive-definiteness
of Koy (w?My; — Kyp) ™ Kg is equivalent to w' (w?My; — KH)_] w > 0, for w = KoV, and arbitrary v. Therefore, a necessary condition
for the effective dynamic mass matrix to have negative eigenvalues is ®*My; — K;; being positive-definite. This happens when the
excitation frequency w is greater than all of the natural frequencies w; of the microstructure, i.e., ® > max{(co,.)l, (@), }, where
N, is the number of the inner degrees of freedom. Thus, one or more eigen-masses of the effective dynamic mass matrix may become
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Fig. 2. Bottom panel: A 1D composite lattice with microstructure. Cells are separated by distance L and are connected to each other by outer chiral springs
with elastic constants K, K., and K,. Top panel left: The microstructure of the lattice cell is a 1D chiral spring-interconnected mass-in-mass system. The macro
element has mass M, and mass moment of inertial /,. There is a single micro element inside with mass m and mass moment of inertial ,, that is connected to
the macro element by two identical linear chiral springs with elastic constants k, k., and k,. Top panel right: A macro element with mass M, and mass moment
of inertial I,. There are two micro elements inside each with mass m and mass moment of inertial 7,, that are connected to the macro element and each other
by three identical linear chiral springs.

negative when the excitation frequency » approaches one of the natural frequencies w; from above. Clearly, if the frequency ranges
overlap, the condition that all the eigenvalues of the mass matrix are negative is met.

Sufficient conditions for at least one negative eigen-mass follow from the Gershgorin circle theorem (Horn and Johnson, 2012).
Given the effective dynamic mass matrix Mg = [M; ;1, an eigen-mass A lies within the closed discs of the complex plane (ReA, Im4)

|/1—M,.,.|52(M,.,(=R,. i=1,...,N;, (2.71)
i#j

centered at M;; with radius R;. Thus, sufficient conditions to have one negative eigen-mass is when one of the two Gershgorin discs
lies in the negative part of the complex plane (Rek < 0).

Effective stiffness matrix. The two terms M, and K /o? of the effective dynamic mass in (2.70), suggest another formalism that
defines K, as an effective stiffness matrix and M, as an alternative effective dynamic mass matrix. In particular, consider an
equivalent lumped mass-spring system with effective dynamic mass Mg, stiffness matrix K¢, potential energy at rest P.g subject
to the effective force Fg. The associated Lagrangian is given by
1 T N A > 1 T T
Lesr = zXOMeffXO - EXOKeffXO —Petr —F X0 - (2.72)
The time average of L. follows as

- loio o 1o o = lar o
Logr = wzgngeﬁxo - gng?ﬁXO — Pegr — ZFfoXO +cc.. (2.73)

Equating the two averaged Lagrangians (2.68) and (2.73) yields the same effective force and potential energy at rest as in (2.70), 3,
but a different effective dynamic mass given by (2.65),, that is

M_g(@) = M, = Moo + KI ATM;AK g . 2.74)
The effective stiffness matrix follows from (2.67), as
Keg(@) = Ky = Koo + K[ (AKjA + 2A)K g . (2.75)

The effective dynamic mass of the equivalent lumped-mass system in (2.70); can be written as

K, - K@)
Mg(w) =M, — w—; = Megr(@) — e;+ . (2.76)

3. 1D composite lattices with 1D chiral spring-interconnected mass-in-mass microstructure

As an example application of the general framework developed in the previous section, we now consider a 1D composite
lattice with 1D chiral spring-interconnected mass-in-mass microstructure, which recently found an experimental realization (Yu
et al., 2023). Specifically, consider the 1D composite lattice made of N identical cells depicted in the bottom panel of Fig. 2. The
microstructure is made of a single mass-in-mass cell shown in the top-left panel of the same figure (single micro-mass). The cells
are separated by distance L and are connected to each other by outer chiral springs with elastic constants K, K., and K,. The single
micro-mass cell is a hollow circular shaft with mass M, and mass moment of inertia I,. Inside the unit cell there is a solid cylinder
with mass m and mass moment of inertia I,, as depicted in the top-left panel of Fig. 2. This solid cylinder is connected to the hollow

10
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shaft by two identical chiral linear (micro) springs with the elastic constants k, k., and k,.” Denoting the change in length of the
spring by 6 and its twist by 6 the force and torque in the spring are written as

f=ké+k, 0, 1=k 5+k0. (3.1)

In what follows, we will first derive the dynamical equations of the single mass-in-mass cell microstructure and derive its effective
dynamic mass matrix, and in so doing, identify frequency ranges of negative mass. In Section 3.1.3 we will consider a microstructure
with two micro-masses depicted in the top-right panel of Fig. 2. We will show that the associated effective dynamic mass matrix is
equivalent to that of some single micro-mass cell. This result can be generalized to a unit cell with N micro-masses in series. This
implies that in our study it suffices to consider only the single mass-in-mass unit cell depicted in the top-left panel of Fig. 2. Then,
in Section 3.2 we will explore the spectral properties (frequency bands) of the 1D composite lattice by way of a Bloch analysis. In
Section 3.3 localized modes due to defects will be investigated.

3.1. Effective dynamic mass matrix of a cell with a single micro-mass

We model the microstructure of the cell with a single micro-mass as the 1D chiral spring interconnected mass-in-mass system
depicted in top-left panel of Fig. 2. The macro and micro generalized coordinates are (X (r), O(t)) and (x(¢), 6(¢)), respectively. The
balance of micro linear and angular momenta read

=2f(1) + F,,(t) = =2k(x(1) = X (1)) — 2k, (6(1) — O(1)) + F,, (1) = m (1), 3.2)
=26(1) + T,, (1) = =2k, (x(t) = X (1)) — 2k, (0(1) — O@®)) + T,,(t) = 1, (1), '

where F,,(¢) and T,,(t) are the applied micro-force and micro-moment, respectively. Similarly, the balance of macro linear and angular

momenta read
F(t) +2f(1) = F(1) + 2k (x(t) = X (1)) + 2k, (6(t) = O@)) = My X (1), 33)
T(t) + 2(1) = T() + 2k, (x() — X(0)) + 2k, (6(t) = O@)) = I, 6(), '

where F(f) and T'(r) are the applied macro-force and macro-moment, respectively. The dynamical equations (3.2) and (3.3) can be
written in the compact matrix form of (2.34). In particular, let us define the inner and outer generalized displacements

x(1) X(@)
X; = Xp = 3.
! [00) e [@m] ’ oo
and the inner and outer mass matrices
_m 0 My O
welp 2] e )
The stiffness matrices are written as Koo = Ky = 2K, and Kq; = KITo = —2K, where
|k Kk,
and the outer and inner force vectors are defined as
_|F® _ | Fn
Fo= [T(:)] L [Tm ' @7

3.1.1. The effective dynamic mass matrix and force vector

We now assume that the macro and micro forces and torques are harmonic, i.e., F(r) = Fe'®!, T(t) = T e'®", F,() = Fm efer
and T,,,(1) = T,, ¢/®’. This implies that X(r) = X ¢/®!, O() = O ¢/®!, x(t) = 2 ¢'®’, and 6(r) = § ¢'®. Then, the Fourier transform of the
generalized displacement vectors read

%o = [g] . X = [Z] . 3.8)

The effective dynamic mass matrix follows from (2.47) as

1 -1 2 -1
Mei(@) = Moo — = [KOI (”My - Kir) ™' Kio +Koo| = Moo ~ =K [(m2MH —2K) " 2K + 1] , (3.9)
where I is the 2 x 2 identity matrix. Thus
M.+ 2m(2k2—=2kk,+1,,keo?) 21,k mew?
M. (o) 0 42— 2k —1,,02) 2k—mw?) 42— 2k 1,02 ) 2k—mw?) (3.10)
w) = .
eff 21,k ma? 21, (k2 =2k +mk o)

Iy +

2= 2k~ Ly 0?) 2k—ma?) 4Z~(Q2h~Iy0?)2k-ma?)

7 See Yu et al. (2023) for an example of a 3D structure that can be approximated by this chiral model.
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Eigen-mass

Fig. 3. Frequency ranges (red) of negative eigen-masses occur for excitation frequencies w approaching from above the natural frequencies w; of the microstructure
with effective dynamic mass matrix given in (3.10). The circles indicate where the eigen-mass is zero. Inner parameters m = 0.25, I, = 0.25,k = 1/2,k, = 1/4, and
outer parameters M, = 1.5,1, = 1.5,K = 2,K, = 2 are chosen. The inner and outer chiral stiffnesses are selected to avoid zero-energy modes, k., = y\/W, and
K, = I'\/KK, with y =T =0.7.

Note that the effective dynamic mass matrix can be written as a static mass matrix plus an added mass matrix, i.e.,

Mege(@) = Mgiatic + Madded (@) » (3.11)
where
M 0 Mw) J(w)
Mitatic = [ OO IO] > Madded (@) = [J(a)) I(a))] > (3.12)
and
2 m (I, kw?*—2kk, +2k?) 2m Ik, o? 21, (=2k k, + 2k2 + k, mw?)
M(w) = , J(w)= , 1(w)= .
4k2 — (2k, — 1, @?) (2k — mw?) 4k2 — (2k, — 1,,0?) (2k — me?) 4k2 — (2k, = 1,, @?) (2k — mw?)
(3.13)
From (2.48), the effective force vector reads
A, —1 A
Fef(w) = Fo + Ko (w2M11 - KII) Fp, (3.149)
where
. F . F
Folw) = H , Fi(w) = [T;”] , (3.15)

are the Fourier transforms of the micro and macro force vectors.

3.1.2. Frequency ranges of negative effective dynamic mass

In Section 2.3.3 we showed that an effective eigen-mass A of M is negative when the excitation frequency w is greater than
any of the natural frequencies w; of the microstructure, where |*My; — K| = 0. For the specific microstructure considered above,
the 2 x 2 effective dynamic mass matrix in (3.10) has a negative eigen-mass in the range w; < @ < (1 + a)w;, for each natural inner
frequency (i = 1,2). Here, (1 + @)w; is greater than w; (« > 0), where the effective eigen-mass vanishes, that is /1((1 + a)w,-) =0. As
an example, in Fig. 3 we depict the two eigen-masses of the microstructure as a function of w (black curves) and the two frequency
ranges of negative mass (red curves).

As was discussed in Section 2.3.3, sufficient conditions for at least one negative eigen-mass follow from the Gershgorin circle
theorem applied to the 2 x 2 effective dynamic mass matrix (3.10). In particular, from (2.71) we have

|1-my| <|mp|. =12, (3.16)

and an eigen-mass 4 lies within two Gershgorin discs of the same radius R = )M 12| centered either at M, or M,,. Thus, sufficient
conditions to have one negative eigen-mass is when one of the two Gershgorin discs lies in the negative part of the complex plane
(Re4 < 0), that is (M;; <0 and |M,;| > |[M},|), or (M5, <0 and |My,| > |M,|).

12
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3.1.3. Equivalence with a cell with two micro-masses
As we next show, the effective dynamic mass matrix of a unit cell with a single micro-mass has a one-to-one correspondence
with that with two micro-masses, a result that does not appear to have been found heretofore. Let us consider a single unit cell with

macro and micro generalized coordinates X (¢), O(1), x,(t), 6,(1), x,(t), and 6,(¢) (see Fig. 2). The balance of micro linear and angular
momenta read

H@ = f10) + Fyy () = my %, (1),
L) =t () + Ty (O = I, 6,0,

8.17)
S3() = [2o(0) + Fpp(t) = my %5(8),
t3(8) — ty(1) + Ty (D) = L0 6,0,
where F,, (1), F,,(1), and T,,,(?), T,,(¢) are the applied micro-forces and micro-moments, respectively. Note that
Fi@) =ks;(®)+ k. w;(0), 1) =k, s;®)+ky;(0), j=12,3, (3.18)
where
st =x1(0 = X®), 50 =x0—x(1), s30)=X0)—-x0), (3.19)
yi@)=0,0)—0@1), w(1)=0,()—0,(1), w3() =060 —06,1. '
The balance of macro linear and angular momenta read
FO)+ f1(0) — f3() = My X(1),
®+ f1() = f3(0) 0 X(®) (3.20)

T@) +1,() = 13(1) = I O1),
where F(t) and T'(¢) are the applied macro-force and macro-moment, respectively. Let us assume that the macro and micro forces and
torques are harmonic, i.e., F(t) = Fe'®!, T(t) = T e'®!, F,, (1) = F,; &'®", T,,;;(1) = T,y €'®!, F,p(t) = F,pe'®', and T,,(t) = T, ' “".
This implies that X () = X &/®!, O(t) = Oe' !, x,(t) = %, /7, 0,(t) = 0, &' ", x,(t) = X, ¢'®!, and 0,(r) = 0, ¢'“". Thus, the balance
equations for the micro and macro variables can be written as

fo= A+ Fpy = -0 m %y,
b0+ T, =-0 1,0,

I ,
fi—fatFp=—0"mX,,

[ 5 _ 3.21)
fy—ly+ Ty =—-w" 1,0,
F+fi-fi=-0MyX,
T+ -, =-0*1,0.
Substituting (3.19) into (3.17) and (3.20), one obtains the following matrix equation relating forces and displacements
2k — my w? 2k, —k —k, —k —k, % Fy
2k, 2k, — I, @* —k, . —k, —k, —k, 0, Ty
—k —k, 2% —myw 2k, —k —k, % | |,
=] = . (3.22)
—k, —k, 2k, 2k, — I,p @ —k, —k, 0, T
-k —k, —k —k, 2k — My o? 2k, X F
—k, —k, —k, —k, 2k, 2k, — Iyw?* || 6 T

The above matrix equation can be recast in the inner-outer form as follows. Define the inner and outer generalized displacements

x (1)
0,(1) [X ®)
X, = = . (3.23)
RN °" len
0,(1)
The inner and outer mass matrices read
m 0 0 0
0 1 0 0 M, 0
My = " ., Mgy=|0 ) 3.24
=0 0 m o 0o [o IO] 3.24)
0 0 0 I,
The stiffness matrices are written as
2%k 2k, -k —k,
2k 2k 2k 2k -k -k k k k Kk
Koo = ‘. Ky=|[Te¢ T © . Ko=- ¢ ‘. 3.25
00 [ch 2k,] U7k -k, 2k 2k, ol k., k k. k (3.25)
-k, -k, 2k, 2k

13
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and Ko = K]. Equivalently,

My, 0 [m o m 0
S O S S
and
2K -K k k
KOO = 2K, KH = [—K 2K] 5 KOI = - [K K] s K= [kc k(;:| . (327)
The outer and inner force vectors are defined as
le
F(t)] T
F, = , F=( "1. (3.28)
0 [T(t) ' F,
Tm2

The effective dynamic mass is calculated using (2.47) and reads

M.+ 2m(k2—kk,+1,,kw?) 21, k. ma?
0 2 ey =1,y @) (k—ma? K2 —=(y =y 0?) (k—meo?
M) = c—(k; lma; Yk—maw*) (K In,zw Y(k—ma )2 (3.29)
21, k.ma I+ 21, (k;—kk;+mk,; o)
K2 —(ky—1,,@?)(k—mw?) 0 K2 (k= Iy (k—ma?)
Note that the effective dynamic mass matrix can be written as a static mass matrix plus an added mass matrix as
Megr(@) = Mgatic + Madded (@), (3.30)
where
M, 0 Mw) J()
Miatic = | 0 ., M =% Sl 3.31
static [ 0 IO] added(w) [J(a)) (@) ( )
and
— 2m(k? — kk, + I, ka®) ~ 21, k. mw? ~ 21, (k2 — kk, + mk,w?)
M(w) = e - J() = m-e T(w) me 1 7 (3.32)

K2 = (k, — I,oM)(k — ma?) K2 — (k, — I,0))(k — mo?) - k2 — (k, — I,0%)(k — ma?)

Comparing with the effective dynamic mass matrix of the single micro-mass cell in (3.10) we note the following equivalence

M2LmSS(2k 2k, 2k, m, 1, 2Mq, 215) = 2MI™3S(k, ko, kyom, 1y, M, o) - (3.33)

m»

Thus, a single micro-mass cell with micro-mass m and micro-inertia I,, is equivalent to a double micro-mass cell with the same
micro-mass and micro-inertia, doubled outer stiffness and macro-mass and inertia. There is a similar equivalence relation for a unit
cell with N micro-masses in series. Thus, hereafter it suffices to consider a microstructure with a single mass-in-mass unit cell (see
top-left panel of Fig. 2).

3.2. Bloch analysis and frequency bands

In this section, we study the spectral properties of the 1D composite lattice depicted in the second panel from the bottom of
Fig. 4. The unit cell (fundamental domain) of the composite lattice has two mass-in-mass cells that are separated by distance L and
are connected to each other by an outer chiral spring with elastic constants K, K, and K,. Each mass-in-mass cell is identical to
that shown in the top-left panel of Fig. 2. In order to avoid unstable modes, it is assumed that kk, — kf >0, and KK, — Kc2 > 0. Note
that k, k., K, K, > 0. Let us define the following 4 x 4 local stiffness matrices

K 0 K K,
Koy = [OG 0] , Kg = [K KC] , (3.39)

c 1

where Kg and the null matrix 0 are 2 x 2 matrices. The generic cells 2 and 2j + 1 interact via the stiffness matrix K., while the
nearest-neighbor unit cells interact through the stiffness matrix K., with g > 0. The case of a simple lattice is recovered when
p=1.

We next perform a dynamic Bloch analysis of the infinite lattice, whose unit cell has 4 degrees of freedom (2 outer and 2 inner
generalized displacements). The frequency bands follow by solving a linear eigenvalue problem in the squared frequency o? (c.f.,
e.g., Fedele et al., 2005b, and references therein). Then, we consider the associated reduced (effective) lattice by lumping the
microstructure of each cell to a single mass with the 2 x 2 effective dynamic mass matrix Mg(®) in (3.10). The reduced (condensed)
lattice has unit cells with 2 degrees of freedom (2 outer generalized displacements only). The frequency bands follow by solving
a smaller 2 x 2, but nonlinear eigenvalue problem in w? because the effective dynamic mass matrix is frequency dependent. It is
shown that the full and reduced lattice models give the same frequency bands. On the one hand, the full lattice has a stiffness
matrix double the size of that of the reduced lattice, but the Bloch eigenvalue problem of the former is linear. On the other hand,
the reduced (effective) lattice yields a nonlinear Bloch eigenvalue problem of a smaller size.
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Fig. 4. Bottom panels: (top) a periodic 1D composite lattice with alternating nearest-neighbor cell-cell stiffness matrices and (bottom) the associated
reduced (condensed) lattice. Top panel: Frequency dispersion bands of the 1D composite lattice for § = 0.7, 1, 1.3. The (black) symmetric and (red) anti-symmetric
bands are also depicted for the simple lattice f = 1. Bandgaps (light violet) and frequency range of negative mass (ochre) are also shown. Natural frequencies
of the microstructure (red lines): @? =5.22,w? = 0.78. The two regions of negative effective dynamic mass are depicted (ochre strips). Each region is delimited
from below by the natural frequency of the microstructure and from above by the frequency at which the effective eigenmass vanishes. Note that only one of
the two negative-mass regions is within a bandgap.

3.2.1. The full lattice model
From Section 3.1, the Fourier transform of the associated dynamical equations (3.2) and (3.3) can be written in the compact
matrix form of (2.34) as —~@*M_ it + Kot = F, where

M, 0 K K 2K 2K X,
M., = | Voo K. . = |Roo or| _ o= |do 3.35
cel [ 0 MII] ’ cel [KIO Ky ) Q) ' R b4 (3.35)
Here, the inner and outer mass matrices are given in (3.5) and the stiffness matrix K is defined in (3.6). The vector &« € C* lists
the 2 x 1 vectors of the Fourier amplitudes of the outer and inner generalized displacements (X,.X;) given in (3.8). The outer and
inner forces (FO,FI) are defined in (3.15). In the following we will assume that the inner forces vanish, i.e., FI =0.
The location of each cell of the fundamental domain shown in Fig. 4 is X; = jL for j = 1,... N. The even cells 2j are connected

to their nearest-neighbor unit cells 2j + 1 and 2j — 1 by springs with stiffness matrices K., and K., (8 > 0), respectively. Let us
assume harmonic loads. The displacements of odd and even unit cells are assumed to be of the following forms

iy, = e’y = dyel™ iy, = 0,/ = fy @Y (3.36)

where @, #; € C*, and « = gL. Note that such a form for the solutions follows from the block-circulant nature of the stiffness and
mass matrices of the lattice, which allows them to be block-diagonalized by the block form of the discrete Fourier transform matrix
(cf., e.g., Pratapa et al., 2018). The dynamical governing equations then read

_ﬂKexﬁ2j—l +[(1+ ﬂ)Kex + Kcell]ﬁ2j - Kexﬁ2j+1 - w2Mce]lﬁ2j =0,

A N A N (3.37)
_Kexu2j +[(+ ﬂ)Kex + Kcell]u2j+1 - ﬁKexu2j+2 - szcellu2j+l =0.
Using (3.36), one obtains
[(1+ PKex + Kcell]ﬁoe[‘ﬂj - Kexﬁlem(sz) - ﬁKexfl el — sz llﬁ()ei(ﬂj =% (3.38)

[+ PKey + Keep 10,0 — gK 153+ — K, 01ye’ ™ — 0 M gy @+ = 0,
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Dividing the first and second equations by e/** and e'*%/*1), respectively, one obtains

[(1+ AKey + Keep 1y — aKey ) — szcellﬁO =0,

N P ) N (3.39)
[(1 4+ PKey + Keenlty — @' Keylly — 0 Mgty =0,
where a = e + fe~'®, and a' is the complex conjugate of a. This can be rewritten in the following compact form
1+ PKex + E(cell - C‘)chell —aKey ] [ﬁo] — [0] ) (3.40)
—a' Kex 1+ ﬁ)Kex + Kcell - szcell lAll 0

Note that the coefficient matrix is Hermitian, and hence, has real eigenvalues. The dispersion bands »?(z) can be evaluated by
solving the 8 x 8 linear eigenvalue problem above by imposing the vanishing of the determinant of the coefficient matrix. This
yields an 8th-order polynomial equation in w?, whose roots yield 8 frequency bands.

3.2.2. The reduced lattice model via the effective dynamic mass

We next lump the microstructure of each cell to a single mass with the 2 x 2 effective dynamic mass matrix Mgg() in (3.10)
related to the outer Fourier amplitude displacements v = Xo € C? given in (3.8),. The reduced (condensed) lattice has unit cells
with 2 degrees of freedom (outer displacements of translation and twist) and it is depicted in the bottom panel of Fig. 4. In the
following we will show that the frequency bands are obtained by solving a 4 x 4 nonlinear eigenvalue problem in »? as the effective
dynamic mass matrix is frequency dependent.

The effective dynamic mass cells are connected via outer chiral elastic springs characterized by the 2 x 2 stiffness matrix K; (see
(3.34),). In particular, even nodes interact with their successive (odd) node by a spring of stiffness K; and interact with their
preceding (odd) node by a spring of stiffness fK;. Odd nodes are connected to their successive (even node) by a spring of stiffness
PK; and to their preceding (even) node by a spring with stiffness K. For a harmonic motion the associated Fourier amplitude of
the outer displacements (translation and twist) of odd and even nodes are assumed to be of the following form

0y = Ve' U = gy, V41 = 9,/ 0XUH = 9,/ *@+D (3.41)
where ¥, ¥, € C?, and « = ¢L. The dynamical equations of even and odd node masses are written as

(1+ PKghy; —Kg¥y41 — fKGo,, | — 0*Megg(@)¥y; =0,

. X . ) X (3.42)
(1 + AKgVyp1 — FKGVaj00 — Kg¥y; — 0 Meg(@)¥y;4 = 0.
Using (3.41), one writes
(1 + PKg¥e"™™ = Kg¥ @+ — pK 9@ — 0’ Mg(@)¥pe' ™ = 0, (3.43)
(1+ ﬂ)KGOle"’(szfl) — ﬁKG‘A,Oeia(Zj+2) _ KG%eiazj' _ 0021\,[&{(00){,1ein((2j+1) -0. .
Dividing the first and second equations by e'** and e'*%+*D, respectively, one obtains
1+ pKg¥y — aKg¥) — 0*Meg(@)¥y = 0,
a+p &% ‘ at i ff( % (3.44)
1+ PKgV —a'KgVy — 0" Meg(w)¥; =0,
where a = ¢’ + fe~'@, and 4" is the complex conjugate of a. This can be written in the following compact form
1+pKs  —-dKg ] 2 [Meff(w) 0 ] ) [@0] [0]
—w U= . (3.45)
([ -a'Kg 1+ pKg 0 Mg(@)] ) [ 0
Thus, we obtain the following 4 x 4 nonlinear eigenvalue problem in w?
(1 + PHKg — @*Mg(@) -aKg Vo 0
; ) = , (3.46)
—a'Kg (1+ pKg — 0*Mgg(@)| [9,] ~ [0

because the effective dynamic mass matrix is frequency dependent (see (3.10)). The dispersion bands w?(a) follow by imposing
the vanishing of the determinant of the above 4 x 4 coefficient matrix. This gives the same 8th-order polynomial equation in «?
that follows from the full linear eigenvalue problem in (3.40). The nonlinear eigenvalue problem (3.46) reduces to two smaller
2 x 2 nonlinear eigenvalue problems for the simple lattice with f =1 as is amenable to algebraic simplification.

Remark 3.1. In the case of an uniform lattice, i.e., f = 1, (3.46) reduces to

2K — 0*Meg(@) —2cosaKg Yl [0 (3.47)
—2cosaKg 2K — o’ Meg(@)| 9] ~ [0] ° )

The associated matrix is real-symmetric. The mirror-symmetry of the uniform lattice, or equivalently, rotational symmetry with an
angle of z, permits solutions of the system (3.47) as either (+) symmetric modes [¥,, V4] (¥; = V) or (-) anti-symmetric modes
[Vo, =Vo] (¥, = —¥,) (cf., e.g., Sharma and Suryanarayana, 2021, and references therein). For symmetric modes the 4 x 4 matrix
equation in (3.47) reduces to two identical 2 x 2 matrix equations for ¥y: [2(1 — cos @)K — @*Mc(®)] ¥ = 0. For the anti-symmetric
modes we instead have [2(1 +cos )Kg — szeff(a))] Vo = 0. In compact form, the symmetric and anti-symmetric modes satisfy the
following 2 x 2 nonlinear eigenvalue problem

(b*Kg — @*Mgr(@))¥y = 0, (3.48)
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where b* = 2(1 F cos a). Non-trivial solutions for symmetric (+) and anti-symmetric (—) modes exist if the determinant of the linear
system in (3.48) vanishes. Such a condition provides the squared eigenfrequencies w? by solving the following nonlinear equation

|th<G — M g(@)| =0, (3.49)

or

bEK — 0’ M (@) b*K, — ®M ()| _

K, — 0’ My (w) b*K, — 0> My (w)| 0. (3.50)

This simplifies to Q;(w) ®* + O,(w) ®* + Q5 = 0, with

0, = ‘Meff = _MIZZ(CU) + M (@)My(w), 0, = b*(=K, M}, (@) + 2K M 5(®) — KMy (@), @3.51)

0; = (*)?|Kg| = -7 (K? - KK)),
where use has been made of the symmetry M, = M,,. This reduces to the following 4th-order polynomial in r = »*:

Ar* +Br* +Cr* + Dr+ E=0, (3.52)
where

A=—Iyl,mM,,

B =b*1,m(IoK + K,My) + 2(Iok,mMg + I,,k,mMq + Io1,k(m + M,)),

C =(b*)*1,,(K? = KK)m + 4(Iy + 1,)(K* — kk,)(m + M) (3.53)

— 261K I,k + k,;m) + K, k,mMy + 1,,(~2k . K,m + Kk,m + kK,(m + My))),
D =2b%(—=b*(K? — KK,k + k;m) = 2(k? — kk,) (Lo + LK + K,(m + My))),
E = — 4(b*)2(k? — kk,)(K? - KK,).

Thus, we have 4 bands of symmetric modes (b*) and 4 bands of anti-symmetric modes (™). The associated eigenvector u, follows
from (3.48). For example,

_b*K, — o’ My (o)

1 =R (=1, R= :
Fo o) bK — 0> M| (@)

(3.549)
if the denominator of R does not vanish.

Zero-frequency, or energy modes exist if E = 0, that is —4(bi)2(kf - kk,)(KC2 — KK,) = 0. This vanishes if either (i) b* = 0,
i.e., cosa = +1, or (ii) kf — kk, = 0, or Kf — KK, = 0, which prescribes the value of the chiral coefficients so that either the
determinant of the inner stiffness matrix K or that of the outer stiffness matrix K vanishes. For example, from (i) zero-frequency
modes satisfy « = gL = 0, and ¢L = —x,0, z. Such modes correspond to generalized rigid displacements (translation and twist) of
the entire chain (gL = 0) or to opposite displacements at even and odd nodes (gL = +x). Such modes are ‘floppy’ in the sense that
they are mechanisms that do not require any deformation energy, or force. An example is

. X /&
Vﬂoppy = [@—] = |: | K . (355)

Examples. Consider the 1D composite lattice and its reduced model depicted in the bottom panels of Fig. 4. The inner parameters
m = 0.25,1,, = 0.25,k = 0.5,k, = 0.25, and the outer parameters M, = 1.5,I, = 1.5,K = 2, K, = 2 are chosen. Note that here and
henceforth the units for each of the quantities are not specified. Indeed, any consistent system of units, e.g., SI, can be chosen.
The inner and outer chiral stiffnesses are selected to avoid zero-energy modes, in particular k, = y1/kk,, and K, = I'\/KK,, where
lyl,IT'| < 1. When |y|,|I'| = 1 zero-energy modes exist. We choose y = I' = 0.7. We consider the reduced (condensed) lattice and
frequency dispersion bands w*(«) are computed by solving the nonlinear eigenvalue problem in w? in (3.46), which is an 8th-order
polynomial in w?. The bisection method is used to find the eight roots of the 4 x 4 determinant of matrix system (3.46), which are
identical to those obtained by solving the 8 x 8 linear eigenvalue problem (3.40) of the full lattice.

The frequency bands for g = 0.7, 1, 1.3 are depicted in the top panels of Fig. 4. The two regions of negative effective dynamic
mass are also shown (ochre strips). Each region is delimited from below by the natural frequency of the microstructure and from
above by the frequency at which the effective eigenmass vanishes. Note that only one of the two negative-mass regions is within a
bandgap. For the uniform lattice (# = 1) the roots of the quartic algebraic equation (3.52) yields the frequency bands of symmetric
modes (black curves) and anti-symmetric modes (red curves), the only two modes permitted by the mirror-symmetry of the lattice.
Two pairs of frequency bands intersect at special points indicating the existence of 1D analogues of Dirac cones (Ochiai and Onoda,
2009; He and Chan, 2015). The emergence of such special points is attributed to band crossing protected by the mirror-symmetry of
the uniform lattice (He and Chan, 2015). The Dirac nodes unbuckle for the cases f # 1 because the mirror-symmetry of the lattice
is broken by the alternating outer springs of different stiffness along the lattice. A bandgap opens for each band pair, where wave
propagation is forbidden. The composite lattice becomes the 1D analogue of a Chern, or topological insulator (Shankar et al., 2022).
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Fig. 5. Bottom panels: (top) a 1D finite composite lattice with alternating nearest-neighbor cell—cell stiffness matrices (N = 200 nodes, g = 1.3) and (bottom)
the associated reduced (condensed) lattice. The parameters #,{ > 0 specify the type of boundary conditions. Top panel: Frequency dispersion bands and defect
modes (translation displacements). Bandgaps (light violet) and frequency range of negative mass (ochre) are also shown. Natural frequencies of the microstructure
(red curves): w? =522, wg =0.78.

3.3. Defects and localized modes

Consider the defective 1D composite lattice of N cells indicated in the second panel from the bottom of Fig. 5 with the local
4 x 4 stiffness matrix K, given in (3.34),, and the cell mass matrix M.¢; given in (3.35),. The boundary springs nK., at j = 1 and
(K. at j = N (see bottom panel of Fig. 5) introduce defects as they break the translation symmetry of the lattice (see, e.g., Fedele
et al., 2005b).

3.3.1. The full lattice model
The 4N x 4N global mass matrix is block-diagonal and is written as

Mcell
Mcell
M= . (3.56)
Mcc]l
M

cell

The 4N x 4N global stiffness matrix is given by

NKex + PKex + Keell —PKex
_ﬂKex 1+ ﬂ)Kex + Kcell _Kex

K= . (3.57)

_Kex 1+ ﬁ)Kex + Kcell _ﬂKex
- —PKey (Kex + FKey + Keen

The displacement vector has the form @ = [&; @, - ﬁN]T, where the vector @1; € C* lists the 2 x 1 vectors of the Fourier amplitudes
of the outer and inner generalized displacements (XO,XI) of the unit cell j at X; = jL given in (3.8).
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Fig. 6. Bottom panel: (top) A 1D defective finite composite lattice with alternating nearest-neighbor cell-cell stiffness matrices (N = 200 nodes, # = 1.3) and
central defect of the outer, or macro stiffness (6 = 4); (bottom) the associated reduced (condensed) lattice. Top panel: Frequency dispersion bands and defect
modes (translation displacements). Bandgaps (light violet) and frequency range of negative mass (ochre) are also shown. Natural frequencies of the microstructure
(red curves): w? =522, wg =0.78.

3.3.2. The reduced lattice model via the effective dynamic mass

We now consider the reduced lattice shown in the bottom panel of the same Fig. 5, where we lump the microstructure of each
macro-mass to a single mass whose 2 x 2 effective dynamic mass matrix is Mg(w) given in (3.10). The 2 x 2 stiffness matrix of
the elastic springs connecting the lumped masses is K; given in (3.34),. The 2N x 2N global effective dynamic mass matrix is
block-diagonal and is written as

M.t (@)
Myt (@)
M, () = . (3.58)
M, (@)
M, (@)

The 2N x 2N global effective stiffness matrix is given by

nKg+pKg  —fKg
—fKg  (+PKs —Kg

K, = ) (3.59)

-Kg (1+pKg -pKg
— .. —-fKg ¢Kg + pKg
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Fig. 7. Bottom panel: (top) A 1D defective finite composite lattice with alternating nearest-neighbor cell-cell stiffness matrices (N = 200 nodes, g = 1.3) and
a microstructure defect at the central cell with micro mass m and inertia I, y-times larger than those of the other cells (y = 1.75); (bottom) the associated
reduced (condensed) lattice. Top panel: Frequency dispersion bands and bandgaps (light violet) and frequency range of negative mass (ochre) are also shown. There
is only defect mode (translation displacements) of the defective lattice inside the negative-mass region of the bandgap. Natural frequencies of the microstructure
(red curves): w} =5.22,w} = 0.78.

The displacement vector has the form ¥ = [V, ¥, ---GN]T, where ¥, is the 2 x 1 vector of the Fourier amplitudes of the outer
generalized displacements of the unit cell j at X; = jL, thatis ¥ = X, € C? given in (3.8);. The matrix is Hermitian as expected.
Defect modes are identified by finding the isolated eigenvalues w? of the 2N x2N nonlinear eigenvalue problem |K, — ©*M,(w)| = 0
by the bisection method (see, e.g., Fedele et al., 2005b,a, and references therein). The same modes can be obtained by solving
the 4N x 4N linear eigenvalue problem |K — >M| = 0 of the full lattice, where the full mass and stiffness matrices are given in

Section 3.3.1. The defect eigenvalues reside within the bandgaps of the periodic composite lattice.

Examples. The dispersion bands of the composite lattice (f = 1.3, N = 200) with an imperfection of the outer, or macro stiffness
near node 1 are shown in Fig. 5. A defect mode is present in each bandgap of the associated periodic lattice. The defect modes are
localized in space and tend to decay slower as they get closer to the band edges. Similar results hold for an imperfection of the outer,
or macro stiffness at the central node of the lattice depicted in Fig. 6. Note that in both cases the frequency of the defect mode Dj is
outside the bandgap region of negative mass. As a matter of fact, for the chosen parameters the microstructure has a positive-definite
effective dynamic mass matrix. If one alters the microstructure of the central cell to have a negative effective dynamic mass, then
the defective lattice has only one defect mode, which lies inside the negative-mass region of a bandgap as depicted in Fig. 7.

4. Concluding remarks

In this paper, we presented a general formalism for the effective dynamic mass of mechanical lattices with microstructure.
Specifically, we first revisited a classical case of the microstructure being modeled as a spring-interconnected mass-in-mass
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system, showing that its frequency-dependent effective dynamic mass can be derived in three different ways, namely, momentum
equivalence, dynamic condensation of the momentum balance equations, and action equivalence. The effective dynamic mass is the
sum of a static mass and of an added mass, which accounts for the effect of the microstructure on the macrostructure, in analogy to
that of a swimmer in a fluid. This framework was generalized to systems with arbitrary microstructure, and it provides an avenue
for defining the effective dynamic mass for more complex systems such as those with disorder, uncertainties or nonlinearities (see,
for example Whitham, 1974).

As an application, we considered a 1D composite lattice, whose microstructure is modeled by a chiral spring-interconnected
mass-in-mass cell. A reduced (condensed) model of the full lattice is then obtained by lumping the microstructure into a single
effective dynamic mass. We then studied the spectral properties of the composite lattice, in particular, the frequency bands and
localized modes due to defects. To do so, we performed a dynamic Bloch analysis using both the full and reduced lattice models,
which provide identical spectral results. In particular, the frequency bands follow from the full lattice model by solving a linear
eigenvalue problem, or from the reduced lattice model by solving a smaller nonlinear eigenvalue problem, for which we used the
bisection method. We found that the range of frequencies of negative effective dynamic mass falls within the bandgaps of the lattice.
In addition, localized modes due to defects of the macrostructure have frequencies within the bandgaps, but outside the negative-
mass range. If the defect alters the microstructure of a lattice cell to have negative effective dynamic mass (micro-defect), then there
is only one localized mode at the cell with defect, with frequency within the negative-mass range of the bandgap. Macro-defects of
the outer lattice result in defect modes within each bandgap, but outside the negative-mass range, irrespective of the mass sign of
the microstructure.

The proposed formalism can be applied to reveal exotic properties of coupled micro-macro systems, such as active matter or
metamaterials (Shankar et al., 2022), making it a worthy subject for future work. In particular, the unconventional properties of
these peculiar systems, such as negative mass or stiffness, and odd viscosity or elasticity (Fruchart et al., 2023), are clearly defined
for the reduced (or effective) lattice.

Data availability
No data was used for the research described in the article.
Acknowledgments

AY. was partially supported by NSF — Grant No. CMMI 1939901, and ARO, United States Grant No. W911NF-18-1-0003. P.S.
acknowledges support from the Clifford and William Greene, Jr. Professorship.

References

Auffray, N., Dirrenberger, J., Rosi, G., 2015. A complete description of bi-dimensional anisotropic strain-gradient elasticity. Int. J. Solids Struct. 69, 195-206.

Auffray, N., Kolev, B., Olive, M., 2017. Handbook of bi-dimensional tensors: Part I: Harmonic decomposition and symmetry classes. Math. Mech. Solids 22 (9),
1847-1865.

Avila, A., Griso, G., Miara, B., Rohan, E., 2008. Multiscale modeling of elastic waves: Theoretical justification and numerical simulation of band gaps. Multiscale
Model. Simul. 7 (1), 1-21.

Banerjee, B., 2011. An Introduction to Metamaterials and Waves in Composites. CRC Press.

Berryman, J.G., 1980. Long-wavelength propagation in composite elastic media I. Spherical inclusions. J. Acoust. Soc. Am. 68, 1809-1819.

Bohmer, C.G., Lee, Y., Neff, P., 2020. Chirality in the plane. J. Mech. Phys. Solids 134, 103753.

Cheverton, K.J., Beatty, M.F., 1981. Extension, torsion and expansion of an incompressible, hemitropic Cosserat circular cylinder. J. Elasticity 11 (2), 207-227.

Cveticanin, L., Zukovic, M., 2017. Negative effective mass in acoustic metamaterial with nonlinear mass-in-mass subsystems. Commun. Nonlinear Sci. Numer.
Simul. 51, 89-104.

Cveticanin, L., Zukovic, M., Cveticanin, D., 2018. On the elastic metamaterial with negative effective mass. J. Sound Vib. 436, 295-309.

DiVincenzo, D.P., 1986. Dispersive corrections to continuum elastic theory in cubic crystals. Phys. Rev. B 34 (8), 5450.

Fedele, F., Yang, J., Chen, Z., 2005a. Defect modes in one-dimensional photonic lattices. Opt. Lett. 30 (12), 1506-1508.

Fedele, F., Yang, J., Chen, Z., 2005b. Properties of defect modes in one-dimensional optically induced photonic lattices. Stud. Appl. Math. 115 (2), 279-301.

Fruchart, M., Scheibner, C., Vitelli, V., 2023. Odd viscosity and odd elasticity. Annu. Rev. Condens. Matter Phys. 14 (1), 471-510.

Ghavanloo, E., Fazelzadeh, S.A., 2019. Wave propagation in one-dimensional infinite acoustic metamaterials with long-range interactions. Acta Mech. 230,
4453-4461.

Gorshkov, V., Sareh, P., Navadeh, N., Tereshchuk, V., Fallah, A.S., 2021. Multi-resonator metamaterials as multi-band metastructures. Mater. Des. 202, 109522.

He, W.-Y., Chan, C.T., 2015. The emergence of Dirac points in photonic crystals with mirror symmetry. Sci. Rep. 5, 8186.

Horn, R.A., Johnson, C.R., 2012. Matrix Analysis. Cambridge University Press.

Huang, H.H., Sun, C.T., 2009. Wave attenuation mechanism in an acoustic metamaterial with negative effective mass density. New J. Phys. 11 (1), 013003.

Huang, G.L., Sun, C.T., 2010. Band gaps in a multiresonator acoustic metamaterial. J. Vib. Acoust. 1322, 031003.

Huang, H.H., Sun, C.T., Huang, G.L., 2009. On the negative effective mass density in acoustic metamaterials. Internat. J. Engrg. Sci. 47 (4), 610-617.

Iesan, D., Quintanilla, R., 2016. On chiral effects in strain gradient elasticity. Eur. J. Mech. A Solids 58, 233-246.

Kochmann, D.M., Drugan, W.J., 2011. Infinitely stiff composite via a rotation-stabilized negative-stiffness phase. Appl. Phys. Lett. 99 (1), 011909.

Lai, Y., Wu, Y., Sheng, P., Zhang, Z.-Q., 2011. Hybrid elastic solids. Nature Mater. 10 (8), 620-624.

Lakes, R., 2001a. Elastic and viscoelastic behavior of chiral materials. Int. J. Mech. Sci. 43 (7), 1579-1589.

Lakes, R.S., 2001b. Extreme damping in composite materials with a negative stiffness phase. Phys. Rev. Lett. 86 (13), 2897.

Lakes, R.S., Benedict, R.L., 1982. Noncentrosymmetry in micropolar elasticity. Internat. J. Engrg. Sci. 20 (10), 1161-1167.

Li, B., Alamri, S., Tan, K.T., 2017. A diatomic elastic metamaterial for tunable asymmetric wave transmission in multiple frequency bands. Sci. Rep. 7 (1), 6226.

Liu, X.N., Huang, G.L., Hu, G.K., 2012. Chiral effect in plane isotropic micropolar elasticity and its application to chiral lattices. J. Mech. Phys. Solids 60 (11),
1907-1921.

21


http://refhub.elsevier.com/S0022-5096(23)00197-7/sb1
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb2
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb2
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb2
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb3
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb3
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb3
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb4
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb5
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb6
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb7
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb8
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb8
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb8
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb9
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb10
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb11
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb12
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb13
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb14
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb14
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb14
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb15
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb16
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb17
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb18
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb19
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb20
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb21
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb22
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb23
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb24
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb25
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb26
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb27
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb28
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb28
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb28

F. Fedele et al. Journal of the Mechanics and Physics of Solids 179 (2023) 105393

Manimala, J.M., Huang, H.H., Sun, C., Snyder, R., Bland, S., 2014. Dynamic load mitigation using negative effective mass structures. Eng. Struct. 80, 458-468.

Mei, J., Liu, Z., Wen, W., Sheng, P., 2007. Effective dynamic mass density of composites. Phys. Rev. B 76 (13), 134205.

Milton, G.W., Willis, J.R., 2007. On modifications of Newton’s second law and linear continuum elastodynamics. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng.
Sci. 463 (2079), 855-880.

Muhlestein, M.B., Sieck, C.F., Wilson, P.S., Haberman, M.R., 2017. Experimental evidence of willis coupling in a one-dimensional effective material element.
Nature Commun. 8 (1), 15625.

Ochiai, T., Onoda, M., 2009. Photonic analog of graphene model and its extension: Dirac cone, symmetry, and edge states. Phys. Rev. B 80, 155103.

Papanicolopulos, S.-A., 2011. Chirality in isotropic linear gradient elasticity. Int. J. Solids Struct. 48 (5), 745-752.

Pratapa, P.P., Suryanarayana, P., Paulino, G.H., 2018. Bloch wave framework for structures with nonlocal interactions: Application to the design of origami
acoustic metamaterials. J. Mech. Phys. Solids 118, 115-132.

Saffman, P.G., 1967. The self-propulsion of a deformable body in a perfect fluid. J. Fluid Mech. 28 (2), 385-389.

Shankar, S., Souslov, A., Bowick, M.J., Marchetti, M.C., Vitelli, V., 2022. Topological active matter. Nat. Rev. Phys. 4, 380-398. http://dx.doi.org/10.1038/542254-
022-00445-3.

Shapere, A., Wilczek, F., 1987. Self-propulsion at low Reynolds number. Phys. Rev. Lett. 58 (20), 2051.

Sharma, P., 2004. Size-dependent elastic fields of embedded inclusions in isotropic chiral solids. Int. J. Solids Struct. 41 (22-23), 6317-6333.

Sharma, A., Suryanarayana, P., 2021. Real-space density functional theory adapted to cyclic and helical symmetry: Application to torsional deformation of carbon
nanotubes. Phys. Rev. B 103 (3), 035101.

Sozio, F., Golgoon, A., Yavari, A., 2021. Elastodynamic transformation cloaking for non-centrosymmetric gradient solids. Z. Angew. Math. Phys. 72 (3), 1-19.

Whitham, G.B., 1974. Linear and Nonlinear Waves. Wiley-Interscience, New York, p. 651.

Willis, J.R., 1985. The nonlocal influence of density variations in a composite. Int. J. Solids Struct. 21 (7), 805-817.

Wojnar, C.S., Kochmann, D.M., 2014. Stability of extreme static and dynamic bulk moduli of an elastic two-phase composite due to a non-positive-definite phase.
Phys. Status Solidi B 251 (2), 397-405.

Yang, M., Ma, G., Yang, Z., Sheng, P., 2013. Coupled membranes with doubly negative mass density and bulk modulus. Phys. Rev. Lett. 110 (13), 134301.

Yao, S., Zhou, X., Hu, G., 2008. Experimental study on negative effective mass in a 1D mass-spring system. New J. Phys. 10 (4), 043020.

Yavari, A., Golgoon, A., 2019. Nonlinear and linear elastodynamic transformation cloaking. Arch. Ration. Mech. Anal. 234 (1), 211-316.

Yu, X., Wang, L., Wu, K., Gao, Y., 2023. Wave propagation in chiral stiffness metamaterials. J. Appl. Phys. 133 (2), 025105.

22


http://refhub.elsevier.com/S0022-5096(23)00197-7/sb29
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb30
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb31
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb31
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb31
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb32
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb32
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb32
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb33
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb34
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb35
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb35
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb35
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb36
http://dx.doi.org/10.1038/s42254-022-00445-3
http://dx.doi.org/10.1038/s42254-022-00445-3
http://dx.doi.org/10.1038/s42254-022-00445-3
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb38
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb39
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb40
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb40
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb40
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb41
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb42
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb43
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb44
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb44
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb44
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb45
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb46
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb47
http://refhub.elsevier.com/S0022-5096(23)00197-7/sb48

	On the effective dynamic mass of mechanical lattices with microstructure
	Introduction
	Effective dynamic mass formalism
	Swimmer in a fluid analogy
	1D spring-interconnected mass-in-mass microstructure
	General mechanical systems with arbitrary microstructure
	Momentum equivalence
	Dynamic condensation
	Action equivalence


	1D composite lattices with 1D chiral spring-interconnected mass-in-mass microstructure
	Effective dynamic mass matrix of a cell with a single micro-mass
	The effective dynamic mass matrix and force vector
	Frequency ranges of negative effective dynamic mass
	Equivalence with a cell with two micro-masses

	Bloch analysis and frequency bands
	The full lattice model
	The reduced lattice model via the effective dynamic mass

	Defects and localized modes
	The full lattice model
	The reduced lattice model via the effective dynamic mass


	Concluding Remarks
	Data availability
	Acknowledgments
	References


