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A B S T R A C T   

Synchrotron x-ray diffraction (XRD) analysis was performed on transition joints between a single-phase MnFe
CoNiCu alloy and Ni-base Alloy 738LC to efficiently identify the constituent phases across the interface, with 
different levels of material intermixing generated by laser-welding with variable power. The intermixing extent 
was quantified by postmortem energy dispersive x-ray spectroscopy mapping. Diffraction-based analyses on 
complex composition spaces with limited prior data present significant challenges because elemental substitution 
in both disordered and ordered phases is more extensive than in conventional alloy spaces, which may effectuate 
relatively large shifts in the observed lattice parameters that convolute the analysis. Therefore, thermodynamic 
simulations and crystallographic literature data were employed to construct a system-specific diffraction library 
of twelve prospective phases for the composition space investigated. Subsequently, for predicted disordered 
cubic phases, statistical hard-sphere models were established to estimate the lattice parameters and predict 
diffraction peak positions for inclusion in the library. The library was then employed to analyze diffraction 
profiles measured from the variably intermixed transition joints, with focus on accounting for both high and low- 
intensity peaks. 99.0 % of diffraction peaks with relative intensity greater than 0.001 were assigned to phases 
from the system-specific library, exemplifying rigorous peak accounting and indicating that no unexpected 
phases were present. Up to six of the twelve library phases were experimentally found in the transition joints. The 
lattice parameters predicted by the statistical hard-sphere model based upon thermodynamic simulations agree 
reasonably well with the measured values for the disordered FCC matrix phase.   

1. Introduction 

Since they were conceptualized in 2004 [1,2], high-entropy alloys 
(HEAs) have been an area of interest in the metallurgical community 
because they comprise a vast space from which to design novel struc
tural or functional materials. While the original entropy-driven postu
lates of HEAs laid important groundwork for research in this field, the 
universality of these effects across all HEA compositions has been called 
into question in recent studies [3,4]. Therefore, many researchers in 
materials design are shifting away from strict, entropy-based definitions 
and broadening the design space to include multi-principal element al
loys (MPEAs) or complex, concentrated alloys (CCAs) [5]. In this 
broadened design space, concentration limits and restrictions on the 
number of constituent elements are more relaxed, such that many 
traditional material systems including Ni-superalloys and even some 
stainless steels meet criteria for classification as MPEAs or CCAs [5]. 

When investigating novel materials in the CCA design space, a 
thorough assessment of their constituent metallurgical phases is essen
tial to understand performance. High energy synchrotron x-ray diffrac
tion (XRD) is a powerful and efficient technique available for phase 
identification, combining the ability to assess relatively large material 
volumes and to detect low-volume-fraction constituents. Volume frac
tions as low as 0.0045 have reportedly been detected using this tech
nique [6], with this detection limit depending on the experiment setup 
and the phases in question. Historically, phase identification from an 
XRD pattern was accomplished by comparison with the powder 
diffraction file [7,8], a comprehensive database of materials’ powder 
diffraction patterns amassed over the past 80 years [9,10]. In recent 
decades, several software packages for automated phase identification 
using methods based on comparison to this database have been devel
oped [10]. Moreover, the advent of diffraction pattern simulation from a 
crystal information file has enhanced flexibility in assessing structures 
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that are deviant from their exact stoichiometry. However, multiphase 
CCAs with limited prior data available nonetheless pose challenges in 
diffraction-based analyses. Many CCAs (e.g., novel MPEAs and estab
lished Ni-superalloy CCAs) are assessed in their as-cast state [5], where 
large grain size and strong solidification texture cause significant de
viations from powder-pattern intensities. Additionally, disordered 
solid-solution phases common to CCAs often have lattice parameters and 
corresponding XRD peak positions that vary considerably from those of 
cubic phases in less concentrated alloy systems. Furthermore, any 
non-solid-solution phases that exist in CCA systems may differ from their 
known stoichiometry in isolation, due to the extensive availability of 
varied elements in the CCA for substitution, causing corresponding shifts 
in d-spacing for these phases as well. The commonly used Rietveld 
refinement technique [11] can accommodate deviations from powder 
intensities and known lattice constants by iteratively refining relevant 
parameters until the differences between an experimental pattern and 
that calculated from a set of input crystal structures are minimized. 
However, when assessing novel CCA materials, this technique is limited 
in that it requires each crystal structure to be input as a single unit cell, 
which cannot capture the disordered nature of random solid-solution 
structures common to many CCAs. Furthermore, this technique is best 
suited to refine strong peaks, as in a multiphase system where each 
phase comprises large volume fractions such 10 % or greater, as exem
plified by Gasan et al. [12], but it may not capture low volume fraction 
constituents. Most critically, inputting a set of conventional, known 
phases in a novel alloy system creates the potential for incorrect phase 
identification if false assumptions regarding the present micro
constituents are made. 

These above-mentioned aspects render phase identification from 
XRD in CCA systems a challenging, complex undertaking that requires a 
multifaceted analysis, which is acknowledged in a few recent literature 
studies. For example, Gasan et al. discuss the necessity of using equi
librium and non-equilibrium thermodynamic simulations to compare 
and guide their quantitative Rietveld refinement results for a four-phase 
AlxCoCrFeMoNi CCA system [12]. This strategy can reduce the possi
bility of erroneous structure selection. Other studies compare experi
mental XRD data of a CCA to the predicted constituent phases from 
thermodynamic simulations [13,14]. However, few XRD studies on CCA 
systems discuss the extent of peak shifting resulting from elemental 
substitution to validate assigning experimental XRD peaks to a partic
ular phase. 

This work uses synchrotron XRD to investigate a complex joint 
structure transiting from a random solid-solution single phase 
Mn35Fe5Co20Ni20Cu20 MPEA (composition approximate) [15–18] to the 
multiphase Ni-base Alloy 738LC, with different levels of intermixing at 
the interface generated by adjusting the input power when laser weld
ing. This MnFeCoNiCu-type MPEA was developed as a joining filler for 
Ni-base superalloys for mitigation of weldability issues [15,16]. The 
MPEA/Alloy 738LC intermixed region is compositionally complex, as 
this intermixed region contains both refractory elements and 
precipitate-forming elements from Alloy 738LC, in addition to the five 
principal alloying element of MPEA [19,20]. A thorough understanding 
of the phase constituents in the joint structure as a function of inter
mixing level, especially the minor phases, is critical for understanding 
the resulting mechanical performance. In this study, thermodynamic 
simulations were firstly used to generate a system-specific phase library 
spanning the composition space, and statistical hard sphere models were 
employed to predict lattice parameters for the disordered solid solution 
phases predicted. The phase library then guided the indexing of both the 
high- and low-intensity XRD peaks collected from a synchrotron source. 
The deviations from stoichiometric peak positions caused by elemental 
substitution are discussed in detail in this work, providing additional 
rationalization for the peak assignment. 

2. Simulations 

The flowchart in Fig. 1 summarizes the workflow for assessing the 
constituent phases in the mixed-CCA composition space. In this work, 
the MnFeCoNiCu-type MPEA is treated as the filler material, Alloy 
738LC is treated as the base, and any intermediate composition is 
treated as the weld. To label the range of intermediate compositions 
between the MnFeCoNiCu-type MPEA and Alloy 738LC, a dilution 
parameter is introduced to quantify the extent of mixing between the 
two materials. Dilution is often reported in welding metallurgy as a 
means of quantifying the amount of base metal incorporated into the 
melt pool in a non-autogenous weld [21,22]. By convention, the base 
material is treated as the diluent, such that 0 % dilution corresponds to 
pure weld filler material, and 100 % dilution corresponds to pure base 
material. If the two materials are of disparate concentration (X) in a 
particular element (i)¸ the dilution (Di) in a weld may be calculated by 

Di =
Xi, Weld − Xi, Filler

Xi, Base − Xi, Filler
(1)  

2.1. Thermodynamic simulations 

For simulations, intermediate compositions were calculated in in
crements of 10 % dilution, assuming the same Di for every element in the 
system. As indicated in Fig. 1, each calculated composition was first 
assessed via the Scheil solidification and equilibrium modules in Ther
moCalc software. For comparison, both the TCNI-11.0.1 database for Ni- 
alloys and the TCHEA-5.1 database for high entropy alloys were 
employed in the simulations. ThermoCalc’s database documentation 
[23] was used to interpret the predicted phases in the results. Fig. 2 
summarizes the simulated phase fractions for all prospective minor 
phases for both databases and both simulation modules. The major 
phase, constituting the remainder of the material up to a phase fraction 
of 1.0, always consisted of a disordered FCC solid solution matrix. Phase 
fractions are presented at the termination of the solidification sequence 
for the Scheil simulations, and at a temperature of 843 ◦C for the equi
librium simulations. 843 ◦C was selected because it is the final aging 
temperature in the industrially recommended heat treatment for Alloy 
738LC [20]. As shown in Fig. 2, a total of eleven prospective minor 
phases are predicted to form in at least one of the simulation modules for 
at least one dilution level. Nine of these phases can be sub-categorized as 
disordered solid solutions, carbides, geometrically close-packed (GCP) 
ordered intermetallics, or topologically close-packed (TCP) ordered 
intermetallics. 

Two disordered BCC solid solutions are predicted. One, labeled BCC 
in Fig. 2, is prevalent across many dilution levels in the Scheil module at 
phase fractions up to 0.01, and at dilution levels less than 50–60 % in the 
equilibrium data at phase fractions up to 0.06. The other, labeled 
BCC#2, is only predicted in very small phase fractions at high dilution 
levels in the Scheil module. A carbide phase with MC stoichiometry is 
predicted at every dilution level of 10 % or more in the Scheil data, and 
between dilution levels of 20–90 % in the equilibrium data. At the Alloy 
738LC base material composition (100 % dilution), the equilibrium 
carbide at 843 ◦C is instead predicted to have M23C6 stoichometry. The 
MC carbide phase fraction increases with dilution level and approaches 
0.01 near the Alloy 738LC composition in both simulation modules, 
while the M23C6 phase fraction exceeds 0.02 in the condition for which it 
is predicted. In terms of performance, the prediction of carbide phases is 
benign, as carbides are found in most Ni-base superalloys and offer 
direct and indirect strengthening contributions [24]. The GCP phases 
include γ’ and η, which are also generally neutral to beneficial micro
structural constituents [24]. γ’ is the main strengthening phase for Alloy 
738LC and a range of precipitate-strengthened Ni-superalloys, and is 
critical in providing high-temperature strength [25]. η-phase, though 
typically not employed as a strengthening phase at service conditions, 
may assist in microstructural control during processing of certain 
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superalloys [24]. Fig. 2 shows that γ’ is only predicted in equilibrium 
conditions, first appearing at a dilution level of 50 % and steadily 
increasing in abundance as dilution increases, reaching a phase fraction 
exceeding 0.45 in the Alloy 738LC composition. The η-phase only ap
pears at dilution levels of 90–100 % in the non-equilibrium Scheil 
simulations. However, it is predicted to be the most abundant minor 
phase for these compositions in these simulations, with a phase fraction 
exceeding 0.05 for 100 % dilution in the HEA database prediction. The 
brittle TCP phases, which include σ, µ, and Laves phase, are always 
detrimental to performance [24,26,27]. Fig. 2 indicates that these 
phases are only predicted by the Scheil solidification simulations and not 
in equilibrium conditions. σ and µ are predicted by both databases when 
dilution exceeds 70 %, and Laves phase is predicted primarily by the Ni 
database when dilution is between 10 % and 50 %. The two additional 
phases predicted are δ and the Heusler phase. δ is commonly observed in 
certain superalloys and is often considered detrimental, as it causes 
depletion of strengthening precipitates, although some beneficial as
pects are also noted [28]. The Heusler phase is occasionally discussed in 
both MPEA and Ni-alloy literature and reported to be brittle [29,30]. 
Fig. 2 illustrates that δ and the Heusler phase, as well as the BCC#2 solid 
solution, only appear intermittently and at very small predicted phase 
fractions in the simulation data. Therefore, δ, Heusler, and BCC#2 were 
disregarded in subsequent analysis. 

Broadly, the simulated results from each of the two databases were 
similar, although comparing Fig. 2(a) and (b) shows that the HEA 
database consistently predicts higher phase fractions of minor phases 

across the compositions assessed by the Scheil module. The results from 
the HEA database were therefore considered a more conservative pre
diction of the minor phases that would need consideration in experi
mental data, and this database was used in subsequent analysis. 

As indicated in Fig. 1, the simulated phase composition is another 
important output of the thermodynamic simulations, as it is critical to 
calculate the lattice parameter of disordered phases, and it assists in 
interpreting deviations from reported pure-phase lattice parameters for 
ordered phases. The composition data output from the HEA database for 
select prospective minor phases is provided in Fig. 3, with any elements 
whose concentration is below 1 at. % omitted. The phases shown are 
those predicted to exist at appreciable phase fractions across a broad 
range of dilution levels. Composition data from equilibrium simulations 
is reported at 843 ◦C. Composition data from Scheil simulations is 
averaged stepwise over the precipitation of the phase in the simulated 
solidification sequence, according to the equation: 

Xi, ϕ =
1

fϕ, N

∑N−1

j=1

(
fϕ, (j+1) − fϕ,j

)
∗ Xi,j (2)  

where X is the concentration of any element i in phase ϕ, N represents 
the total number of simulation steps taken in the Scheil solidification 
sequence, j represents any given simulation step number, and f repre
sents the fraction of phase ϕ at a given simulation step. 

Fig. 3(a) shows that the prospective BCC phase is predicted to 
contain Ni, Mn, Al, Co, Cr, and Ti. For simplicity, only the equilibrium 
composition data are shown, but the Scheil module predicts similar 

Fig. 1. Flow-chart describing the workflow combining simulated and experimental data to identify phases present in the mixed-CCA composition space investigated. 
Green boxes represent information input to the workflow, blue boxes represent intermediate analytical steps, and orange boxes represent information output from the 
preceding steps. 
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trends in the composition data as dilution varies. Fig. 3(b) indicates that 
Ti and Nb are predicted to be the main metal atoms in the MC carbide 
phase, with minor concentrations of Ta and W. In Fig. 3(c), the predicted 
composition of γ’ is consistent with its known stoichiometry of Ni3(Ti, 
Al), although γ’ is predicted to dissolve increasing amounts of Mn, Co, 
and Ta as the dilution level decreases below 100 %, i.e., as MnFeCoNiCu 
MPEA is mixed with Alloy 738LC. Finally, Fig. 3(d) shows that σ is 
predicted to be rich in Cr, Co, Mo and Ni, while the constituents of the 
Laves phase are Ta, Co, Ni, Mn, and Cr. 

As introduced in [18], a statistical hard-sphere approximation can be 
used in conjunction with reported atomic radii data [5] to calculate the 
lattice parameter of a disordered solid solution for any composition. The 
following equations are used for FCC and BCC structures, respectively: 

aFCC =

(
1̅

̅̅
2

√

)
∑n3

k=1
(XAk ∗ XBk ∗ XCk) ∗ (rAk + 2rBk + rCk) (3)  

aBCC =

(
1̅

̅̅
3

√

)
∑n3

k=1
(XAk ∗ XBk ∗ XCk) ∗ (rAk + 2rBk + rCk) (4)  

where a is the lattice parameter, n is the number of elements in the 
system, k is a unique permutation of three elements A, B, and C in the 
system, which may include repeats, X is the concentration of an element 
in atomic fraction, and r is the reported atomic radius of an element. 
Note that the identities of A, B, and C change as the permutation index k 
varies from 1 to n3. The calculated lattice parameter for the simulated 
compositions of the prospective BCC phase is included in Fig. 3(a). As 
indicated in Fig. 1, this model for estimating the lattice parameter of an 
unreported solid solution phase composition is assistive in assessing the 
presence of such a phase in XRD experiments. 

2.2. Simulated X-Ray diffraction patterns for prospective phases 

The composition information output from the thermodynamic sim
ulations, such as that displayed in Fig. 3, was used to inform the input 
crystal structure used to simulate an XRD pattern for each prospective 
phase, building a system-specific diffraction library. The strategy for 
selecting the input crystal structure differed for disordered (solid-solu
tion) and ordered (non-solid-solution) phases as shown in Fig. 1 and 
described in the following sections. Once an input structure was 

Fig. 2. Summary of phase fractions predicted by thermodynamic simulations for all phases except the disordered FCC solid solution matrix, which comprises the 
balance. (a, b) Scheil solidification module. (c, d) Equilibrium module at a temperature of 843 ◦C. (a, c) Using TCNI-11.0.1 database. (b, d) Using TCHEA- 
5.1 database. 

B. Schneiderman et al.                                                                                                                                                                                                                         



Materialia 32 (2023) 101911

5

selected, all pattern simulations were performed using GSAS-II software 
[31] with powder-pattern assumptions. The 2θ coordinate was con
verted to the wavelength-independent reciprocal lattice vector q, where 
q = 2π/d, with d representing the atomic interplanar spacing. Fig. 4 
summarizes the input crystal structures and resultant simulated 
patterns. 

2.2.1. Disordered solid-solution phases 
As indicated in Fig. 1, because the compositions of the solid solution 

prospective phases are undocumented in the literature, the lattice 
parameter calculated via the simulated composition data and Eqs. (3) 
and (4) was essential to simulate their XRD patterns. Every solid solution 
composition across the range of dilution levels has a unique calculated 
lattice parameter, as demonstrated in Fig. 3(a), and the estimated peak 
positions for each composition vary correspondingly. Figs. 4(a) and (b) 
show renderings of example compositions of the FCC matrix and BCC 
prospective phases and the accompanying simulated patterns. Two unit- 
cells in each dimension are illustrated in the renderings, to demonstrate 
the disordered nature of the phases and more accurately depict the 
average composition, but a single unit cell with lattice parameter 
calculated via Eqs. (3) and (4) was used to simulate the patterns. 

2.2.2. Ordered intermetallic and carbide phases 
As shown in Fig. 1, existing literature data was primarily used to 

construct input structures for the ordered, non-solid-solution phases. 
Despite the variations in composition shown in Figs. 3 (b-d), crystal 
lattice parameters were fixed at reported literature values, but the pre
dicted compositions guided structure selection and assisted in account
ing for experimentally observed d-spacing discrepancies, as described in 
Section 4.3. For the γ’ phase (Fig. 4c), the cubic ordered L21 Ni3Al 
structure [32] was input, with the lattice parameter a adjusted to the 
reported value of 3.58857 Å in Alloy 738LC [33]. For the η phase 
(Fig. 4d), the hexagonal close-packed ordered D024 Ni3Ti structure [34] 
was input, and lattice parameters were not adjusted from the reported 
values. It has been reported that η has very low solubility for elements 
other than Ni and Ti [24], so any substitutional uptake of extrinsic el
ements affecting the lattice parameters would be minimal. Based on the 
simulated composition of the MC carbide in Fig. 3(b), the TiC structure 
[32] was input for this phase, with the consideration that some deviation 
from the simulated peak positions (Fig. 4e) would be possible in ex
periments due to substitution of Nb, Ta, and W for Ti. Under similar 
logic, Cr23C6 [32] was selected as the representative structure for the 
M23C6 phase (Fig. 4f). 

For the three TCP phases, simulated composition data heavily 
informed structure selection. Hall and Algie summarize the common, 
known binary σ-phase compositions and their ordering schemes [35]. 
Based on the simulation output in Fig. 3(d), the prospective σ-phase 
most closely resembles Cr53Co47, with significant substitution of Co by 

Fig. 3. Simulated composition data for select prospective phases in the MPEA/Alloy 738LC system. Circles represent data from the equilibrium module, and triangles 
represent data from the Scheil solidification module. (a) BCC solid solution with the lattice parameter a calculated via Eq. (4) included. (b) MC carbide. (c) γ’. (d) 
Sigma and Laves TCP phases. 
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Fig. 4. The system-specific diffraction library. Shown are the crystal structures and simulated XRD patterns for (a-i) prospective phases output from the thermo
dynamic simulations, and (j-l) prospective oxide phases in the system. (a) FCC matrix. (b) BCC solid solution phase. (c) γ’. (d) η. (e) MC carbide. (f) M23C6 carbide. (g) 
σ. (h) µ. (i) Laves. (j) MnO. (k) Al2O3. (l) Cr2O3. 
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Ni and Mo. The input structure for σ (Fig. 4g) was therefore constructed 
based on the ordering scheme for Cr53Co47 [35], with lattice parameters 
taken from Wilson [27]. The µ-phase has stoichiometry A6B7 with the 
ordering scheme given by Sinha [26] and lattice parameters given by 
Wilson [27]. Simulated composition data provide a stoichiometry 
consistent with Ta, W, Nb, Mo, and Fe occupying “A” sites, and Co, Ni, 
and Cr occupying “B” sites in the prospective simulated µ-phase. To 
simplify the input structure (Fig. 4h), the stoichiometry was approxi
mated as Ta6Co7. For the Laves phase, the predicted superlattice struc
ture in ThermoCalc was C14, which corresponds to the MgZn2 prototype 
with ordering scheme as described by Sinha [26]. Typical lattice pa
rameters in a Ni-alloy environment are provided by Wilson [27]. The 
stoichiometry of the Laves phase is AB2, and simulated composition data 
in Fig. 3(d) is consistent with Ta occupying “A” sites and Ni and Co 
occupying “B” sites along with minor concentrations of Mn and Cr. For 
the input structure (Fig 4i), the stoichiometry was simplified to TaNi2. 
Table 1 summarizes the simulated phase structures and stoichiometric 
formulas. 

2.2.3. Oxides 
Although oxygen was not included in the thermodynamic simula

tions to avoid a confounding variable in the prediction of prospective 
phases, the cast MnFeCoNiCu-type MPEA was found to have sufficient 
oxygen content [36] that consideration of prospective oxide phases in 
the material system was required. Figs. 4(j-l) illustrate graphical ren
derings and simulated XRD patterns for three oxides likely to form in the 
material system – cubic MnO, hexagonal Al2O3, and hexagonal Cr2O3. 
Input structures for each of these phases were taken from [32] with the 
lattice parameters unaltered. In subsequent analysis, the simulated peak 
positions for the twelve prospective phases summarized in Fig. 4 served 
as a library specific to the MPEA/Alloy 738LC material system for the 
purpose of comparison with experimental data. 

3. Experimental procedures 

To experimentally validate the thermodynamic predictions of the 
constituent phases that form in the MnFeCoNiCu-type MPEA/Alloy 
738LC material system, a layered sample was fabricated with laser- 
welding employed to mix the two materials to varying degrees and 
thus achieve variable levels of dilution according to Eq. (1). After the 
resultant, mixed compositions re-solidified, site-specific XRD was per
formed using a synchrotron x-ray beam, and the compositions were 
characterized further by scanning electron microscopy (SEM) and 

energy-dispersive spectroscopy (EDS). Essential aspects of the laser- 
mixing and synchrotron XRD experiment setups are illustrated sche
matically in Fig. 5 and described in the following sections. 

3.1. Material preparation 

The MPEA of approximate composition Mn35Fe5Co20Ni20Cu20 was 
cast via button arc-melting from pieces of its pure constituent elements 
as described in [15]. Cast buttons were subsequently machined by 
milling to remove all visible surface oxide, although the oxygen content 
of the bulk filler remained above 1000 ppm [36], necessitating the 
consideration of oxide phases discussed in Section 2.2.3. Alloy 738LC 
was received in its as-cast state from an external supplier. 

Both materials were subjected to a recrystallization treatment to 
reduce the grain size compared to the as-cast condition, to increase the 
diffracting grain population and allow for easier observation of XRD 
peaks caused by minor constituent phases. Epitaxial growth from the 
Alloy 738LC substrate in the solidifying pool made it particularly 
important to reduce the grain size in the substrate to achieve a sufficient 
diffracting grain population in the melt pool. The recrystallization 
treatment for the Alloy 738LC involved solutionizing at 1180 ◦C for 24 h, 
followed by water quenching and cold-rolling to 10 % reduction in 
thickness, and recrystallizing at 1180 ◦C for 15 min, followed by air 
cooling. The cast MnFeCoNiCu MPEA was rolled at 400 ◦C to 50 % 
reduction in thickness, and subsequently recrystallized at 850 ◦C for 2 h. 
These thermomechanical processing routes reduced the grain size from 
greater than 5 mm to 100 - 200 µm for Alloy 738LC, and from greater 
than 100 µm to 10 – 40 µm for the MPEA, determined using electron 
backscatter diffraction (EBSD). 

Following the recrystallization treatments, each material was cut to 
the dimensions depicted in Fig. 5(a) using a slow-speed saw to accu
rately limit the specimen thickness to 0.5 mm. Limiting this dimension 
to 0.5 mm allowed the laser to melt the entire thickness, such that site- 
specific XRD data could be collected solely from fully melted material. 
After cutting, the Alloy 738LC pieces were heat-treated at 843 ◦C for 24 
h to re-introduce γ’ into the material, as recommended by [20]. Speci
mens were then assembled as shown in Fig. 5(a), using adhesive to affix 
a strip of MPEA atop the thin edge of the Alloy 738LC substrate piece. 

3.2. Synchrotron XRD laser mixing experiments 

Both laser-melting and synchrotron XRD data collection were per
formed at Beamline 1-ID-E of the Advanced Photon Source, Argonne 
National Laboratory. Laser-melting with an IPG YLR-500-AC-Y11 
ytterbium fiber laser was carried out in an argon environment to melt 
the two materials together, as shown in Figs. 5(a-b). The laser traversed 
2 mm and the laser scan speed was fixed at 10 mm/s for all experiments, 
but the laser power was varied from 160 W to 220 W to achieve varying 
degrees of material mixing. A laser was also used to melt solely the Alloy 
738LC, with no MPEA mixed in, for comparison. The constituent phases 
and solidification behavior of the MPEA alone were characterized in 
previous work [18]. 

After laser melting, site-specific XRD patterns were collected from 
the melt pool and adjacent substrate material, as shown in Fig. 5(b-c). 
For comparison, patterns were also collected from un-melted MPEA and 
Alloy 738LC materials prior to laser melting. For pattern collection, a 
monochromatic beam with energy of 61.332 keV was directed in 
transmission through the samples, with incident beam dimensions of 
100 µm horizontally by 50 µm vertically defined by two sets of slits. A 
Pilatus3 X CdTe 2 M hybrid photon counting detector with a sample-to- 
detector distance of 740 mm was used to collect patterns. The laser 
welds were translated horizontally and vertically in increments equal to 
the dimensions of the incident beam, creating a continuous spatial map 
of XRD patterns that extended 1 mm laterally and 2 mm below the 
original top surface of the specimen, as detailed in Fig. 5(b). Patterns 
were integrated using fit2D software and averaged over each row 

Table 1 
Summary of input parameters for simulated XRD patterns for each prospective 
phase.  

Phase Input Structure 
Formula 

Space 
Group 

Lattice Parameter 
(s) 

References 

FCC 
Matrix 

Variable Fm3m 
(#225) 

Calculated - 

BCC Variable Im3m 
(#229) 

Calculated - 

γ’ Ni3Al Pm3m 
(#221) 

a = 3.589 Å [32,33] 

η Ni3Ti P63/mmc 
(#194) 

a = b = 5.096 Å c =
8.304 Å 

[24,34] 

MC TiC Fm3m 
(#225) 

a = 4.336 Å 
[32] 

M23C6 Cr23C6 Fm3m 
(#225) 

a = 10.552 Å 
[32] 

σ Cr53Co47 P42/mnm 
(#136) 

a = b = 8.78 Å c =
4.54 Å 

[27,35] 

µ Ta6Co7 R3m (#166) a = b = 4.755 Å c =
2.583 Å 

[26,27] 

Laves TaNi2 P63/mmc 
(#194) 

a = b = 4.85 Å c =
7.93 Å 

[26,27]  
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indicated in Fig. 5(b) to achieve a better powder average diffraction 
pattern than using an individual frame. Detectable peaks of any intensity 
were fit with a Pearson VII function [37], whose center was taken as the 
peak position and height was taken as the peak intensity. Pearson VII 
was selected over the conventional pseudo-Voigt function [38] because 
it proved more robust at programmatically fitting low-intensity peaks, 
and peak shape was not an important consideration in this analysis. 

3.3. Scanning electron microscopy characterization 

Following the laser-mixing experiments and characterization by 
synchrotron XRD, samples were prepared for microscopy by standard 
metallographic polishing with a final step of 0.05 µm colloidal silica on a 
vibratory polisher. No additional chemical etching was performed 
following vibratory polishing, as the colloidal silica polish offered suf
ficient imaging contrast in scanning electron micrographs. Subse
quently, electron microscopy and EDS characterizations were performed 
using a Tescan S8252G SEM. Imaging was performed using an acceler
ating voltage of either 2 kV or 5 kV, and a beam current of either 100 pA 
or 300 pA. EDS was performed using an accelerating voltage of 20 kV 
and a beam current of 10 nA. Low-magnification EDS line-scans were 
performed across the weld pool/base material interface to assess the 
bulk composition of the melt pool and calculate the dilution achieved in 
each laser-mixed sample via Eq. (1). Higher magnification EDS maps 
were collected to identify the composition of particles in the micro
structure and corroborate the identification of prospective phases made 
by analysis of the synchrotron XRD data. EDS data was quantified using 
the ZAF correction method. If particles were too small to be assessed by 
EDS-mapping, SEM images were used to corroborate the phase 
identification. 

4. Results and discussion 

4.1. Experimental dilution levels 

For the sake of comparing to the simulated data in Fig. 2, the dilution 
level achieved in each laser-mixing experiment was determined by 
assessing the bulk composition of each melt pool. Fig. 6 shows an 

example of composition data from an EDS line scan taken across the 
interface between the melt pool and the un-melted Alloy 738LC for the 
weld performed using a power of 180 W. The bulk composition of each 
melt pool was fairly homogeneous, as confirmed by EDS mapping on 
large regions, except for sparse convection eddies near the bottom of the 
melt pool, which were avoided when taking line scans. Within the melt 
pool, dendritic/interdendritic segregation [18] resulted in local fluctu
ations in the concentration of Cr, Mn, Fe, Co, and Cu, as indicated in 
Fig. 6. Ni, which displays little tendency for segregation in the system 
[18], consistently demonstrated the greatest homogeneity in concen
tration throughout each melt pool. For this reason, Ni was selected as the 
basis element for calculating the dilution level via Eq. (1), and subse
quent values of dilution are reported as DNi. Measured DNi levels ranged 
from 8.1 % at a laser power of 160 W to 55.3 % at a laser power of 220 
W. Dilution levels greater than 55.3 % were difficult to achieve because 

Fig. 5. Schematic illustrations of the experiment setup for synchrotron XRD to assess the constituent phases across a range of CCA compositions. (a) Thin-walled 
specimen geometry including Alloy 738LC substrate and a strip of MnFeCoNiCu-type MPEA on top. (b) Close-up view of specimen after mixing the two alloys by 
laser welding and the corresponding incident x-ray beam locations for spatial mapping of diffraction patterns. (c) Macroscopic view of the far-field diffraction 
detection setup. 

Fig. 6. Example of composition data collected via an EDS line scan to deter
mine DNi level; laser power 180 W. 
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increasing laser power above 220 W led to a high degree of material 
ablation. However, the specimen where Alloy 738LC was melted alone 
without mixing any MnFeCoNiCu-type MPEA represented a DNi value of 
100 %. 

4.2. Peak indexing 

Fig. 7 shows representative synchrotron XRD patterns from the two, 
separate un-melted (UM) materials, and from fully-melted (FM) samples 
spanning the full range of DNi values achieved experimentally. As clearly 
indicated in the patterns, the peaks corresponding to the major, 

Fig. 7. Representative XRD patterns averaged over the locations indicated by the red rectangles in the inset macroscopic images. (a) Un-melted MnFeCoNiCu MPEA. 
(b-d) Fully melted zones of laser welds with a measured DNi of (b) 8.1 %, (c) 33.3 %, (d) 55.3 %. (e) Fully melted Alloy 738 LC alone (DNi = 100 %). (f) Un-melted 
Alloy 738LC. 
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disordered FCC solid solution phase were easily identifiable due to their 
high relative intensity and positions approximately matching the 
simulated data in Fig. 4(a). 

As outlined conceptually in Fig. 1, the remainder of the complete set 
of experimental XRD peaks was systematically assigned to minor con
stituent phases via an iterative process. First, the likelihood of a given 
phase being present and detectable by XRD at the experimentally 
measured dilution/melting condition was assessed based on the simu
lated phase fraction data in Fig. 2. For FM material, the constituent 
phases were expected to match Scheil simulation data more closely than 
equilibrium, although it was necessary to consider evolution toward 
equilibrium that occurred as the material cooled. For the individual UM 
materials, it was expected that the material would closely match equi
librium conditions at 843 ◦C, as the final steps of the preparation routes 
described in Section 3.1 were heat treatments at 850 ◦C for the MPEA 
and 843 ◦C for Alloy 738LC. 

If a phase was determined from Fig. 2 to be probable, the fitted 
experimental peak positions were directly compared to the simulated 

peak positions for that phase in Fig. 4. Although peak intensity was 
qualitatively considered, because of solidification texture and large 
grain size, peak position was the most critical attribute in assigning 
experimental peaks to a constituent phase. However, the experimental 
peak positions often deviated appreciably from simulations because of 
lattice parameter shift due to element substitution, which is predicted 
for certain example phases by the composition data in Fig. 3. To sys
tematically account for this deviation, it was important to consider 
consistency of peak position among individual XRD patterns, both for a 
single dilution level and among all the dilution levels examined. To 
illustrate how this consistency of peak position was incorporated in 
phase identification, Fig. 8 shows a binned peak-frequency diagram for 
selected regions of the XRD spectrum. The color bar represents the 
number out of ten assessed patterns for a given dilution level in which a 
peak was positioned within a bin of size 0.025 nm−1 in q space. Peaks 
with an absolute intensity of less than 0.001 are excluded; for compar
ison, the absolute intensity values of major-phase peaks usually fell 
between 10 and 100. Note that the color bar in Fig. 8 does not reflect the 

Fig. 8. Statistical peak-frequency diagrams for select regions of the XRD spectrum displaying the number out of ten patterns for which a peak of absolute intensity 
greater than 0.001 was centered within a bin of 0.025 nm−1 in q-space. (a) q = 9 – 14 nm−1. (b) q = 27 – 32 nm−1. (c) q = 38 – 43 nm−1. FM = fully melted, UM =
un-melted. 
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value of peak intensity, but relative intensities of peaks corresponding to 
each phase can be gleaned from the representative patterns in Fig. 7. 

Fig. 8(a), showing q = 9 – 14 nm−1, clearly indicates the presence of 
sets of peaks spanning the full range of experimental DNi values, even 
though the intensity of these peaks is so low that they are almost 
indiscernible in Fig. 7. The peak-frequency diagram clearly delineates 
consistently occurring low-intensity peaks from other, randomly- 
occurring low-intensity peaks that are likely experimental artifacts, i. 
e., the unlabeled stray lines in the figure. Trends in peak position as a 
function of DNi are clearly observable for the peaks in Fig. 8(a), which 
are discussed in Section 4.3. Additionally, Fig. 8(b) and (c) illustrate 
regions of q-space that show the distinction between nearly overlapping 
peaks more clearly than Fig. 7 does. This distinction is critical when 
correlating XRD peaks with features observed in secondary electron 
micrographs and corresponding EDS data spanning the range of dilution 
levels, such as the images shown in Figs. 9 and 10. As indicated by Fig. 1, 
SEM and EDS analysis constituted the final information input to the 
phase identification workflow to ensure XRD peaks were assigned to 
correct microconstituents. If multiple diffraction peaks with reasonably 
small deviation in position from simulated data for a given phase were 
presented alongside identifiable, correlating features in SEM and EDS 
analysis, the phase was determined to be present, and the corresponding 
peaks assigned. If not, the phase was determined to be absent and the 
next-most-probable phase assessed. Using this strategy, 96.8 % of fitted 
peaks with an absolute intensity greater than 0.01 and 99.0 % of those 
with an absolute intensity greater than 0.1 were assigned to a phase. 

4.3. Experimentally presented minor phases 

Fig. 7(a) and (b) show a series of MnO peaks for UM DNi = 0 % and 
FM DNi = 8.1 %, and Figs. 9(a) and 10(a) confirm the presence of MnO 
particles exceeding 10 µm in length for FM DNi = 8.1 %. At higher 
dilution levels, no MnO is identifiably present. This finding indicates 
that MnO particles, present in the UM MPEA due to insufficient envi
ronmental control during arc-casting [36], remained present in the 

relatively low heat-input laser weld when DNi = 8.1 %, but were fully 
re-dissolved into the matrix at higher weld heat-inputs and did not 
precipitate during cooling. 

Figs. 7 and 8 indicate peaks consistent with the presence of the MC 
carbide phase for all FM DNi ≥ 30.2 %, as well as UM DNi = 100 % (base 
Alloy 738LC). As an example, Figs. 9(b) and 10(b) demonstrate the 
presence of Ti-rich particles on the order of 1 µm in diameter when DNi 
= 55.3 %, which the composition data in Fig. 3(b) indicate correspond to 
the MC carbide phase. Figs. 9(d) and 10(d) clearly illustrate larger MC 
particles in the UM DNi = 100 %. As illustrated by Fig. 8(b) and (c), the 
MC diffraction signal is least consistent for FM DNi = 100 %, and no 
correlating features are observable for this material condition in Fig. 9 
(c) and 10(c). 

Although Fig. 7 indicates that the diffraction signal is of very low 
intensity, Fig. 8(a) clearly shows the consistent presence of low- 
temperature M23C6 carbides in every dilution level and melting condi
tion. This finding is evidence that evolution toward equilibrium 
occurred as each laser-weld cooled. The M23C6 carbides in UM DNi = 0 % 
indicate that carbon is present in the as-cast MPEA, although this ma
terial is nominally carbon-free. However, the absence of MC carbide 
below DNi = 30.2 % indicates that a critical level of strong MC-carbide 
formers (primarily Ti) must be introduced to the MnFeCoNiCu-type 
MPEA before the MC phase is precipitated under laser-melting 
conditions. 

As illustrated by Fig. 8(b) and (c), there is a consistent set of peaks 
unique to the FM DNi = 100 % material. Given the high fraction of 
η-phase predicted for this material in Fig. 2(b) and the approximate 
match to η peak positions in Fig. 4(d), these peaks were assigned to η. 
The correlating features present in Fig. 9(c), showing FM DNi = 100 %, 
are too small to resolve compositional enrichment with EDS in an SEM. 
However, these features lie along the Ti-rich segregation identified in 
Fig 10(c), which is consistent with the Ni3Ti η-phase stoichiometry. 
Additionally, the near absence of MC carbide in this condition further 
indicates the presence of η, which would bind Ti in the system, limiting 
its availability to form carbides. 

Fig. 9. Secondary electron images of each phase detected in the synchrotron XRD data, in selected specimens. (a) MnO in the FM DNi = 8.1 % condition. (b) MC 
carbides in the FM DNi = 55.3 % condition. (c) η and fine γ’ in the FM Alloy 738LC base material. (d) Intragranular MC carbide and grain-boundary M23C6 carbides in 
the precipitate-hardened γ/γ’ matrix of the UM Alloy 738LC base material. 
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Figs. 7 and 8 show that the diffraction signal for γ’ is present for both 
UM DNi = 100 %, and FM DNi = 100 %, although it is weaker for the fully 
melted material. Fig. 9(d) clearly shows γ’ precipitates in the un-melted 
condition, while the fully melted condition in Fig. 9(c) presents very fine 
precipitates far away from the proposed η-phase, which are likely γ’. The 
detection of any γ’ in the fully-melted condition is noteworthy, as γ’ is 
not present in the Scheil simulations for this material (Fig. 2b), so this 
indicates some evolution toward equilibrium during specimen cooling. 
γ’ is not detected at any experimental dilution level below 100 %. This 
agrees with the equilibrium simulation data in Fig. 2(c-d), since the 
highest experimentally achieved dilution for mixed material was 55.3 
%, and the simulations indicate this dilution level is approximately the 
threshold at which appreciable γ’ precipitation begins. 

Together, six out of the twelve prospective phases from Fig. 4 were 
determined to be present in at least one experimental condition, 
including the major FCC solid solution phase and five minor phases. 
Fig. 11 summarizes the distribution of d-spacing determined from peak 
position encountered for each of the minor phases detected in each 
material, relative to the d-spacing of the simulated “pure” phase 
diffraction line in Fig. 4. Since the deviation in d-spacing is given as a 
relative percentage, and not in absolute terms, all peaks for a given 
phase are consolidated in the distribution. In Fig. 11, the absence of a 
box-and-whisker dataset indicates that the phase was not detected at the 
corresponding experimental condition on the plot’s horizontal axis. 

Fig. 11(a) shows that when γ’ was detected, its d-spacings were 
highly consistent with the literature report for γ’ in Alloy 738LC [33], 
with a median deviation of −0.0074 % in the un-melted condition and 
+0.18 % for the fully melted condition along with narrow statistical 
distributions. The positive deviation in the fully melted condition is 
attributable to tensile residual stresses imparted by laser-melting. 
Fig. 11(b) illustrates that the detected MnO displayed consistently 
smaller d-spacings than predicted for its pure manifestation [32], with a 
median deviation of −1.25 % for the un-melted DNi = 0 % and a median 
deviation of −1.20 % for fully melted DNi = 8.1 %. These negative de
viations are attributable to substitution of Mn in the oxide phase by Fe, 
Co, Ni, and Cu – the other MPEA constituents – all of which have a 
smaller atomic radius than Mn [5]. Compared to the oxide, the η-phase 

has a smaller absolute value of median deviation of +0.45 %, but with a 
wider statistical distribution. This wide distribution may be due to the 
hexagonal structure of η, as any substitution may affect the c/a ratio, 
causing the d-spacing to expand in certain crystallographic directions 
and contract in others. In Fig. 11(c), the MC carbide phase displays 
consistent positive deviations from pure TiC [32] across all dilution 
levels in which the phase is presented, with median deviations ranging 
from +0.71 % to +0.86 %. These positive deviations are attributable to 
substitution of Ti by the other strong carbide formers in the system, Nb, 
Ta, and W, as predicted by Fig. 3(b). This example demonstrates how 
simulated composition data inform the analysis of experimental XRD, as 
indicated in Fig. 1. 

Of all the minor phases, the M23C6 carbide displays by far the 
greatest deviations from its reference phase, Cr23C6 [32], with median 
deviations as high as +3.44 % in the un-melted DNi = 0 % material, as 
indicated by Fig. 11(d). As illustrated by the angled dashed lines in Fig. 8 
(a), peak position for M23C6 is a function of dilution level, which is also 
reflected by the general decrease in d-spacing as dilution level increases 
in Fig. 11(d). Mn substitution for Cr is thought to heavily influence the 
lattice parameter of M23C6 as the bulk material composition changes. 
Moreover, the un-melted DNi = 0 % MPEA material is Cr-free, and the 
primary metallic species in M23C6 at this composition is predicted to be 
Mn. Mn has both the highest concentration in the MPEA and a greater 
affinity for carbon than other constituent elements like Fe, Co, and Ni 
[39]. The greater atomic radius of Mn relative to Cr contributes to the 
+3.44 % deviation when DNi is low and Mn substitution is likely, but it 
does not explain why the carbides in the Mn-free DNi = 100 % compo
sition still display approximately +2 % deviation from Cr23C6. Given 
that the M23C6 phase has high solubility for a variety of metallic ele
ments [40], other substitution is likely a factor, but further study is 
necessary to ascertain this. 

4.4. Major FCC solid solution 

The separate groupings of major phase (FCC solid solution) peaks in 
Fig. 8(b) illustrate that for any fully melted mixed material, each major- 
phase FCC peak was usually best fit using two separate Pearson VII 

Fig. 10. EDS data corresponding to the specimens in Fig. (9). (a) MnO in the FM DNi = 8.1 % condition. (b) Ti-rich MC particles in the FM DNi = 55.3 % condition. (c) 
Ti-segregation in the FM Alloy 738 LC base material, corresponding to the locations of the η-phase. (d) Intragranular Ti-rich MC carbide and grain-boundary Cr-rich 
M23C6 carbides in the UM Alloy 738LC base material. 
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functions to accommodate peak asymmetry. This asymmetry is most 
visible in high-index major-phase peaks such as those in the right-hand 
portion of Fig. 7(b), and it is caused by dendritic/interdendritic segre
gation of compositions with disparate lattice parameters, described in 
detail in [18]. The interdendritic segregation corresponds to a 
lower-intensity shoulder peak that appears on the left-hand side of the 
main peak; the corresponding fitted peak centers are labeled in the 
frequency diagram in Fig. 8(b). 

For the FCC matrix, Fig. 12 compares the experimentally observed 
lattice parameters with those calculated via Eq. (3) for the simulated 
matrix compositions in both equilibrium and Scheil conditions. Simu
lated equilibrium compositions are those at 843 ◦C, and simulated Scheil 
compositions are those calculated via Eq. (2). For experimental condi
tions in which an interdendritic segregation was observed (see Fig. 8b), 
the lattice parameters shown are averages of the main dendrite peak and 
interdendritic shoulder peaks, weighted according to peak intensity. 
Fig. 12 shows that all three datasets have downward trends with 
increasing dilution level. Of the two simulated datasets, the equilibrium 
data has a steeper downward trend in lattice parameter because γ’ 
precipitation at high dilution levels (Fig. 2(c) and 2(d)) depletes the FCC 
matrix of Al and Ti, elements with relatively large atomic radii [5]. 
While the constituent phases present indicated that experimental con
ditions following solidification and cooling lay between pure Scheil and 

pure equilibrium, the experimental dataset in Fig. 12 more closely 
matches the behavior of the Scheil simulation, indicating that the Scheil 
model is a better predictor of matrix composition in the resultant laser 
weld. 

Furthermore, the experimental dataset in Fig. 12 never deviates from 
the calculated lattice parameter for the Scheil-predicted compositions by 
more than 0.04 Å in either direction. At a dilution level of 100 %, the 
experimental lattice parameter is 3.592 Å, the literature-reported lattice 
parameter is 3.586 Å [33], and the lattice parameter predicted by Eq. (3) 
and Scheil composition data is 3.582 Å. Considering that factors other 
than composition that affect lattice parameter, such as residual stresses 
imparted by laser welding, are ignored in this analysis, this agreement is 
reasonable. A more detailed assessment incorporating estimated resid
ual stresses in the laser welds could offer insights pertaining to the 
discrepancy in slope between the experimental and calculated datasets. 
Additionally, the analysis does not consider experimental deviations 
from uniform dilution in every element, e.g., excess losses of volatile 
elements such as Mn during laser melting, which may also affect the 
slope of the experimental dataset in Fig. 12. Overall, the agreement in 
trend and the approximate agreement in values across a range of alloy 
compositions validates the use of the statistical hard-sphere model in 
Eqs. (3) and 4 as a simple method to rapidly estimate the lattice 
parameter of an unknown, disordered solid solution. 

Fig. 11. Distribution of experimentally presented deviation in interplanar spacing relative to pure phase reference values, for all minor phases detected in the MPEA/ 
Alloy738LC material system. (a) γ’, (b) MnO and η-phase, (c) MC carbide, and (d) M23C6 carbide. Datapoints greater than three interquartile ranges deviant from the 
median are shown as outliers. 
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4.5. Absent phases 

Generally, fewer phases were experimentally present than predicted 
by the simulated dataset in Fig. 2. None of the three TCP phases was 
detectable by XRD, and no experimental evidence of the BCC solid so
lution predicted to exist across many dilution levels in Fig. 2 was found. 
The TCP phases are all predicted in the Scheil solidification module, and 
their absence is therefore not attributable to insufficient evolution to
ward equilibrium. Instead, the phases are either present in such a low 
volume fraction as to be undetectable by XRD, or their fraction may be 
over-predicted by the simulation module. Considering the high suc
cessful peak-assignment rate of 99.0 % for peaks within three orders of 
magnitude of the maximum intensity, it can also be concluded that all 
present phases were accounted for by the system-specific diffraction li
brary in Fig. 4; no unexpected phases were present. This finding is 
important in validating the construction of a simulated diffraction li
brary to assist with phase identification for a novel material system such 
as that explored in this work. 

5. Conclusions  

1 For a mixed-CCA composition space transiting from a MnFeCoNiCu- 
type MPEA to the Ni-base Alloy 738LC, thermodynamic simulation 
data using ThermoCalc’s TCNI 11.0.1 and TCHEA 5.1 databases 
guided the creation of a system-specific diffraction library that 
consisted of twelve prospective phases, including three oxides found 
in prior study.  

2 Considering consistency of peak position, the statistical distribution 
of d-spacing, and correlating features in SEM data as guiding infor
mation, 99.0 % of peaks within three orders of magnitude of the 
maximum intensity were assigned to phases in the system-specific 
library. Deviations from literature d-spacings are largely attribut
able to element substitution in the complex system, validating the 
peak indexing.  

3 Approximate agreement between calculated and experimental lattice 
parameters for the disordered FCC solid solution matrix phase vali
dates the use of the statistical hard-sphere atomic model to rapidly 
estimate the lattice parameter and simulate an XRD pattern for 
disordered solid solutions in CCA systems.  

4 Six of the twelve prospective phases were found to be experimentally 
present at some point in the system composition space including an 
FCC matrix, ordered cubic γ’, ordered hexagonal η, an MC carbide, 
an M23C6 carbide, and manganese oxide. Notably, the three detri
mental TCP phases and the BCC solid solution were absent. No un
expected phases were present in the experimental data, validating 
the use of thermodynamic simulations to construct a comprehensive 
diffraction library of prospective phases for the material system 
assessed. 
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