2024 International Conference on Quantum Communications, Networking, and Computing (QCNC) | 979-8-3503-6677-8/24/$31.00 ©2024 IEEE | DOI: 10.1109/QCNC62729.2024.00052

2024 International Conference on Quantum Communications, Networking, and Computing (QCNC)

Towards QoS-aware Quantum Networks

Ruilin Zhou, Yuhang Gan, Yi Liu, Katia Obraczka, and Chen Qian
University of California, Santa Cruz

Abstract—Quality of Service (QoS) has been studied in classic
networks to support various applications. Due to the unique prop-
erties of quantum networks, like entanglement and superposition,
the definition and requirements of QoS in quantum networks differ
significantly from classical networks. Limited work has been done
from the application side to investigate these differences. Moreover,
quantum applications exhibit distinct service requirements com-
pared to traditional network applications, such as the need for
quantum state preservation and fidelity requirements. Therefore,
this work aims to analyze and model various quantum applications
to identify the fundamental services required in quantum networks
to provide application-specific QoS. We further propose a novel
QoS routing framework, called Q2R, for quantum networks to
demonstrate a possible method to achieve QoS via routing. Q2R
computes feasible paths for each request and meets the fidelity
and number of qubits requirements. With our framework, we can
allocate resources more efficiently and our scheduling algorithm
also considers fairness among different requests.

I. INTRODUCTION

The fundamental goal of quantum networks is to generate
end-to-end entanglement. These entangled pairs are used to sup-
port various quantum network applications. Entanglement en-
ables quantum communication by providing strong correlations
and facilitating challenging tasks in classical computation and
communication. However, due to the nature of quantum physics,
generating entanglement pairs is difficult: created qubits are
fragile and cannot be maintained for long periods [1]. Most
quantum network operations, like entanglement generation, en-
tanglement swapping, and entanglement purification, are all
probabilistic [1], causing the quality of operations to be un-
certain. Different quantum network applications have different
levels of services in terms of entanglement delivered. Given
these distinct characteristics, future quantum networks require
novel protocols that differ significantly from classical networks.

This work focuses on Quality of Services (QoS), a concept
that has been well-studied in classic networks, in the context
of quantum networks. We believe that providing QoS is an
inevitable design consideration of practical quantum networks.
We first analyze different major applications in quantum net-
works and identify key QoS metrics for these applications. By
modeling these applications’ behaviors and traffic patterns, we
investigate what services are needed from quantum networks
regarding delivered entanglement.

We further show a potential method to provide QoS in
quantum networks. We study the entanglement routing problem,
which aims to build a long-distance end-to-end entanglement
to demonstrate the use of protocols and frameworks to support
QoS services in quantum networks. End-to-end entanglement
in quantum networks is generated through multiple hops of

quantum repeaters using entanglement pair generation, entan-
glement swapping, and entanglement purification. The entan-
glement routing problem has drawn great attention recently,
and many methods of entanglement routing have been proposed
[2]-[4]. Most existing methods focus on the optimization goal
of maximizing the routing throughput. However, we argue
that maximizing throughput is insufficient to maximize user
application satisfaction, which is the ultimate goal of building
a quantum network. Similar to the quality of service (QoS)
requirements in classic Internet, the applications of quantum
networks also have requirements on the quality of the qubits
they want to deliver. For example, quantum key distribution
(QKD) requires a certain level of fidelity of the delivered
qubits to generate secret keys, a fidelity of 81% is needed
for a practical key generation rate [5]. From the application
perspective, we argue that the metric goodput, which is defined
as the number of qubits that are useful for applications in a time
unit, will be more crucial than throughput for real applications.
Our literature analysis also tells that 1) Application-aware
routing that considers multiple QoS metrics and purification
jointly is a missing part of the literature on quantum
networks. 2) QoS solutions in classical networks [6], [7] is
different from quantum networks in that, metrics in classical
networks like delay or bandwidth are either concave or additive.
However, metrics in quantum networks like goodput and fidelity
are not additive nor linear which requires a more complex
design in routing algorithms. To address the limitations of
previous work, we proposed a new routing framework called
application-aware QoS Quantum entanglement Routing (Q2R).
Our contributions to this work are as follows:

o We analyze different applications in quantum networks and
identify key QoS metrics. By modeling these applications’
behaviors, we investigate what services are needed from
quantum networks regarding delivered entanglements.

o We are the first to formulate the QoS-aware entanglement
routing problem that takes latency, number of delivered
entanglements, fidelity, and purification into consideration.

e We design a QoS routing framework, Q2R, including
a QoS routing process and scheduling process that can
meet heterogeneous QoS requirements of the requests from
multiple users concurrently.

o Results of evaluations show that our approach can signifi-
cantly improve goodput compared to previous work.

II. BACKGROUND
A. Qubits and Quantum State

Qubit is the fundamental unit in quantum computing and
quantum networks. Properties such as entanglement and super-
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position make qubits different from classical bits. One classical
bit can have values of either 1 or 0, but a qubit can be in
the superposition state of 1 and 0. Such a state can be written
mathematically as follows: |U) = «|0) + 5[1), |¥) denotes
a quantum state and both |«| and |3| are complex number.
Upon the measurement on a qubit, the quantum state of the
qubit will become either state |0) or state |1) with probability
|a/? or |B]?. An important feature of the quantum state is
entanglement. An example of entanglement can be expressed as
follows: % (10)4|0) 5 + |1) 4|1) ). The measurement resulting
in x on qubit A will always result in another outcome state y
on qubit B.

1) Entanglement Swapping: In quantum networks, entangle-
ment swapping is crucial and can be used to entangle distant
nodes. Essentially, entanglement swapping involves the transfer
of entanglement between two quantum systems that do not
share a direct entangled link, via an intermediary system that
is entangled with both. As shown in Fig. 1, Alice and Bob
each share one qubit entangled with one qubit in the middle
repeater. Then, Bell-State-Measurement (BSM) is performed on
the two qubits in the repeater node, eventually resulting in the
entangled qubits in Bob and Alice. Qubits in distant nodes can
be entangled through multiple hops of repeaters [4].

2) Fidelity: Fidelity represents the ‘closeness’ of two quan-
tum states and can be considered entanglement quality. Most
operations and states are imperfect, resulting in the real state
having differences from the desired state, quantified by fidelity.
The fidelity of entanglement can be affected by many factors,
like initial fidelity when entanglement is generated and imper-
fect operations. While entanglement swapping can prolong the
entanglement, it also makes fidelity decrease. Suppose two pairs
of entangled states in Werner state [8] have fidelity F; and F5,
the fidelity It after swapping can be computed as:
(L-F) (1 F) 0

3) Entanglement Purification: Entanglement purification is
a technique to overcome noise and loss in quantum chan-
nels. After entanglement generation or swapping, the generated
states might be imperfect and cannot be used for quantum
applications. Entanglement purification takes a collection of
low-fidelity pairs of qubits and, through local operations and
classical communication, produces a smaller number of high-
fidelity pairs. As shown in Fig. 1, two entangled pairs with
fidelity 0.90 are consumed to generate an entangled pair with
fidelity 0.95. The well-known BBPSW protocol [9] is a sym-
metric purification protocol. It takes entangled pairs with similar
fidelity F'. The fidelity after purification can be computed as
follows: F?2+31(1-F)? 5

F24+2F(1-F)+2(1—F)? @
III. QOS ANALYSIS OF QUANTUM APPLICATIONS

Fafter :F1F2+

We analyze and model various quantum network applications,
abstracting their behaviors to generalize their Quality of Service
(QoS) requirements. We also analyze the traffic patterns of these
applications. This analysis addresses two primary questions: 1)
What metrics are crucial for different quantum applications? 2)
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Based on these metrics, what are the specific requirements for
entanglement delivery needed to meet these demands?

A. Quantum Key Distribution (QKD)

QKD, as a typical quantum application, has been well-studied
in recent decades. The main idea is to encode a message
onto photons and transmit photons to complete the process
of negotiating the key between the two parties. A series of
protocols have been proposed. They are mainly categorized
into entanglement-based QKD protocols [10], [11] and non-
entanglement-based QKD protocols.

For a QKD protocol, one important metric to quantify the
performance is the key generation rate, which refers to the
rate at which secure cryptographic key bits are generated and
verified between two parties, and the key generation rate can
be considered as one QoS metric in the quantum network
setting. We give the relation of key generation rate with different
parameters in different protocols. For one-way communication,

the secret key generated given by Shor and Preskill’s proof is:

Rece = Rainy [1 — kH2(QBER) — HQ(QBER)}]) 3)
Rt 1s the sifted key rate that refers to the number of successful
detection events per second where two adjacent nodes in a
QKD chain (e.g., Alice and Charlie in Fig. 2) independently
and correctly choose the same measurement basis, leading to
compatible and potentially secure key bits [12]. Rgs measures
the throughput of potentially usable raw key bits for both par-
ties. The second term for calculating Rs.. describes the effect
of privacy amplification where Ho(X) is the binary Shannon
entropy function, which is less relevant in the entanglement
distribution of quantum networks.

B. Distributed Quantum Computing

Distributed Quantum Computing (DQC) aims to overcome
the scalability limitations of current quantum hardware by
distributing a single quantum circuit across multiple Quantum
Processing Units (QPUs) [13]. The initial phase of DQC in-
volves qubit allocation, which assigns physical qubits to each
QPU [14]. This aspect, however, is beyond the scope of this
work. Consider the example shown in Fig. 3(a), where a simple
quantum circuit is naively distributed over three QPUs. The
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Fig. 3: (a) Example DQC Circuit (b) Remote Gate DAG

execution of this circuit must respect the dependency of the
original design, meaning a two-qubit gate on qubits ¢y and ¢;
can only be executed after all preceding gates on these qubits
are completed. We use a Directed Acyclic Graph (DAG) to
represent the computation process. This DAG includes only
inter-QPU gates and is depicted in Fig. 3(b). Each node within
this DAG represents a remote gate operation, and each edge
indicates the dependency between these gates.

One critical QoS metric in DQC 1is the Job Completion
Time (JCT), which significantly increases due to the time-
intensive nature of remote operations and the resultant quantum
state decoherence. Minimizing JCT not only enhances DQC
performance but also reduces user wait times and improves
network throughput. To minimize JCT, it is imperative to ensure
that high-fidelity EPR pairs are prepared ahead of each gate’s
start time. Otherwise, we will have to wait until the EPR pair
is generated, which will result in the congestion of all the
following remote gates. Besides JCT, one important QoS metric
that evaluates the performance and reliability of executing
one quantum circuit is fidelity. Previous work on single QPU
quantum computing also defines a metric called Probability of
Successful Trial (PST) [15] which heavily relies on fidelity.
When we extend PST in DQC environments, the success rate
is also highly related to fidelity — detailed formulation skipped
due to page limit.

C. Quantum Distributed Systems

Examples of quantum distributed systems include Quantum
Byzantine Agreement [16] and Quantum Secret Sharing [17].
These applications require the engagement of multiple parties
and will require the preparation of a multi-party entanglement
state distributed to each party. For example in Quantum Secret
Sharing, Alice needs to prepare a three-particle GHZ state
[P)enz = w, and shares with each of Bob and
Charlie one partic\é from a GHZ triplet. We can see in such an
application that a multi-party entanglement GHZ state is needed,
which is much harder to prepare than a simple Bell State. And
in these applications, the type of entanglement quantum network
provides is also different. The key metrics in such applications
are the time and quality of such entanglement states, or the
fidelity of multi-party entanglement.

D. Quantum Network Traffic Pattern
From previous analysis and modeling, we can see different

quantum applications have different QoS metrics. In terms of
entanglement delivered, their requirements also differ in the
type, rate, and quality of entanglement. These applications
also differ in traffic patterns. In the entanglement-based QKD
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Fig. 4: An example of traffic pattern of different quantum
applications in a quantum network, green line denotes

scheme, there will be a one-to-one, fixed-rate, lower bound
threshold on fidelity flow between one pair of source-destination
pairs. In practical use cases, users who require QKD services
may not be adjacent, and the intermediate node in the quantum
network may also be required to engage in the entanglement
delivery process(with entanglement swapping). As shown in
Fig. 4, a source Node B and destination Node £ are executing
a QKD application, which requires 5 EPRs per time slot, from
time slot 1 to time slot 5. On the other hand, distributed quantum
computing applications will require a closely located set of
network nodes. Different from QKD applications, DQC is much
more latency-sensitive, which means a certain number of EPR
pairs must be generated in a certain time slot. The traffic pattern
of DQC tends to be a collection of changing requirements of
EPR pairs. As shown in Fig. 4, one typical sequence of DQC
entanglement flow will be 2 EPR pairs between Node F' and
Node H at time slot 1, 4 EPR pairs between Node F and Node
F' at time slot 2, 4 EPR pairs between Node / and Node H at
time slot 3 and 1 EPR pair between Node £ and Node [ at time
slot 4. Fig. 4, also shows a quantum secret-sharing application
that is executed by Node A, D, and G.

IV. QUANTUM QOS ROUTING FRAMEWORK

One approach to achieving QoS in quantum networks is using
QoS-aware routing protocols. Of course, other approaches also
exist, such as designing transport and flow control/scheduling
protocols. In this paper, we focus the study on routing.

A. Motivation of QoS Routing in Quantum Network

As shown in our analysis and model of different quantum
applications, different quantum network applications require
different QoS metrics. Quantum applications fall into two
categories as delineated by their traffic patterns [18]: Create
and Keep (CK) and Measure Directly (MD). CK entails the
simultaneous creation of a limited quantity of entangled pairs
stored for a duration, while MD involves the immediate gen-
eration and measurement of numerous entangled pairs. These
differences introduce challenges to the design of all stacks
in quantum networks. For example, previous quantum routing
work [4], [19] aiming to maximize the overall throughput of
the network may not fully meet user requirements due to the
inclusion of low-fidelity or late entanglement pairs that do
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Fig. 5: Phases in one-time slot.

not benefit applications. These applications exhibit differing
error tolerance levels and have distinct minimum fidelity re-
quirements that require us to design fidelity-guarantee routing
algorithms. In addition, recent work [20] demonstrates a multi-
node quantum network using solid-state qubits. The experiment
yields an average fidelity of 0.551 across all outcome states
and a heralding rate of 1/40 s~!, showing that basic quantum
network operations remain challenging and resource-intensive.
Consequently, there is a pressing need to develop innovative
protocols that can efficiently utilize resources within quantum
networks, aiming to fulfill the requirements of various requests
while minimizing resource consumption and maintaining high-
performance levels. These considerations inspire our work: A
system that can meet requirements for requests with different
quality of services such as quality, throughput, and latency,
and possess the mechanisms to coordinate among concurrent
requests. In this work, we propose a QoS-aware Quantum Rout-
ing (Q2R) framework, which can first find feasible paths that
meet multiple constraints and later use a scheduling algorithm
to coordinate between completing requests and avoid starvation.

B. Q2R Design Overview

1) User’s Request: . From the previous section’s introduction
on different application and their models. Their request for
entanglement will at least include the following information: 1)
Source-destination pair, which denotes which two nodes require
entanglement. 2) Throughput per second denotes the number of
entangled pairs generated in this time slot. 3) Minimum Fidelity
denotes a minimum fidelity requirement so quantum network

apghcaﬂons can run correctly.
Five Phase Model: As illustrated in Fig. 5, our QoS

framework operates in a time-slotted model. Each time slot
comprises five distinct phases: initialization, centralized pro-
cessing, external, internal, and purification phases. The heart of
our design is the centralized processing phase, executed by the
central controller which comprises path selection and scheduling
steps. The rest of the phases are carried out within the respective
quantum nodes. The workflow of our framework is as follows:
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Initialization: The central controller begins by updating the
previously stored network topology and quantum node informa-
tion, including the number of qubits and the fidelity of different
operations. Afterward, it updates the global information as each
user sends its requests.

Centralized Processing The centralized processing takes
place within the central controller. Upon receiving user requests,
the controller selects one or multiple paths for each request,
allocates resources, and schedules requests. Like previous QoS
works in data centers and computer networks, our centralized
processing functions in a routing-and-scheduling manner, con-
sidering both processes jointly. The controller first runs the
designed QoS Routing Algorithm we proposed to find feasible
paths for requests that don’t require purifications, including the
allocation of qubits along the path. For requests that can’t meet
the fidelity constraint, a simple heuristic finds path-maximizing
delivered entanglement pairs and determines the purification
strategy. Following path selection, we find multiple paths and
corresponding qubits allocations. These requests then enter the
scheduling step to determine which request will be processed,
which path will be used, and how many qubits will be consumed
along the path in the current time slot.

External Phase After decision-making, the central controller
sends its decisions to the corresponding nodes. The nodes
first generate entanglement pairs with their adjacent nodes, the
number of which is determined by the previous steps. After
generating entangled pairs, the adjacent nodes will communicate
with their adjacent nodes to exchange state information about
their external links.

Internal Phase Nodes perform entanglement swapping based
on external link state information. After the swapping along
the path, results for requests that don’t need purification are
sent back to the central controller. Requests needing purification
proceed to the purification phase.

Purification Phase Multiple entanglement pairs may be
generated between the source and destination pair after the
internal phase. Based on the delivered pair, the source and
destination nodes perform the BBPSW protocol to purify the
entangled pairs, and the final result is returned to the central
controller.

The framework allows for pipelining operations. For example,
while nodes are generating entanglement with adjacent nodes,
the central controller processes requests for subsequent slots.
Once the nodes complete their tasks and synchronization, they
can immediately process requests for the next time slot.

3) QoS Routing Problem Formulation: This section intro-
duces our path selection step and proposed scheduling step
in detail. First, we formulate our problem. Given an arbitrary
network topology G = (V, E), and a list of requests R where
each request 7; can be denoted by one tuple (D;,N;,F;,T;). Here
D, is one source-destination pair (s;,d;) and s;,d; € V, N; is
a positive number representing the number of entangled pair, F;
is a number between 0 and 1 representing the minimum fidelity
of this request, and 7; is maximum latency in the number of
time slots. In fact, for other metrics related to fidelity, such
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as the gate success rate, F; can be replaced by these metrics.
Our quantum network model is heterogeneous, the number of
qubits on one quantum node w can be different from others,
and each edge e € E between two quantum nodes consists
of quantum channels which are constrained by the number of
available qubits on two end nodes. One request 7; to be fulfilled
is defined by the deadline 7}, at least /V; entangled pairs that
have a fidelity larger than F; have been generated. The objective
can then be to maximize the fulfilled requests in the network.

C. QoS Routing

1) Routing Metrics: The major goal of the routing step is to
find a feasible path that can meet the QoS requirements for each
request; specifically, in the path selection step, we want to meet
the throughput requirement and fidelity requirement as much
as possible. The throughput metric is a widely used expected
throughput (EXT) [4]. Suppose a path includes p nodes. Then
the number of swapping is |p| — 1. Suppose the entanglement
fidelity on the i-th edge is Fj, the final end-to-end fidelity is

1 347 [4F -1

() @
2) QoS Routing Step: : The goal of the QoS routing step is
to find one or multiple paths, such that the expected throughput
of selected path Ep > N and the fidelity of this path Fp > F.
We have several observations: The objective of the QoS routing
step is different from previous works in that previous works
mainly focus on maximizing a single metric, such as expected
throughput, and can be considered as a "best-effort’ method, and
our objective is to find paths that can meet the constrain. QoS
routing problems with additive metrics in classical networks
have been proven to be NP-complete [6]. Our metrics are neither
additive nor linear, making solving QoS routing problems in a
quantum network setting even more challenging. We proposed
our heuristic Q2R — M C. The pseudocode is summarized in
the Algorithm. 1. The main techniques in our algorithm are the
following concepts: 1) non-linear path functions: We used the
idea of linear length function in that we composite our two

metrics as follows: 1
q Fp\? /a
(%) (%))

I(P)
This non-linear function can help us determine the selected
paths’ quality and reduce the search space. If the length of the
current path is smaller than 1 and we know any path uses this
sub-path will not meet the constraints. The second technique
we use is 2) The principle of dominated path. A path @ is said
to be dominated path by a path P if w;(P) < w;(Q), in this
case, a path with subpath @) can never perform better than a
path with subpath P. Besides these two techniques, we also
need to keep k paths on each node that meet constraints on
the current node. This is due to the nature of the non-linearity
of our length: subpaths of the longest paths are not necessarily
the longest. Using these techniques, our algorithm works in a
Dijkstra fashion, and we maintain a priority queue that follows
the highest length first polic and each element is a tuple of
< Path, E,, F,,,length >: Our algorithm first initializes empty

Ep
N

&)

292

Algorithm 1: Pseudocode of Q2R-MC

input : G =(V,E),r,e,Fg, f,k.,n
output: An array of feasible path Path where each
element in it is (p, ext, f)
1 Counter < 0
2 result < an array of path, initialize to @
3 Path < an array of n elements, each is a list of paths,
all set to @
4 g < priority queue, highest length first
5 g.enqueue({D.src,+00,1.0,1.0))
6 V < Viremove(v.Q, < r.N)
7 while ¢ is not empty do

8 (p, ext, f,1) +q.dequeue()

9 u < p.last

10 if u = dst then

11 (p, ext, F,) < Construct path with prev, E and F
12 if ext > r.N and f > r.F then

13 result.add({p, ext, f) )

14 if result.size=n then

15 ‘ return result

16 end

17 end

18 for v € neighbors of u do

19 if v in p then continue ;

20 Epew < e(p+0v,W)

21 Fnew <~ f(Fua FE [ua 'U])

2 1+ length(Enew, Enew)

23 check if new path p + v is dominated

24 if [ > 1 and new path not dominated then
25 if counter[v] < k then

26 Path[v].add({p + v, Enew, Frew, 1))
27 counter[v] + +

28 else

29 (p', E'.F',l'), j +path in queue with

minimum length to v

30 if [ > I’ then

31 Path[v][j] = <p + v, Enews Frew, l>)
32 Replace in queue old path

(p', E'.F',l") with new path
<p + v, Enewa Fnewa l>)

33 end

34 end

35 end

36 end
37 end

states and enqueues the source node(line 1 - line 5), it also
removes those nodes if their available qubits are fewer than the
demands of the request(line 6). Then it extracts the path with the
highest length in the queue(line 8). It checks if the current node
is the destination, and whether it meets the fidelity requirement
and throughput requirement(line 7 - line 11). Then it will scan
its neighbors of the current node. It will first compute the new
expected throughput and fidelity of the new path(line 19 - line
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23). Then it checks if the new path is dominated by the existing
path for the current node(line 23). If not dominated and the
number of the stored path on this node is smaller than the
tunable size k, it will add the new path with corresponding
information to the queue(line 24- line 27). Otherwise, it will
replace one path stored in the current node if the length value
exceeds the old length( line 28 - line 32).

3) Purification Routing Step: : After the QoS routing step,
we will find one or multiple feasible paths for each request
to meet the constraint. The entangled pairs of these paths can
be generated with entanglement generation and entanglement
swapping. However, other requests remain that can’t meet
fidelity constraints, and thus we need to perform entanglement
purification. We adopt a Swap and Purify scheme, which means
we will first generate an entangled pair between the source-
destination pair and then perform entanglement purification. In
this work, we use the well-known BBPSW protocol [9] which
is a symmetric purification protocol taking entangled pairs with
the same fidelity. It will need to sacrifice multiple low-fidelity
entangled pairs to purify entangled pairs. Thus we need to find
one path that maximizes the expected throughput. In this step,
we use extended Dijsktra’s algorithm [4] in Q-CAST, which
can maximize the expected throughput between single source-
destination pairs. Expected throughput determines the average
number of entangled pairs that one path can deliver. Based
on the maximal expected throughput, we evaluate how many
entangled pairs can be used to purify and whether it can meet
the fidelity constraint. If such a path exists, the central controller
will add this to the previously computed QoS routing paths and
will use extra entangled pairs between source and destination
to perform entanglement purification.

4) Scheduling Step: : After the path selection step, we
can identify one or more paths for each request that meet
the constraints. Our scheduling algorithm aims to determine
the optimal allocation of these requests. For example, in the
current time slot, we need to decide which request should be
processed and which paths should be used. The scheduling
step is motivated by several factors: 1) The cost of end-to-
end entanglement is high, and given the limited number of
available qubits on each node, we aim to use resources in the
quantum network efficiently. 2) Previous work [4] adopted a
greedy method to schedule requests, always selecting the path
that can maximize the expected throughput for a single source-
destination pair. However, this is not the optimal global solution
since the paths computed at the routing step may compete, and
we can take advantage of multiple paths in our framework to
avoid competition and use resources more efficiently. 3) Simple
scheduling methods such as Early-Deadline-First and Shortest-
Job-First do not work well in our setting, as they do not consider
per-request information. Instead, we formulate the scheduling
problem into a simple optimization problem. Let the P;; denote
the j-th path for request r;, and the corresponding W;; denote
the number of qubits used along path F;;, let x;; denotes a
binary variable that equals 1 if the j-th path of request i is
chosen. The optimization problem is formulated as follows:
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Maximize: Z Z Tij (6a)
g
Subject to:
ZZ Wij * Tij < C(u,v) \V/(U,U) cE, if (U,U) € PZJ
iog
(6b)
S>3 2 Wiy 2, <Qu VueN, if ue Py (6¢)
g

Each computed path P;; from the previous path selection
is a feasible path, and selecting path P;; contributes to the
completion of request r;. We want to maximize this contribution
across the network, so we choose >, > ; Tij as our objective
to be maximized. Constraint 6b enforces the qubit constraint
on the number of quantum links on each edge, and constraint
6¢ ensures that the use of qubits does not exceed the node
capacity. Here we only have ), n; variables where n; is the
number of candidate paths of request 7;, and this is a relatively
small scale integer linear programming problem which can be
solved efficiently by modern solvers.

V. EVALUATION
A. Evaluation Methodology

Network Topology. We do not assume any specific topology,
and the network topologies are randomly generated using the
Waxman model [21]. The network topology is distributed to
100 KM by 100 KM units square and each unit is 1km. For
edge generation, we follow the previous work and use the
Waxman model [21] where the distance of each node is at
least < 2% The elementary entanglement success rate is

ViV

determined by p. = e~*L where « is a systematic parameter.
Given £, and after network generation, the value « is searched
to make average success rate to be £, == 0.01 The number of
each quantum node is randomly picked from 5 to 10, and the
quantum channel on each edge is randomly picked from 3 to 7.

Request parameter. Each user’s request is denoted by a
tuple (D, T, N, F). We generate users’ requests as follows: src-
dst pair is picked randomly from the topology. The latency
requirement T is uniformly picked from 1 to 5. The throughput
requirement N is uniformly picked from 1 to 5. The fidelity
requirement is randomly picked from 0.75 to 0.99.

Model of Quantum Operations and Devices To maintain
generality, we do not specify any particular physical implemen-
tation of quantum networks. Instead, we abstract entanglement
swapping and entanglement generation as probabilistic physical
processes varying from 0.5 to 0.9.

Default Parameter. In our default setting, the number of
quantum nodes is set to 50. The entanglement pair success rate
is set to 0.6 and the entanglement swapping success rate is
set to 0.9. The average degree of network is 6. For each set,
10 different random networks are generated and we simulate
50 time slots on each of the networks. At each time slot, we
generate 20 requests.

«
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Fig. 6: Relative Goodput with
different number of requests
(n = 20)

Fig. 7: Goodput with different
number of requests (n = 50)

Comparison Scheme. The main performance metric we
compare in this work is goodput, defined as the fulfilled request
per unit of time, which eventually satisfies the application QoS
requirements and is used by the applications. To better illustrate
relative performance, in the experiments of varying quantum
operations, we set Q-CAST algorithm [4] as the baseline and
compare the relative performance of our proposed algorithms.
Besides these metrics, we also compare the actual running time
of different algorithms. We compare the following scheme:

o Q2R: The proposed Q2R framework.

BF: The BF method is inspired by the classical Bellman-
Ford QoS routing algorithm [22]. It searches feasible paths
in a Bellman-Ford fashion; here, we used it as a baseline
for the classical QoS routing algorithms, and we also
selected the path with the highest expected throughput at
each time slot.

Q-CAST [4]: extended Dijkstra’s algorithm without but
adopts a greedy scheduling strategy that aims to maximize
the overall network throughput but does not take fidelity
into consideration.

FGEDA: a heuristic that is based on Q-CAST where we
examined the fidelity constraint after we found a path.
Greedy: always using the paths with the fewest number of
hops to establish entanglement.

B. Evaluation on QoS Routing Algorithm

This section evaluates our proposed QoS routing algorithm
Q2R-MC with other routing algorithms.

1) Goodput: Our main results are summarized in Fig. 6
and Fig. 7, we vary the number of requests from 1 to 10
with |V is 20 and requests from [5,10,15,20,25,30] with |V/|
is 50. We can see from both figures that Q2R performs the
best in terms of goodput, with n = 20 Q2R-BF can achieve
at most 60% improvement compared to Q-CAST and overall
40% improvement, and with n = 50, Q2R can achieve 52%
improvement. Basically, we can see our proposed algorithms
outperform Q-CAST. Greedy algorithms show the lowest per-
formance since they only take a minimum number of hops as a
metric. Q-CAST performs better than the Greedy algorithm but
performs worse than our proposed algorithm for the following
reasons: 1) Q-CAST is still a greedy-fashioned method that
aims to maximize the overall throughput but fails to perform
per-request service, and this also results in its not utilizing the
network resources efficiently. 2) The second reason is that its
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design did not take fidelity into consideration and thus failed
to meet fidelity requirements. In Fig. 8 and Fig. 9, we plot the
CDF of Goodput under different node sizes, and the results are
calculated in terms of fulfilled requests(frs). From Fig. 8, we
can see similar results as previously. From Fig. 9, we can see
almost all algorithms degrade, and our proposed method still
outperforms other methods. The reason is that when the network
scales to 150 nodes, the random generation source-destination
pair will also cause the number of hops to increase. Considering
the exponential decay of both fidelity and expected throughput,
we can see it will be harder for all the algorithms to succeed.

2) Algorithm Running Time: We evaluate the running time of
our proposed Q2R-MC and other baselines. We generate 1000
experiments, each including 10 randomly generated requests,
and summarize the per-request processing time. As shown in
I, Q2R-BF runs slowly among all three algorithms due to the
high complexity of BellMan-Ford fashioned algorithms, and
both Q2R-MC and FGEDA have a much faster speed. We can
conclude that, although running slow with a larger network,
Q2R-BF can provide more precise results. Considering the long
running time, Q2R-BF can be used to provide ground-truth
baselines but can’t be used in practical use. Q2R-MC, compared
with the other two algorithms, can provide a good tradeoff
between running time and accuracy and thus can be practical
and efficient in future quantum networks.

30 50 100 200
Q2R-BF 160.5ms  505.1ms  2151.3ms  7976.9ms
Q2R-MC 15.1ms 31.7ms 42.6ms 65.7ms
FGEDA 9.9ms 13.5ms 25.8ms 36.6ms

TABLE I: Algorithm Running Time for One Request
C. Evaluation on Scheduling Method

We evaluate our proposed scheduling method. Compared
schemes are classical network scheduling methods and schedul-
ing methods from previous work, which are as follows:

o Shortest Job First (SJF): SJF prioritizes the processing
of requests that require the smallest number of entangled
pairs, effectively processing the ’easiest’ requests first.
First-In-First-Out (FIFO): FIFO processes requests in the
order they are received, adhering to a strict queue disci-
pline.

Earliest Deadline First (EDF): This method prioritizes
urgency, always processing the request with the nearest
deadline first.
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« Highest Expected Throughput First (HEFT): Adopted from
Q-CAST [4], which always selects the path with the
highest expected throughput.

o Q2R-Schedule: The scheduling method proposed in our
framework.

We evaluate how well scheduling methods can resolve com-
petition among requests with limited resources, and vary the
number of requests per time slot and the number of qubits
per node. As in Fig. 10, we evaluate different scheduling
schemes under different requests per time slot. We vary the
number of requests sent to the system from 10 to 50. We can
see our proposed scheduling scheme consistently outperforms
other scheduling methods. Among all the different scheduling
methods, FIFO performs the worst since it only schedules in
a First-in-First-out fashion, and does not take any request in-
formation into consideration. All the other scheduling methods
take request information into consideration, and HEFT performs
better than other schemes.

VI. RELATED WORK

In designing future quantum networks, addressing the entan-
glement routing problem is crucial. The entanglement routing
problem was first introduced in [3], highlighting the key dif-
ferences between routing in classical and quantum networks,
and proposed a multi-path routing approach. Shi and Qian
present the detailed network model of entanglement routing
and introduce two routing protocols to maximize expected
throughput [4]. Chakraborty et al. formulate routing as a multi-
commodity flow problem and fidelity is considered by limiting
the number of hops [2]. Recently, a QoS framework for the
quantum network was proposed in [23] which aims to generate
high-quality entanglements for a specific quantum link layer
of nitrogen-vacancy (NV) centers in diamond. It explicitly
states that routing is “out of the scope” and does not consider
generating end-to-end paths that provide QoS, while our work
is a routing framework focusing on finding a feasible path that
can meet application requirements.

VII. CONCLUSION

This work studies QoS requirements for quantum networks
with various applications. We propose an application-aware
QoS routing framework called Q2R that includes a scheduling
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step and a QoS routing step to meet throughput and fidelity
constraints. For the scheduling step, we formulate it as an
optimization problem, and for the routing step, we propose
two heuristic algorithms: Q2R-MC. Simulation results show that
Q2R outperforms existing algorithms regarding the number of
fulfilled requests.
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