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Abstract
Each orthogonal group O(n) has a nontrivial GL(1)-extension, which we call GPin(n). The
identity component of GPin(n) is the more familiar GSpin(n), the general Spin group. We
prove that the restriction toGPin(n−1)of an irreducible admissible representation ofGPin(n)

over a nonarchimedean local field of characteristic zero is multiplicity free and also prove
the analogous theorem for GSpin(n). Our proof uses the method of Aizenbud, Gourevitch,
Rallis and Schiffman, who proved the analogous theorem for O(n), and of Waldspurger,
who proved that for SO(n). We also give an explicit description of the contragredient of an
irreducible admissible representation of GPin(n) and GSpin(n), which is needed to apply
their method to our situations.

1 Introduction

Let G be a reductive group over a nonarchimedean local field F of characteristic zero, and
H ⊆ G a reductive subgroup. Let π and τ be irreducible admissible representations of G
and H , respectively. One of the important questions in representation theory is to know “how
many times” τ appears as a quotient of π , when π is restricted to H , namely to know the
dimension

dimC HomH (π, τ ),

where, strictly speaking,π in the Hom space isπ |H . There seem to be two separate questions:
whether the dimension is nonzero (nonvanishing question) such as in the Gan–Gross–
Prasad conjecture [6], and whether the dimension is at most one (multiplicity-at-most-one
or multiplicity-free question). The latter question is formulated as

dimC HomH (π, τ ) ≤ 1,

B Shuichiro Takeda
takedas@math.sci.osaka-u.ac.jp

Melissa Emory
melissa.emory@okstate.edu

1 Department of Mathematics, Oklahoma State University, 401 MSCS, Stillwater, OK 74075, USA

2 Department of Mathematics, Graduate School of Science, Osaka University, Toyonaka, Osaka
560-0043, Japan

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00209-023-03228-3&domain=pdf


70 Page 2 of 54 M. Emory, S. Takeda

and we call an assertion of this form a “multiplicity-at-most-one theorem”.
In their celebrated paper [1], Aizenbud, Gourevitch, Rallis and Schiffmann proved the

multiplicity-at-most-one theorem for the pairs

(G, H) = (GL(n),GL(n − 1)), (U (n), U (n − 1)) and (O(n),O(n − 1)),

and later Waldspurger [16] proved the case for

(G, H) = (SO(n),SO(n − 1)).

Also the Archimedean case was proven by Sun and Zhu [15].
The purpose of this paper is to prove the analogous theorem for two non-classical groups:

the general Spin group (GSpin) and what we call the general Pin group (GPin), namely for

(G, H) = (GSpin(n),GSpin(n − 1)) and (GPin(n),GPin(n − 1)).

Let us first recall some generalities of these groups. Let (V , q) be a (nondegenerate)
quadratic space over a nonarchimedean local field F of characteristic 0 with dimension n.
The general Pin group and the general Spin group associated with (V , q), which we denote
by GPin(V ) and GSpin(V ), respectively, are reductive groups over F such that we have the
following commutative diagram

1 Z◦ GPin(V ) O(V ) 1

1 Z◦ GSpin(V ) SO(V ) 1 ,

P

= ⊆

P

⊆

where Z◦ � GL1 is the connected component of the center of both GPin(V ) and GSpin(V ).
Here we call the surjection

P : GPin(V ) −→ O(V )

the canonical projection, which is to be defined in (2.4).
Assume W ⊆ V is a nondegenerate subspace of dimension n − 1. Then there are natural

inclusions

GPin(W ) ⊆ GPin(V ) and GSpin(W ) ⊆ GSpin(V ),

where the centers of all the groups share the same connected component, namely Z◦.
The main theorem of the paper is the following multiplicity-at-most-one theorem.

Theorem 1.1 Let

(G, H) = (GPin(V ),GPin(W )) or (GSpin(V ),GSpin(W )).

For all π ∈ Irr(G) and τ ∈ Irr(H), we have

dimC HomH (π, τ ) ≤ 1.

Note that if the central characters of π and τ do not agree on the connected component Z◦
of the center, then the Hom space is automatically zero.

Let us explain the basic idea of our proof, which basically follows the proof in [1], though
we need to make numerous modifications. We consider the space of GPin(W )-invariant
distributions on GPin(V ), namely

S ′(GPin(V ))GPin(W ).
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We find an involution σ on GPin(V ) such that σ(GPin(W )) = GPin(W ), so that σ acts on
S ′(GPin(V ))GPin(W ). Since σ 2 = 1, this space decomposes as

S ′(GPin(V ))GPin(W ),+ ⊕ S ′(GPin(V ))GPin(W ),−,

where the first space is the +1-eigenspace and the second one the −1-eigenspace. By using
the argument from [1], we will show that our main theorem is reduced to the vanishing of
the −1-eigenspace, namely

S ′(GPin(V ))GPin(W ),− = 0.

To show this vanishing, we use the Frobenius descent and Bernstein’s localization principle
in the same way as [1]. The key point is to prove the existence of an involution

σV : GPin(V ) −→ GPin(V )

which preserves the semisimple conjugacy classes; namely for each semisimple g ∈ GPin(V )

the two elements g and σV (g) are conjugate in GPin(V ). This is also the crucial fact used in
[1, 16]. But a notable difference is that in [1] they argue inductively on dimF V whereas we
reduce the above vanishing assertion to the classical group situation of [1] and invoke their
results, so we do not argue inductively. We argue similarly for GSpin(V ) by using a slightly
different involution. This case is analogous to the special orthogonal case of Waldspurger
[16].

On the way of proving our main theorem (Theorem 1.1), we prove the following theorem
on the contragredient, which is also of independent interest.

Theorem 1.2 For π ∈ Irr(GPin(V )), we have

π∨ �
{

ω−1
π ⊗ π, if n = 2k;

signk
π ω−1

π ⊗ π, if n = 2k − 1,

where ωπ is the central character of π and signπ is the sign character of π .
For π ∈ Irr(GSpin(V )), we have

π∨ �
{

ω−1
π ⊗ π, if n = 2k with k even, or n = 2k − 1;

ω−1
π ⊗ πδ, if n = 2k with k odd,

where πδ is the representation obtained by twisting π by any δ ∈ GPin(V ) � GSpin(V ).

Here the character twist ωπ ⊗ π is via the Clifford norm N : GPin(V ) → F× defined in
(2.5), and the sign character signπ is defined in (4.1).

The theorem is proven in Theorem 4.2, and follows from the existence of the involution
σV ; namely since σV (g) and g are conjugate for all semisimple g ∈ GPin(V ), Harish-
Chandra’s regularity theorem implies that π∨ is equivalent to the representation πσ defined
by πσ (g) = π(σV (g)−1). But one can write out π(σV (g)−1) explicitly as in the theorem.
The case for GSpin(V ) is essentially the same.

Let us give a brief discussion on the question “why work on GSpin?”. Probably, there are
numerous reasons to pay attention toGSpin orGPin. First, sinceGSpin(V ) is aGL1-extension
of SO(V ), a representation of GSpin(V ) with the trivial central character factors through
SO(V ) and every representation of SO(V ) arises in this way; namely the representation
theory of SO(V ) is completely subsumed under that of GSpin(V ). Second, from the point
of view of the Langlands program, the dual group of GSpin(V ) is either GSO2n(C) or
GSp2n(C), which is naturally viewed as a subgroup of GL2n(C). For this reason, compared
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to other nonclassical groups, it seems GSpin is more susceptible of Langlands functoriality
or of endoscopic classification as is done in [2, 7]. Finally, even for arithmetic applications,
as mentioned in [10], an orthogonal Shimura variety is of abelian type but is a finite etale
quotient of a GSpin Shimura variety. Accordingly, results on orthogonal Shimura varieties
can be easily derived from the GSpin counterparts. We believe that these already provide
good enough reasons to study the groups GSpin and GPin.

The following is the overall structure of the paper. In the next section (Sect. 2), we review
and establish necessary facts about the groups GPin(V ) and GSpin(V ) and define an impor-
tant involution σV . In Sect. 3, we prove the important fact that σV (g) and g are conjugate
for semisimple g ∈ GPin(V ). The key idea is to analyze the structure of the centralizer
O(V )P(g) of P(g) in the orthogonal group O(V ). In Sect. 4, we compute the contragredient

π∨ of π ∈ Irr(GPin(V )). In Sect. 5, we introduce the group G̃Pin(V ), which is the group we
work on when we consider the conjugation action of GPin(V ) on itself. We also review the
analogous groups for the classical groups considered in [1]. In Sect. 6, we reduce our main
theorem (Theorem 1.1) for GPin(V ) to the vanishing of invariant distributions as discussed
above. In Sect. 7, we reduce the vanishing assertion for GPin(V ) to the classical group cases
of [1]. In Sect. 8, we finish the proof for GPin(V ) by proving the necessary vanishing asser-
tion for the classical group cases. In Sect. 9, we treat the case for GSpin(V ). We finish the
paper with two appendices. In Appendix A, we prove the known theorem for the structure
on the centralizer O(V )h of a semisimple h ∈ O(V ). This is well-known for decades but we
reproduce the proof here because we have not been able to locate the theorem stated in the
precise form we need. In Appendix B, we give a summary of all the involutions that we use
in this paper.

Notation and terminology

Let us summarize our basic notation and terminology in this paper. We assume that F is a
nonarchimedean local field of characteristic zero. For a locally compact totally disconnected
(lctd) group G we denote by Irr(G) the set of (equivalence classes of) irreducible admissible
representations of π . For each π ∈ Irr(G) we denote by π∨ the contragredient and by ωπ

the central character of π .
For a lctd space X , we denote by S ′(X) the space of distributions on X , which is by

definition the space of linear functionals on the Schwartz space S(X) on X .
By an involution σ on an F-algebra A, we mean an F-linear map on A such that σ 2 = 1

and σ(ab) = σ(b)σ (a) for all a, b ∈ A, which is sometimes called an anti-involution in the
literature. Also by an involution on a group G, we mean a map σ on G such that σ 2 = 1 and
σ(gh) = σ(h)σ (g) for all g, h ∈ G.

Suppose a group G acts on a set X . We write Gx for the stabilizer of x ∈ X in G. In
particular, when G acts on G by conjugation, Gg is the centralizer of g ∈ G.

Unless otherwise stated, by (V , q) or simply by V we mean a nondegenerate quadratic
space over our local field F , and 〈−,−〉 the corresponding symmetric bilinear form, namely

〈v, v′〉 = 1

2

(
q(v + v′) − q(v) − q(v′)

)

for v, v′ ∈ V . Also we set

n = dimF V ,
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and often write

n =
{
2k

2k − 1

accordingly as n is even or odd. Note that

k =
[
dimF V + 1

2

]
.

We often write {e1, . . . , en} for an orthogonal basis of V , and assume

W = Span{e1, . . . , en−1}, so that V = W ⊕ Fe

by setting e = en . For each anisotropic v ∈ V , we write

rv ∈ O(V )

for the reflection in the hyperplane orthogonal to v, so in particular rv(v) = −v and det(rv) =
−1.

If V is a vector space over a field A ⊇ F , we write GLA(V ) for the general linear group
over A when to emphasize the field A. Also if V is equipped with a Hermitian structure for
a quadratic extension A/A′, we write UA(V ) for the corresponding unitary group.

2 The groups GPin(V) and GSpin(V)

We recall the definitions of GPin(V ) and GSpin(V ) and establish some of their properties
we need. (In this section the field F does not have to be our nonarchimedean local field but
can be any field of characteristic not equal to 2.)

2.1 Clifford algebra

Let

T (V ) :=
∞⊕

�=0

V ⊗� = F ⊕ V ⊕ V ⊗2 ⊕ · · ·

be the tensor algebra of V . We have the natural inclusion V ↪−→ T (V ). We define the Clifford
algebra C(V ) by

C(V ) := T (V )/〈v ⊗ v − q(v) · 1 : v ∈ V 〉,
which is an associative F-algebra. The natural inclusion V ↪−→ T (V ) gives the natural
inclusion V ↪−→ C(V ). Note that in C(V ) we have

v · v = q(v) ∈ F

for all v ∈ V .
We denote by C�(V ) the image of V ⊗� in C(V ). Though the Clifford algebra is not a

direct sum of C�(V )’s, it is a direct sum of even terms and odd terms; namely

C(V ) = C+(V ) ⊕ C−(V ),
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where

C+(V ) =
∑

� even

C�(V ) and C−(V ) =
∑
� odd

C�(V ).

Also note that we actually have C = ∑n
�=0 Cn(V ) because for � > n any element in C�(V )

is written as a sum of lower degree terms.
It is known that dimF C(V ) = 2n and dimF C±(V ) = 2n−1. Note that C+(V ) is a

subalgebra of C(V ), called the even Clifford algebra. Both C(V ) and C+(V ) are central
simple algebras central over F or over the quadratic etale algebra F[x]/(x2 − dV ) where dV

is the discriminant of V . (See [12, 2.10 Theorem, p.332] or [13, Theorem 2.8, p.19].)
The Clifford algebra is equipped with the natural involution ∗ by “reversing the indices”

of v1v2 · · · v� ∈ C�(V ), namely

(v1v2 · · · v�)
∗ = v�v�−1 · · · v1 (2.1)

for vi ∈ V . This involution is called the canonical involution. Certainly the canonical invo-
lution preserves both C+(V ) and C−(V ). Also we define

α : C(V ) −→ C(V ), α(x+ + x−) = x+ − x−, (2.2)

where x+ ∈ C+(V ) and x− ∈ C−(V ); namely α acts as the identity on C+(V ) and as
multiplication by −1 on C−(V ). Then for all x ∈ C(V ) we define

x = α(x)∗ = α(x∗), (2.3)

which is called the Clifford involution. The map x �→ x is an involution on C(V ) and the
map

N : C(V ) −→ C(V ), x �→ xx,

is called the Clifford norm.
Let us mention the following easy lemma.

Lemma 2.1 Let v1, v2 ∈ V . Then in C(V ) we have

v1 · v2 = −v2 · v1 + 2〈v1, v2〉.
Hence in particular if v1 and v2 are orthogonal then v1 · v2 = −v2 · v1.

Proof This follows from q(v1 + v2) = (v1 + v2) · (v1 + v2). ��

2.2 The groups GPin(V) and GSpin(V)

We can now define the groups GPin(V ) and GSpin(V ) as follows.

Definition 2.2 We define

GPin(V ) := {g ∈ C(V )× : α(g)V g−1 = V };
GSpin(V ) := {g ∈ C+(V )× : gV g−1 = V },

and call GPin(V ) the general Pin group of V and GSpin(V ) the general Spin group of V .
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Remark 2.3 Sometimes in the literature, the group GPin(V ) is called the Clifford group and
GSpin(V ) the special Clifford group, and denoted, respectively, by 
(V ) and S
(V ) (or
some other symbols). But we avoid this terminology because in representation theory of
p-adic groups or in automorphic forms it seems to be more common to call GSpin(V ) the
general Spin group. To the best of our knowledge the notationGPin(V ) and the name “general
Pin” have never been used in the literature but we have decided to use them because of their
connection to the group called Pin.

Since the map α is trivial on C+(V ), we have the inclusion

GSpin(V ) ⊆ GPin(V ).

Note that [GPin(V ) : GSpin(V )] = 2. (See [13, Theorem 3.7, p.23].) Indeed, GPin(V ) is
not connected as an algebraic group and GSpin(V ) is the identity component.

In the definition of GPin(V ), the presence of α is crucial. To see it, for each g ∈ GPin(V )

let us define

P(g) : V −→ V , P(g)v = α(g)vg−1. (2.4)

We then have the short exact sequence

1 −→ F× −→ GPin(V )
P−→ O(V ) −→ 1.

Note that if v ∈ V ⊆ C(V ) is anisotropic, then v ∈ GPin(V ) and P(v) : V → V is the
reflection in the hyperplane orthogonal to v, namely

P(v) = rv,

where we recall the notation rv from the notation section. (See [12, 3.3 Theorem, p.225].)
We call the projection

P : GPin(V ) −→ O(V )

the canonical projection. (If one defines the group GPin(V ) without α, the corresponding
map GPin(V ) → O(V ) fails to be surjective.) Since P is surjective and both GPin(V ) and
O(V ) have two connected components, we see that P−1(SO(V )) = GSpin(V ).

To wrap up, we have the following commutative diagram

1 GL1 GPin(V ) O(V ) 1

1 GL1 GSpin(V ) SO(V ) 1 ,

P

= ⊆

P

⊆

where the rows are exact. (To be precise, all the maps are morphisms of algebraic groups,
and the rows are exact even for the F-rational points.) We set

Z◦ := ker P � GL1 .

One can show that the restriction of the Clifford norm N to GPin(V ) has its image in F×,
which gives a homomorphism

N : GPin(V ) −→ F×, g �→ gḡ, (2.5)

which we again call the Clifford norm. Note that

N (z) = z2 (2.6)
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for all z ∈ Z◦.
Let us mention the following lemma, which says that each g ∈ GPin(V ) is “homoge-

neous”.

Lemma 2.4 Let g ∈ GPin(V ). Then there exists anisotropic vectors v1, . . . , v� such that

g = v1 · · · v�,

and in particular g ∈ C�(V ). (Note that neither the vectors v1, . . . , v� nor the degree � are
unique.)

Hence

GSpin(V ) = GPin(V ) ∩ C+(V ) and GPin(V ) � GSpin(V ) = GPin(V ) ∩ C−(V ).

Proof For each anisotropic v ∈ V , let us write rv ∈ O(V ) for the reflection in the hyperplane
orthogonal to v. It is well-known that each element in O(V ) is a product of some rv’s. Hence
P(g) ∈ O(V ) is written as P(g) = rv1 · · · rv�

for some anisotropic vi ’s. Since an anisotropic
vector v ∈ V is in GPin(V ) and P(v) = rv ([12, 3.3 Theorem, p.225]), we know that
g = zv1 · · · v� for some z ∈ Z◦ = F×. The first assertion of the lemma follows. The second
assertion immediately follows from the first one. ��

2.3 Sign character

Let

sign : GPin(V ) −→ {±1} (2.7)

be the homomorphism which sends the nonidentity component to −1, so that its kernel is
GSpin(V ). Lemma 2.4 implies

sign = α|GPin(V ).

In particular, for all g ∈ GPin(V ) we have

g = sign(g)g∗ and N (g) = sign(g)gg∗,

where we recall g∗ is the canonical involution.

2.4 The centers

Let us describe the centers of GPin(V ) and GSpin(V ). For this purpose, let {e1, . . . , en} be
an orthogonal basis of V , and set

ζ = e1 · · · en . (2.8)

Then ζ has the following properties.

Lemma 2.5

(a) α(ζ )vζ−1 = −v for all v ∈ V , and hence P(ζ ) = −1;
(b)

ζ ∗ = (−1)
1
2 n(n−1)ζ =

{
(−1)kζ if n = 2k;
(−1)k+1ζ if n = 2k − 1;
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(c) Fζ is independent of the choice of the orthogonal basis;
(d) F + Fζ is the center of C(V ) or of C+(V ) according as n is odd or even, respectively.

Proof See [13, Lemma 2.7, p.19]. ��
Clearly,

ζ ∈
{
GSpin(V ) if n = 2k

GPin(V ) � GSpin(V ) if n = 2k − 1.
(2.9)

We then have the following.

Proposition 2.6 Let ZGPin(V ) and ZGSpin(V ) be the centers ofGPin(V )andGSpin(V ), respec-
tively.

(a) Assume n = 2k > 2. Then

ZGPin(V ) = F× and ZGSpin(V ) = F× ∪ F×ζ.

If n = 2 then

ZGPin(V ) = F× and ZGSpin(V ) = GSpin(V ).

(b) Assume n = 2k − 1. Then

ZGPin(V ) = F× ∪ F×ζ and ZGSpin(V ) = F×.

In particular, Z◦ = ker P is the connected component of the center of GPin(V ) as well as
that of GSpin(V ).

Proof See [13, Theorem 3.6, p.22]. ��
Let us note that in the above, when n = 2, we know that GSpin(V ) itself is already

commutative; to be preciseGSpin(V ) is themultiplicative group of the etale quadratic algebra
F[x]/(x2 −dV ), where dV is the discriminant of V . Also when n = 1, we have GSpin(V ) =
F× and GPin(V ) = F× ∪ F×ζ .

For n = 2k > 2, though ζ is not in the center of GPin(V ), it is not so far from it as
follows.

Lemma 2.7 Assume n = 2k > 2. We have

gζ = −ζ g for all g ∈ GPin(V ) � GSpin(V ).

Proof By Lemma 2.4, each g ∈ GPin(V ) � GSpin(V ) is written as g = v1 · · · v� for some
anisotropic vectors v1, . . . , v�, where � is odd. Since dimF V is even, by (2.9) we have
α(ζ ) = ζ , where α is as in (2.2). Hence for each vi we have ζviζ

−1 = −vi by Lemma 2.5
(a). Hence

ζ gζ−1 = ζv1 · · · v�ζ
−1 = (−1)�v1 · · · v� = −g.

The lemma is proven. ��
It should be emphasized that the element ζ plays important roles in many parts of this

paper.
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2.5 Involution�V

Let us define an involution σV on GPin(V ) by

σV (g) =
{

g∗ if n = 2k;
sign(g)k+1g∗ if n = 2k − 1

(2.10)

for g ∈ GPin(V ), where we recall that g∗ is the canonical involution defined in (2.1) and
sign is the sign character as defined in (2.7). In particular, for n = 2k − 1 we have

σV (g) =
{

g∗ if g ∈ GSpin(V );
(−1)k+1g∗ if g ∈ GPin(V ) � GSpin(V );

namely σV is the canonical involution if k is odd and the Clifford involution if k is even.
The important property of the involution σV that we use in this paper is that σV preserves

the semisimple conjugacy classes of GPin(V ); namely g and σV (g) are conjugate in GPin(V )

for all semisimple g ∈ GPin(V ). This will be the main theorem of the next section. Here, let
us prove the following.

Lemma 2.8 For all z ∈ ZGPin(V ) we have

σV (z) = z.

Proof Clearly if z ∈ F× = Z◦ then σV (z) = z. Hence the lemma follows if n = 2k. Assume
n = 2k − 1, so that ZGPin(V ) = F× ∪ F×ζ , where ζ is as in (2.8), namely

ζ = e1 · · · en,

where {e1, . . . , en} is an orthogonal basis. Then

σV (ζ ) = (−1)k+1ζ ∗ = (−1)k+1(−1)k+1ζ = ζ

by Lemma 2.5. ��

2.6 Inclusions of GPin(W) and GSpin(W)

Let W ⊆ V be a nondegenerate subspace of V . We have the natural inclusions

C(W ) ⊆ C(V ) and C+(W ) ⊆ C+(V ).

Proposition 2.9 The above inclusions restrict to the following inclusions:

GPin(W ) ⊆ GPin(V ) and GSpin(W ) ⊆ GSpin(V ).

Proof Let g ∈ GPin(W ), so that g ∈ C(W ) is such that α(g)Wg−1 = W . We need to show
α(g)V g−1 = V . But V = W ⊕ W ⊥ and

α(g)(W ⊕ W ⊥)g−1 = α(g)Wg−1 ⊕ α(g)W ⊥g−1 = W ⊕ α(g)W ⊥g−1.

Hence it suffices to show α(g)W ⊥g−1 = W ⊥. To show it, notice that we can write g =
w1 · · · w� for somew1, . . . , w� ∈ W by Lemma 2.4. Then by Lemma 2.1, we know that each
v ∈ W ⊥ and wi ∈ W commute with each other and hence v and g commute, which implies
α(g)vg−1 = vα(g)g−1 = ±v. Hence α(g)W ⊥g−1 = W ⊥. ��
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In particular, as a special case, if V = W ⊕ Fe, where e is anisotropic, which is the
situation of our interest in our paper, we have the natural inclusions

GPin(W ) ⊆ GPin(V ) and GSpin(W ) ⊆ GSpin(V ).

Note that

GPin(W ) = GPin(V )e and GSpin(W ) = GSpin(V )e,

where GPin(V )e is the stabilizer of e in GPin(V ) under the action of GPin(V ) on V via the
canonical projection P : GPin(V ) → O(V ), and similarly for GSpin(V )e.

Let us next assume we have an orthogonal sum decomposition

V = V1 ⊕ V2,

where both V1 and V2 are nondegenerate, so that we have both GPin(V1) and GPin(V2) as
subgroups of GPin(V ). The following can be readily verified.

Lemma 2.10 For each g1 ∈ GPin(V1) and g2 ∈ GPin(V2),

g1g2g−1
1 =

{
g2 if g1 ∈ GSpin(V1) or g2 ∈ GSpin(V2);
−g2 otherwise;

namely if at least one of the gi ’s is in GSpin(Vi ) then g1 and g2 commute.

Proof One can prove the lemma, arguing analogously as the proof of Proposition 2.9 by
using Lemmas 2.1 and 2.4. The detail is left to the reader. ��

This lemma allows us to make the semidirect product

GPin(V1) � GPin(V2)

by letting GPin(V1) act on GPin(V2) by conjugation. Further the lemma implies that this
semidirect product restricts to the direct products

GPin(V1) × GSpin(V2) and GSpin(V1) × GPin(V2);
namely if oneof theGPin(Vi )’s is restricted toGSpin(Vi ) then the semidirect product becomes
a direct product. We then have the natural map

1 −→ {(z, z−1)} −→GPin(V1) � GPin(V2) −→ GPin(V1 ⊕ V2)

(g1, g2) �→ g1g2,

where {(z, z−1)} is the obvious subgroup of the connected component Z◦ × Z◦ of the center
of GPin(V1) � GPin(V2).

2.7 GPin(V) as a semidirect product

To have a better understanding of the group GPin(V ), let us mention the following, though
we will not use it for the proof of our main theorems.

Proposition 2.11 Assume n = 2k − 1. One can choose ζ ∈ ZGPin(V ) to be such that
GPin(V ) � GSpin(V )×{1, ζ } if and only if disc(V ) = 1, where disc(V ) is the discriminant
of the quadratic space V as usual.

Assume n = 2k. If there exists t ∈ GPin(V )�GSpin(V ) such that t2 = 1, thenGPin(V ) �
GSpin(V ) � {1, t}, where the action of t is by conjugation. Such t exists when there exists
v ∈ V such that q(v) = 1.
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Proof Assume n = 2k − 1. It is an easy exercise to show that ζ 2 = disc(V ) viewed modulo
F×2. Hence one can find ζ such that ζ 2 = 1 if and only if disc(V ) = 1. Now, choose such
ζ , so that the direct product GSpin(V ) × {1, ζ } makes sense. It is then easy to see that the
map GSpin(V ) × {1, ζ } → GPin(V ), (g, ε) �→ gε, is an isomorphism.

Assume n = 2k. Assume such t exists, so that the semidirect product GSpin(V ) � {1, t}
makes sense. It is then easy to see that the mapGSpin(V )�{1, ζ } → GPin(V ), (g, ε) �→ gε,
is an isomorphism. If there exists v ∈ V such that q(v) = 1 then one can simply set t = v. ��

2.8 The groups Pin(V) and Spin(V)

As the last thing in this section, let us mention how the groups GPin(V ) and GSpin(V ) are
related to the more familiar Pin(V ) and Spin(V ). (Though we do not need the groups Pin(V )

and Spin(V ) for our purposes, we introduce them to justify our terminology “general Pin
group”.) First, we have the Clifford norm

GPin(V ) −→ F×, g �→ N (g) = gḡ.

The Clifford norm descends to

O(V ) −→ F×/F×2

because N (z) ∈ F×2 for z ∈ Z◦ = F× by (2.6), which is called the spinor norm.
Now, by definition

Pin(V ) := ker(N : GPin(V ) → F×),

which is called the Pin group.1 Via the projection P : GPin(V ) → O(V ), we have the map

1 −→ {±1} −→ Pin(V )
P−→ O(V ).

Note that the map Pin(V ) → O(V ) is not necessarily surjective for the F-rational points,
though it is surjective as a morphism of group schemes. Hence we have the following com-
mutative diagram of group schemes

1 GL1 GPin(V ) O(V ) 1

1 {±1} Pin(V ) O(V ) 1 ,

P

⊆ ⊆

P

=

where the bottom row is not necessarily exact for the F-rational points.
The Spin group is defined by

Spin(V ) := GSpin(V ) ∩ Pin(V ).

Analogously to Pin(V ) and GPin(V ), we have the commutative diagram of group schemes

1 GL1 GSpin(V ) SO(V ) 1

1 {±1} Spin(V ) SO(V ) 1 ,

P

⊆ ⊆

P

=

where the bottom row is not necessarily exact for the F-rational points.

1 According to [3, p.3] the term Pin was coined by J-P. Serre as a joke, though we do not know exactly what
the joke was.
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We hope that this discussion justifies our terminology “general Pin group” and “general
Spin group”.

Now, let W ⊆ V be a nondegenerate subspace of codimension one. Analogously to
the GPin and GSpin cases, there are natural inclusions Pin(W ) ⊆ Pin(V ) and Spin(W ) ⊆
Spin(V ). Hence one could certainly ask the multiplicity question for the pairs

(G, H) = (Pin(V ),Pin(W )) and (Spin(V ),Spin(W )),

namely whether or not dimC HomH (π, τ ) ≤ 1 for π ∈ Irr(G) and τ ∈ Irr(H). However, our
method of proof in this paper does not apply to these cases. This is because we will crucially
use the fact that the canonical projections P : GPin(V ) → O(V ) and P : GSpin(V ) →
SO(V ) are surjective for the F-rational points.

Remark 2.12 The referee kindly pointed out that the multiplicity-at-most-one indeed fails for
the Pin and Spin cases, though the authors do not know about it.

3 On semisimple elements

In this section,weprove that each semisimple g ∈ GPin(V ) is conjugate toσV (g) inGPin(V );
namely there exists η ∈ GPin(V ) such that

ησV (g)η−1 = g.

3.1 Basic idea

The proof of the theorem requires the following O(V ) analogue due to Moeglin-Vigneras-
Waldspurger (MVW).

Lemma 3.1 For each (not necessarily semisimple) h ∈ O(V ), there exists β ∈ O(V ) such
that

βh−1β−1 = h;
namely h and h−1 are conjugate inO(V ). If n = 2k−1 then the same holds for all h ∈ SO(V )

because O(V ) = SO(V ) × {±1} (direct product).

Proof This is [8, I.2 Proposition, p.79]. ��
Since σV (g) = ±N (g)g−1, where N (g) is the Clifford norm, we have P(σV (g)) =

P(g)−1, where P : GPin(V ) → O(V ) is the canonical projection. Hence, by this lemma, we
know that P(g) and P(σV (g)) are conjugate in O(V ); namely there exists β ∈ O(V ) such
that β P(σV (g))β−1 = P(g). Let η ∈ GPin(V ) be any element such that P(η) = β. Then
we have

ησV (g)η−1 = zg

for some z ∈ Z◦. By applying theClifford norm N to both sides and using N (σV (g)) = N (g),
we have z2 = 1 by (2.6), which gives

ησV (g)η−1 = ±g. (3.1)

Namely, σV (g) and g are conjugate “up to ±1”. In what follows, we will show the sign ± is
indeed + for semisimple g.
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3.2 Proof of MVW

To show the sign in (3.1) is indeed +, we need to analyze the proof of the above lemma
(Lemma 3.1) at least for semisimple h ∈ O(V ). So in this subsection we reproduce the proof
of Lemma 3.1 for a fixed semisimple h ∈ O(V ). The basic step is to compute the centralizer
O(V )h of h in O(V ), which is an old result by Steinberg.

Proposition 3.2 Let h ∈ O(V ) be semisimple. Then we have the following.

(1) There is an orthogonal sum decomposition

V = V1 ⊕ · · · ⊕ Vm ⊕ V+ ⊕ V−,

where each of Vi and V± is an h-invariant subspace of the following type:

(a) Vi = Xi ⊕ X∗
i , where Xi is a vector space over a finite extension Ai of F and X∗

i is
the dual of Xi , and both Xi and X∗

i are h-invariant;
(b) Vi is a vector space over a finite extension Ai of F equipped with a (nondegenerate)

Hermitian form 〈〈−,−〉〉i with respect to an involution on Ai which fixes F pointwise;
(c) Each of V± is a nondegenerate subspace of V , on which h acts on V± as ±1,

respectively.

(2) There is an isomorphism

O(V )h � G1 × · · · × Gm × O(V+) × O(V−), (3.2)

where

Gi =
{
GLAi (Xi ), if Vi = Xi ⊕ X∗

i ;
UAi (Vi ), otherwise.

Note in the above that some of the spaces V1 ⊕ · · · ⊕ Vm, V+ and V− could be zero.

Proof This has been known for decades and is cited in, say, [16, bottom of p.315]. But since
we have not been able to locate any reference with a complete proof for this precise form,
we reproduce the proof in Appendix A. ��
Remark 3.3 Let us make a couple of remarks about this proposition. First, if Vi = Xi ⊕ X∗

i
then the group GLAi (Xi ) should be rather viewed as the diagonal {(g, g∗−1) ∈ GLAi (Xi ) ×
GLAi (X∗

i )}, where g∗ is the adjoint of g with respect to the canonical pairing. Second,
dimF (V1 ⊕ · · · ⊕ Vm) is always even, and hence if dimF V is odd then V+ ⊕ V− �= 0.

Let us explicate each of the cases (a), (b) and (c) in (1) of the above proposition. To ease
the notation, we drop the subscript i .

Assume we are in (a), namely G = GLA(X). Then G is in the Siegel Levi GLF (X) of
the split even orthogonal group SO(X ⊕ X∗), which is naturally a subgroup of SO(V ). Then
GLA(X) is embedded in SO(X ⊕ X∗) via

GLA(X) −→ GLF (X) × GLF (X∗), g �→ (g, g∗−1
),

where g∗ is the adjoint of g with respect to the canonical pairing. The image of h in G is in
the center A of GLA(X). Hence h is actually (h, h−1), since h∗ = h for the central h, and
hence h−1 is actually (h−1, h).
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Now fix an A-basis {e1, . . . , en} of X and its dual basis {e∗
1, . . . , e∗

n} of X∗, so that
〈ei , e∗

j 〉 = δi j . Define

u : X∗ −→ X , e∗
i �→ ei ,

and set

β =
(

u
u−1

)
,

where the matrix is with respect to the fixed basis. Then β ∈ O(X ⊕ X∗), and moreover

β(h, h−1)β−1 = (h−1, h).

Note that we have

detF (β) = (−1)
1
2 dimF V ,

where detF (β) is the determinant of β viewed as an F-linear map. This can be computed as
follows:

detF (β) = NA/F (detA(β))

= NA/F ((−1)n)

= (−1)n dimF A

= (−1)
1
2 dimF V .

It should be noted that we have the involution

GLA(X) −→ GLA(X), g �→ ug∗u−1.

One can see that this involution is g �→ gt , where gt is the transpose of g with respect to the
fixed basis, and h, viewed as an element in GLA(X), is a fixed point of the transpose map
because h is in the center A of GLA(X).

Next assume we are in (b); namely the space V is equipped with a Hermitian bilinear form
〈〈−,−〉〉 over a quadratic extension A/A′ with F ⊆ A′ and G = UA(V ) a unitary group.
Further we have UA(V ) ⊆ SO(V ). Here, since the unitary group is connected, it is in the
special orthogonal group SO(V ). Now let e1, . . . , en be an orthogonal A-basis of V with
respect to the Hermitian form 〈〈−,−〉〉. Define

β : V −→ V

by

β(a1e1 + · · · + anen) = ā1e1 + · · · + ānen,

where the bar is the Galois conjugation for the quadratic extension A/A′. Since the image of
our h in G is in the center of the unitary group UA(V ), we have

βh−1β−1 = h.

Moreover, since the vectors e1, . . . , en are also orthogonal with respect to the quadratic form
〈−,−〉 on V , we know that β ∈ O(V ).

Note that

detF (β) = (−1)
1
2 dimF V ,
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whose proof is essentially the same as the GL-case.
Also note that we have

〈〈βv, βv′〉〉 = 〈〈v′, v〉〉
for all v, v′ ∈ V and β2 = 1. Hence for each g ∈ UA(V ) we have βg−1β−1 ∈ UA(V ), and
thus we have the involution

UA(V ) −→ UA(V ), g �→ βg−1β−1,

and h is a fixed point of this involution.
Finally, assume we are in (c), so that we have V = V+ ⊕ V−. In this case, our h is simply

(1,−1) ∈ O(V+) × O(V−), and hence h−1 = h. So we can take

β = (β+, β−) ∈ O(V+) × O(V−),

where β+ ∈ O(V+) and β− ∈ O(V−) are arbitrary.
Now, we can glue together all the three cases. Namely, if h ∈ O(V ) is such that

O(V )h � G1 × · · · × Gm × O(V+) × O(V−),

then we can write

h = (h1, . . . , hm, h+, h−) ∈ G1 × · · · × Gm × O(V+) × O(V−),

where

Gi ⊆ SO(Vi )

for i = 1, . . . , m. For each Gi let βi ∈ O(Vi ) be the corresponding element constructed
above, so that

βi h
−1
i β−1

i = hi .

Then if we set

β = (β1, . . . , βm, β+, β−),

we have the desired

βh−1β−1 = h.

Lemma 3.1 is proven.
Let dimF Vi = 2ki , dimF V+ = 2k+ or 2k+ − 1, and dimF V− = 2k− or 2k− − 1. (Here

note that the “non-orthogonal space” Vi in the decomposition V = V1⊕· · ·⊕Vm ⊕V+ ⊕V−
is either Xi ⊕ X∗

i or Hermitian, and hence dimF Vi is always even.) Then we have

detF (β) = (−1)k1+···+km det(β+) det(β−).

Since β+ and β− can be chosen arbitrarily, we can choose β so that

detF (β) = (−1)k

by choosing β+ and β− appropriately.
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3.3 Lifting to GPin

Let g ∈ GPin(V ), and set

h := P(g).

Let β be as above for this h, so βh−1β−1 = h. We would like to “lift” β to GPin(V ). For
this purpose, we fix

η ∈ GPin(V ) such that P(η) = β.

Each such η differs by an element in Z◦; namely if η′ is another such choice then η′ = zη
for some z ∈ Z◦. So far we know

ησV (g)η−1 = ±g.

To show the sign ± is actually +, we consider separate cases accordingly as the structure of
the centralizer O(V )h .

3.4 Without orthogonal factor

Assume that h is such that O(V )h has no orthogonal group O(V+) × O(V−), so that O(V )h

is a product of (restrictions of scalar of) general linear groups and unitary groups. Note that
in this case dimF V is necessarily even.

Proposition 3.4 Let g ∈ GPin(V ) be semisimple. Let h = P(g) ∈ O(V ) and let β ∈ O(V )

be such that βh−1β−1 = h. Assume h is such that O(V )h has no factor of the orthogonal
groups O(V+) × O(V−). Then g ∈ GSpin(V ), and

ησV (g)η−1 = g

where η is any element in GPin(V ) such that P(η) = β.

Proof We already know that h ∈ SO(V ) because O(V )h has no O(V+) × O(V−)-factor.
Hence g ∈ GSpin(V ).

To show ησV (g)η−1 = g, let C ⊆ O(V )h be the center of O(V )h , so that we have the
short exact sequence

1 −→ Z◦ −→ P−1(C) −→ C −→ 1.

Since O(V )h is a product of (restrictions of scalar of) general linear groups and unitary
groups, C is an algebraic torus, which implies P−1(C) is an algebraic torus and hence is
Zariski connected. Of course, h ∈ C . Further it can be readily verified that for any c ∈ C we
have βc−1β−1 = c. Hence for any γ ∈ P−1(C), we have

ησV (γ )η−1 = ε(γ )γ for ε(γ ) ∈ {±1} ⊆ Z◦,

which gives rise to a morphism

ε : P−1(C) −→ {±1} ⊆ Z◦, γ �→ ε(γ ) = ησV (γ )η−1γ −1,

of algebraic varieties. But P−1(C) is Zariski connected, and apparently ε(1) = 1. Thus we
have ε(γ ) = 1 for all γ ∈ P−1(C), and in particular ε(g) = 1. ��
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In the above proposition, since P(η) = β and we know

detF (β) = (−1)k,

where k is such that dimF V = 2k, we have either η ∈ GSpin(V ) or η ∈ GPin(V ) �

GSpin(V ), depending on the parity of k.

3.5 Orthogonal factor

Next consider the case where h ∈ O(V ) is such that O(V )h = O(V+) × O(V−); namely
there is no factor of general linear groups or unitary groups, so that the decomposition of V
is

V = V+ ⊕ V−.

Let us also write

h = (h+, h−),

where h+ = 1V+ and h− = −1V− . Note that, in this case, we have h−1 = h, and can take

β = (β+, β−) ∈ O(V+) × O(V−)

to be arbitrary.
Let e1, . . . , e� be an orthogonal basis of V− and set

ζ− = e1 · · · e� ∈ GPin(V−).

Note that

P(ζ−) = h− = −1V−

by Lemma 2.5 (a). Hence, if g ∈ GPin(V ) is such that P(g) = h then we have

g = zζ−

for some z ∈ Z◦. To see this, consider the composite

GSpin(V+) × GPin(V−) −→ GPin(V+ ⊕ V−) −→ O(V+ ⊕ V−)

and notice that the elements in GSpin(V+) that map to 1V+ are of the form z for z ∈ Z◦.

Proposition 3.5 Keep the above notation and assumption. Let τ be either the Clifford invo-
lution or the canonical involution on GPin(V+ ⊕ V−). Let k− be such that

dimF V− = 2k− or 2k− − 1

as before.

(a) Assume dimF V− is even. There exists η ∈ GPin(V+ ⊕ V−) such that

ητ(ζ−)η−1 = ζ− and P(η) = (β+, β−),

where (β+, β−) ∈ O(V+) × O(V−) is such that

det(β+) = any and det(β−) = (−1)k− .

In particular, τ(ζ−) and ζ− are conjugate in GPin(V+ ⊕ V−).
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(b) Assume both dimF V+ and dimF V− are odd. Then for each ε ∈ {0, 1} there exists
η ∈ GPin(V+ ⊕ V−) such that

ητ(ζ−)η−1 = (−1)εζ−.

In particular all of τ(ζ−), ζ− and −ζ− are conjugate in GPin(V+ ⊕ V−).

Proof (a) Assume dimF V− = 2k− even. Thenwe have ζ− ∈ GSpin(V−), so that the Clifford
involution and the canonical involution coincide, which implies

τ(ζ−) = ζ ∗− = (−1)k−ζ−
by Lemma 2.5. Also by Lemma 2.1

e1ζ−e−1
1 = e1(e1 · · · e�)e

−1
1 = −ζ−

because � is even, which implies

ek−
1 ζ−e−k−

1 = (−1)k−ζ−.

Hence if V+ = 0, we can take η = ek−
1 and we are done because P(e1) is the reflection in

the hyperplane orthogonal to e1, so that det(P(e1)) = −1.
Assume V+ �= 0. For any anisotropic x ∈ V+, we have

xζ−x−1 = ζ−
again by using Lemma 2.1. Hence if we take

η = xme1
k−

for an arbitrary m then we can see this η has the desired properties.
(b) Assume both dimF V+ and dimF V− are odd. Then we have ζ− ∈ GPin(V−) but

ζ− /∈ GSpin(V−). Hence depending on k− and depending on whether τ is the Clifford
involution or the canonical involution, we have

τ(ζ−) = ζ− or τ(ζ−) = −ζ−.

Assume τ(ζ−) = ζ−. Since dimF V+ is odd and so V+ �= 0, we know there is an anisotropic
x ∈ V+. Since dimF V− is odd, by using Lemma 2.1 we know that

xζ−x−1 = −ζ−.

Hence if we take

η = xε,

then this η has the desired properties. If τ(ζ−) = −ζ− then we can take η = xε+1. ��

3.6 General case

Now, we consider the general case. Let us first set up our notation. Let g ∈ GPin(V ) be
semisimple such that for h := P(g) we have

O(V )h � G1 × · · · × Gm × O(V+) × O(V−)

and

V = V1 ⊕ · · · ⊕ Vm ⊕ V+ ⊕ V−.
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Define the integers ki , k+ and k− as before, namely dimF Vi = 2ki , etc. Also let us write

V ′ = V1 ⊕ · · · ⊕ Vm

and

h = (h′, h+, h−) ∈ O(V ′) × O(V+ ⊕ V−).

We can then write

g = g′go = gog′

where g′ ∈ GSpin(V ′) is such that P(g′) = h′ and go ∈ GPin(V+ ⊕ V−) is such that
P(go) = (h+, h−). (Here g′ is in GSpin(V ) by Proposition 3.4 and we have g′go = gog′ by
Lemma 2.10.)

With this notation, we can state our main theorem of this section as follows.

Theorem 3.6 For a semisimple element g ∈ GPin(V ) as above, there exists η ∈ GPin(V )

such that

ησV (g)η−1 = g;
namely g and σV (g) are conjugate in GPin(V ).

Further, if g ∈ GSpin(V ) then the conjugating element η can be chosen so that

P(η) = (β1, . . . , βm, β+, β−) ∈ O(V1) × · · · × O(Vm) × O(V+) × O(V−)

with the property that

det(βi ) = (−1)ki , det(β+) = any, and det(β−) = (−1)k− .

In particular, by choosing det(β+) appropriately we have

det(P(η)) = (−1)k,

where k is such that n = 2k or n = 2k − 1. (Note that since g ∈ GSpin(V ), dimF V− is
necessarily even.)

To prove the theorem, let us first mention that for odd GPin(V ) we have only to consider
g ∈ GSpin(V ) thanks to the following lemma.

Lemma 3.7 Assume n = 2k − 1. If each semisimple g ∈ GSpin(V ) is conjugate to σV (g) in
GPin(V ) then each semisimple g ∈ GPin(V ) is conjugate to σV (g) in GPin(V ).

Proof Recall we have the disjoint union

GPin(V ) = GSpin(V ) ∪ GSpin(V )ζ,

where ζ is the central element as in (2.8). Since σV (ζ ) = ζ by Lemma 2.8 and ζ is in the
center, if g ∈ GSpin(V ) is conjugate to σV (g) in GPin(V ), then gζ is conjugate to σV (gζ )

by the same conjugating element. ��
With this lemma, we can prove the theorem as follows.

Proof of Theorem 3.6 By Proposition 3.4 we know that there is η′ ∈ GPin(V ′) such that

η′g′η′−1 = g′
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and

P(η′) = (β1, . . . , βm) ∈ O(V1) × · · · × O(Vm)

with the property that det(βi ) = (−1)ki .
Assume dimF V− is even, so that go ∈ GSpin(V+ ⊕ V−) and g ∈ GSpin(V ). Note that

go = zζ− ∈ GPin(V−) ⊆ GPin(V+ ⊕ V−)

for some z ∈ Z◦. Since σV acts trivially on Z◦, by Proposition 3.5 there exists ηo ∈
GPin(V+ ⊕ V−) such that

ηoσV (go)η
−1
o = go

and

P(ηo) = (β+, β−)

with the property that det(β+) can be arbitrary and det(β−) = (−1)k− .
We can then compute

(η′ηo)σV (g)(η′ηo)
−1 = (η′ηo)σV (g′go)(η

′ηo)
−1

= η′ηoσV (g′)σV (go)η
−1
o η′−1

= η′σV (g′)(ηoσV (go)η
−1
o )η′−1

= η′σV (g′)goη
′−1

= η′σV (g′)η′−1go

= g′go,

where for the third equality we used σV (g′) ∈ GSpin(V ′) and Lemma 2.10, and for the fourth
one we used go ∈ GSpin(V+ ⊕ V−) and the same lemma. Hence by taking

η = η′ηo,

we can see that this η has the desired properties.
Next assume dimF V− is odd and dimF V is even, so that necessarily dimF V+ is odd. In

this case g /∈ GSpin(V ), and we have only to show that g and σV (g) are conjugate and do not
have to specify any particular property for the conjugating element. Assume V ′ = 0. Then
we already know it from Proposition 3.5. So assume V ′ �= 0. Then again by Proposition 3.5,
there exists ηo ∈ GPin(V+ ⊕ V−) such that

ηoσV (go)η
−1
o = −go.

Also let η′ ∈ GPin(V ′) be as above. We can then compute

(η′ηo)σV (g)(η′ηo)
−1 = (η′ηo)σV (g′go)(η

′ηo)
−1

= η′ηoσV (g′)σV (go)η
−1
o η′−1

= η′σV (g′)(ηoσV (go)η
−1
o )η′−1

= −η′σV (g′)goη
′−1

= (−1)2η′σV (g′)η′−1go

= g′go,
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where for the third equality we used σV (g′) ∈ GSpin(V ′) and Lemma 2.10, and for the fourth
one we used go /∈ GSpin(V+ ⊕ V−) and the same lemma. Hence we can take η = η′ηo. (The
sign change happens twice in the above computation, and this is the rationale for our choice
of ηo.)

Finally, if both dimF V− and dimF V are odd, then necessarily g ∈ GPin(V )�GSpin(V ).
This case is taken care of by the above lemma. ��
Remark 3.8 For n = 2k we have chosen σV to be the canonical involution. However, we
might as well choose σV to be the Clifford involution. One can then see that the above
argument works even if we use the Clifford involution, which implies that for n = 2k all of
g, ḡ and g∗ are conjugate in GPin(V ) at least for semisimple g.

The theorem implies the following two conjugacy statements for GSpin(V ).

Corollary 3.9 Each semisimple g ∈ GSpin(V ) is conjugate to ekσV (g)e−k in GSpin(V ).

Proof Note that by the theorem, we know that g and σV (g) are conjugate in GPin(V ) and
hence g and ekσV (g)e−k are conjugate inGPin(V ). Thuswehave to show that the conjugating
element can be chosen from GSpin(V ). Also note that if k is even then ek ∈ Z◦ so that
ekσV (g)e−k = σV (g), and if k is odd then ekσV (g)e−k = eσV (g)e−1.

Assume n = 2k with k even, so that ekσV (g)e−k = σV (g). From the theorem we know
that ησV (g)η−1 = g with det(P(η)) = (−1)k = 1. But this implies η ∈ GSpin(V ).

Assume n = 2k with k odd, so that ekσV (g)e−k = eσV (g)e−1. From the theorem we
know g = ησV (g)η−1, where det(P(η)) = −1. Hence g = ηe−1eσV (g)e−1eη−1. But
det(P(e)) = −1 because P(e) is the reflection in the hyperplane orthogonal to e. Hence
det(P(ηe−1)) = 1, which implies ηe−1 ∈ GSpin(V ).

Assume n = 2k − 1 with k even, so that ekσV (g)e−k = σV (g). Since g ∈ GSpin(V ),
necessarily dimF V− is even. Hence dimF V+ is odd and in particular nonzero. Thus in the
theorem we can take det(β+) to be arbitrary, which implies we can take η from GSpin(V ).

Assume n = 2k − 1 with k odd, so that ekσV (g)e−k = eσV (g)e−1. As in the above case,
we can take det(β+) to be arbitrary, so we can take η from GPin(V ) � GSpin(V ), so that
ηe ∈ GSpin(V ). ��

Let us mention the following, though we do not use it in this paper.

Corollary 3.10 Assume n = 2k − 1. Each semisimple g ∈ GSpin(V ) is conjugate to σV (g)

in GSpin(V ).

Proof This can be shown as in the above corollary. Namely for n = 2k − 1, the conjugating
element η in the theorem can be chosen both from GSpin(V ) and GPin(V ) � GSpin(V ).

��

3.7 Centralizer for GPin

Let g ∈ GPin(V ) be semisimple and h = P(g) ∈ O(V ) as before. Also we write

O(V )h � G ′ × O(V+) × O(V−),

where G ′ = G1 × · · · × Gm is a product of (restrictions of scalar of) general linear groups
and unitary groups, and we write

V = V ′ ⊕ V+ ⊕ V− = V1 ⊕ · · · ⊕ Vm ⊕ V+ ⊕ V−

123



Contragredients and a multiplicity one theorem... Page 23 of 54 70

for the corresponding decomposition of V . Note that since G ′ is Zariski connected, we have
G ′ ⊆ SO(V ′).

Let GPin(V )g be the centralizer of g in GPin(V ). It is immediate that

P(GPin(V )g) ⊆ O(V )h .

This inclusion could be strict, depending on g, as follows.

Lemma 3.11 Keeping the above notation, we have

P(GPin(V )g) =
{

G ′ × O(V+) × SO(V−), if dimF V− is even;
G ′ × SO(V+) × O(V−), if dimF V−, is odd.

Proof First recall that

h = (h′, h+, h−) ∈ G ′ × O(V+) × O(V−),

where in particular h− = −1V− . Let γ ∈ P−1(O(V )h), so that P(γ )P(g)P(γ )−1 = P(g),
which implies γ gγ −1 = zg for some z ∈ Z◦. By taking the Clifford norm on both sides, we
have z = ±1, namely γ gγ −1 = ±g. It suffices to show γ gγ −1 = g if and only if P(γ ) is
in G ′ ×O(V+) × SO(V−) if dimF V− is even, and is in G ′ × SO(V+) ×O(V−) if dimF V−
is odd.

Let C◦ be the connected component of the center of O(V )h . We then have

h ∈ C◦h−.

Note that P−1(C◦) is an algebraic torus because it is an extension of the torus C◦ by the
torus Z◦. Consider the morphism

ϕ : P−1(C◦)ζ− −→ {±1} ⊆ Z◦, a �→ γ aγ −1a−1.

Since P−1(C◦)ζ− is Zariski connected, this morphism has to be constant; namely either
ϕ(a) = 1 for all a or ϕ(a) = −1 for all a.

Now, we can write

γ = γ ′γ+γ−,

where γ ′ ∈ GSpin(V ′), γ+ ∈ GPin(V+) and γ− ∈ GPin(V−). Here it should be mentioned
that γ ′ is in GSpin(V ′) because P(γ ′) ∈ G ′ ⊂ SO(V ′).

Assume dimF V− is even, so that ζ− is in the center of GSpin(V−). If γ− ∈ GSpin(V−)

then we have

γ ζ− = γ ′γ+γ−ζ−
= γ ′γ+ζ−γ−
= γ ′ζ−γ+γ− (Lemma 2.10)

= ζ−γ ′γ+γ− (Lemma 2.10)

= ζ−γ.

Hence ϕ(ζ−) = 1, which implies the morphism ϕ is identically 1. Thus γ ∈ GPin(V )g .
If γ− ∈ GPin(V−) � GSpin(V−), then in the above computation of γ ζ−, we instead have
γ−ζ− = −ζ−γ− by Lemma 2.7, which implies γ ζ− = −ζ−γ . Hence ϕ(ζ−) = −1; namely
ϕ is identically −1. Hence γ /∈ GPin(V )g . This completes the proof when dimF V− is even.

Assume dimF V− is odd, so that ζ− is in the center of GPin(V−). If γ+ ∈ GSpin(V+) then
we have the same computation as above to show γ ζ− = ζ−γ , which shows γ ∈ GPin(V )g .
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If γ+ ∈ GPin(V+) � GSpin(V+), then we instead have γ+ζ− = −ζ−γ+ by Lemma 2.10,
which implies γ ζ− = −ζ−γ and hence γ /∈ GPin(V )g .

��

4 Contragredients

In this section we consider representations of GPin(V ) and GSpin(V ), and show that they
are “essentially self-dual”.

4.1 Sign character of representation

Recall in (2.7) that we have defined the sign character sign : GPin(V ) → {±1} which sends
the nonidentity component to −1. If we consider {±1} as a subset of C

×, we can view sign
as a character on GPin(V ). If we view {±1} as a subset of F× = Z◦, we can view sign as a
homomorphism GPin(V ) → GPin(V ). We view sign in these two different ways depending
on the context as follows.

For each π ∈ Irr(GPin(V )) we define the sign twist

sign⊗π

by (sign⊗π)(g) = sign(g)π(g), where we are viewing sign as a character.
We then define

signπ : GPin(V ) −→ {±1} (4.1)

by

signπ =
{
1 ifπ(−1) = 1

sign ifπ(−1) = −1,

and call it the sign character associated with π . Then

signπ (g) = π(sign(g)) = ωπ(sign(g))

for all g ∈ GPin(V ), where sign(g) ∈ {±1} is viewed inside F×.

4.2 Restrictions from GPin(V) to GSpin(V)

We make clear how representations of GPin(V ) and GSpin(V ) are related.
Assume n = 2k. Let τ ∈ Irr(GSpin(V )). Consider the induced representation

IndGPin(V )
GSpin(V ) τ . By elementary representation theory, there are two possibilities: either

IndGPin(V )
GSpin(V ) τ is irreducible or IndGPin(V )

GSpin(V ) τ = π1 ⊕ π2 for some π1, π2 ∈ Irr(GPin(V )).
The former is the case if and only if

τ δ �� τ,

where τ δ is the twist of τ by any element δ ∈ GPin(V ) � GSpin(V ), namely τ δ(g) =
τ(δgδ−1) for g ∈ GSpin(V ). The latter is the case if and only if π1 and π2 are two different
extensions of τ to GPin(V ), in which case we have π1 = sign⊗π2. Furthermore any
π ∈ Irr(GPin(V )) arises in either way. The following lemma will be used later.
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Lemma 4.1 Assume n = 2k and π ∈ Irr(GPin(V )). Then

π � signπ ⊗π,

so that if ωπ(−1) = −1 then we have sign⊗π � π .

Proof Let ζ ∈ ZGSpin(V ) be the central element as in (2.8) and let πζ be the representation of
GPin(V ) defined by πζ (g) = π(ζ gζ−1), so that π � πζ . But Lemma 2.7 implies ζ gζ−1 =
sign(g)g for all g ∈ GPin(V ). Hence we have πζ (g) = π(sign(g)g) = signπ (g)π(g),
namely π � signπ ⊗π .

��
Assume n = 2k − 1, in which case we know

GPin(V ) = GSpin(V ) ∪ GSpin(V )ζ,

where ζ is as in (2.8). Let τ ∈ Irr(GSpin(V )). Since ζ is in the center of GPin(V ) and in
particular commutes with all the elements in GSpin(V ), we know that τ ζ � τ . Namely, τ

always admits two different extensions π1 and π2 = sign⊗π1, and any π ∈ Irr(GPin(V ))

arises in this way.

4.3 Character twists

Let ω : F× −→ C
× be a character. For each π ∈ Irr(GPin(V )), we define

ω ⊗ π := (ω ◦ N ) ⊗ π,

namely (ω⊗π)(g) = ω(N (g))π(g) for g ∈ GPin(V ), where we recall N : GPin(V ) → F×
is the Clifford norm (2.5). Also for τ ∈ Irr(GSpin(V )) we define ω ⊗ τ in the same way.

4.4 Contragredients

In this subsection, we prove Theorem 1.2, which follows from Theorem 3.6 and Harish-
Chandra’s regularity theorem.

To describe our theorem, for π ∈ Irr(GPin(V )) and τ ∈ Irr(GSpin(V )), we define
πσ ∈ Irr(GPin(V )) and τσ ∈ Irr(GSpin(V )) by

πσ (g) = π(σV (g)−1) and τσ (g) =
{

τ(ekσV (g)−1e−k), if n = 2k;
τ(σV (g)−1), if n = 2k − 1,

respectively.
We then have the following

Theorem 4.2 (a) Let π ∈ Irr(GPin(V )). Then

π∨ � πσ =
{

ω−1
π ⊗ π, if n = 2k;

signk
π ω−1

π ⊗ π, if n = 2k − 1.

Here by signk
π ω−1

π we mean the character on GPin(V ) defined by

g �→ signπ (g)k · ωπ(N (g))−1,

where strictly speaking the central character ωπ is restricted to the connected component
Z◦ of the center for n = 2k − 1.
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(b) Let τ ∈ Irr(GSpin(V )). Then

τ∨ � τσ =
{

ω−1
τ ⊗ τ δ if n = 2k with k odd;

ω−1
τ ⊗ τ otherwise,

where δ is any element in GPin(V ) � GSpin(V ).

Proof For each semisimple g ∈ GPin(V ), we know by Theorem 3.6 that σV (g) and
g are conjugate in GPin(V ). Hence the assertion π∨ � πσ can be proven by Harish-
Chandra’s regularity theorem. Indeed, if �π∨ is the distribution character of π∨ then we
have �π∨(g) = �π(g−1) for g ∈ GPin(V ). Since σV (g) and g are conjugate, we have
�π(g−1) = �π(σV (g)−1), the latter being the distribution character ofπσ . Henceπ∨ � πσ .

Now, since

σV (g)−1 =
{

g∗−1 = sign(g)N (g)−1g, if n = 2k;
sign(g)k+1g∗−1 = sign(g)k N (g)−1g, if n = 2k − 1,

we have

πσ =
{

ω−1
π ⊗ π if n = 2k;

signk
π ω−1

π ⊗ π if n = 2k − 1,

where we used Lemma 4.1 for n = 2k.
The case for GSpin(V ) can be proven in the sameway. Namely, first one can show τ � τσ ,

and then show τσ is described as in the theorem by using sign(g) = 1 for g ∈ GSpin(V )

and e ∈ GPin(V ) � GSpin(V ). ��
Remark 4.3 If ωπ = 1 then the representation π factors through the canonical projection
P : GPin(V ) → O(V ) and hence it can be viewed as a representation of O(V ). Then the
theorem recovers the well-known fact that every irreducible admissible representation of
O(V ) is self-dual.

Remark 4.4 In the aboveproof,weusedHarish-Chandra’s regularity theorem,which is known
only for characteristic zero. This is crucial because we can prove Theorem 3.6 only for the
semisimple elements g ∈ GPin(V ). If we could prove the analogous theorem for all the
elements, then we could get away with Harish-Chandra’s regularity theorem, which would
allow us to extend the above theorem to any p-adic field of characteristic different from 2.

Remark 4.5 For any smooth (not necessarily irreducible) representation π , define πσ as
above. Then the assignment π �→ πσ is a covariant exact functor on the category of smooth
representations of GPin(V ). Indeed, this is an MVW-involution for GPin(V ). Similarly,
τ �→ τσ is an MVW-involution for GSpin(V ). It should be noted that the existence of an
MVW-involution for GSpin(V ) is also proven in [9] by a completely different method from
ours. Also see [11] more on MVW-involution in general.

Remark 4.6 If n = 2k − 1 and disc(V ) = 1, then by Proposition 2.11 we have GPin(V ) �
GSpin(V )×{1, ζ }, where ζ 2 = 1. Hence any π ∈ Irr(GPin(V )) is of the form τ ⊗χ , where
τ = π |GSpin(V ) ∈ Irr(GSpin(V )) and χ = ωπ |{1,ζ }. Thus we must have π∨ � τ∨ ⊗ χ . But
by the above theorem we must have τ∨ = ω−1

τ ⊗ τ . Hence we must have

signk
π ω−1

π ⊗ π � (ω−1
τ ⊗ τ) ⊗ χ.

One can indeed verify this by using N (ζ ) = (−1)kζ 2 = (−1)k , so that (signk
π ω−1

π )(ζ ) = 1.
The detail is left to the reader.
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5 The group ˜GPin(V)

In this section, we define a group G̃Pin(V ), which is isomorphic to the direct product
GPin(V ) × {±1} but defined more intrinsically so that we can naturally reduce our situ-
ation to the classical group situations of [1, 16]. We also recall the analogous groups for the
classical groups treated in [1, 16]. In this section, we deviate from our convention that V is
a quadratic space over F but we allow V to be other spaces.

5.1 General linear group

Let V be a vector space over F of dimF V = n, and fix a basis {e1, . . . , en} of V . Let V ∗ be
the dual space of V and write {e∗

1, . . . , e∗
n} for the dual basis. Note that for each g ∈ GL(V )

there exists a unique g∗ ∈ GL(V ∗) such that 〈gv, v∗〉 = 〈v, g∗v∗〉 for all v ∈ V and v∗ ∈ V ∗,
where 〈−,−〉 is the canonical pairing. We have the embedding

� : GL(V ) −→ GL(V ) × GL(V ∗), g �→ �g := (g, g∗−1
).

Let

u : V ∗ −→ V

be defined by u(e∗
i ) = ei and

β : V ⊕ V ∗ −→ V ⊕ V ∗, β =
(

u
u−1

)
, (5.1)

where the matrix is with respect to the fixed basis. We define the involution

τV : GL(V ) −→ GL(V ), g �→ gt , (5.2)

where gt is the transpose of g with respect to our fixed basis. The important property of τV

that is used in [1] is that τV preserves the (semisimple) conjugacy classes. Also note that

β�gβ−1 = �(gt )−1. (5.3)

We define

G̃L(V ) = 〈
�g, β : g ∈ GL(V )

〉 ⊆ Aut(V ⊕ V ∗),

namely the group generated by �g’s and β inside Aut(V ⊕ V ∗). We then have the short
exact sequence

1 −→ GL(V ) −→ G̃L(V )
χ−−→ {±1} −→ 1,

where the inclusion is g �→ �g and the surjection χ sends all the �g’s to 1 and β to −1.
Note that

G̃L(V ) � GL(V ) � {1, β},
where β acts on GL(V ) as inverse-transpose. We define an action of G̃L(V ) on the set
GL(V ) × (V ⊕ V ∗) by

�g · (h, v + v∗) = (ghg−1, �g(v + v∗))
β · (h, v + v∗) = (τV (h), β(v + v∗)) = (ht , β(v + v∗)).

(5.4)
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Here the action of β on GL(V ) is via the involution τV . It is important that the action of
β preserves the semisimple conjugacy classes of GL(V ). Also (5.3) guarantees that this is
indeed an action.

Let

W = Span{e1, . . . , en−1} ⊆ V ,

and set e = en , so that V ⊕ V ∗ = (W ⊕ Fe) ⊕ (W ∗ ⊕ Fe∗). Note that GL(V )e = GL(W ),
where we recall that GL(V )e is the stabilizer of e. We have

G̃L(V )e+e∗ = 〈
�g, β : g ∈ GL(W )

〉
,

and define

G̃L(W ) := G̃L(V )e+e∗ .

Note that we have

1 −→ GL(W ) −→ G̃L(W )
χ−−→ {±1} −→ 1,

and

G̃L(W ) � GL(W ) � {1, β},
where the action of β on GL(W ) is the conjugation action inside G̃L(W ). (Note that by
definition G̃L(W ) is the stabilizer G̃L(V )e+e∗ , and is not the GL(W ) analogue of G̃L(V ),
though they are certainly isomorphic. We prefer to view G̃L(W ) as the subgroup of G̃L(V )

stabilizing e + e∗.)

5.2 Unitary and orthogonal group

Let (V , 〈−,−〉) be a Hermitian space over a quadratic extension E of F or a quadratic
space over F , and G(V ) the corresponding isometry group, so that if V is Hermitian then
G(V ) = U (V ) (unitary group), and if V is quadratic then G(V ) = O(V ) (orthogonal group).
If V is quadratic, we set E = F . There is an F-linear map

β : V −→ V

such that 〈βv, βv′〉 = 〈v′, v〉 for all v, v′ ∈ V . (Such β differs by an element in G(V );
namely if β ′ is another such F-linear map then there exists h ∈ G(V ) such that β ′ = hβ.)
We fix our β as follows. Let {e1, . . . , en} be an orthogonal basis of V . Define

β : V −→ V , β(a1e1 + · · · + anen) = ā1e1 + · · · + ānen, (5.5)

where ai ∈ E and the bar indicates the Galois conjugate. Note that β2 = 1. If G(V ) is a
unitary group, β /∈ G(V ). If G(V ) is an orthogonal group, β is simply the identity, which is
in G(V ), but we consider β not as an element in G(V ) but another element distinct from the
element in G(V ).

We define

G̃(V ) = 〈
g, β : g ∈ G(V )

〉
,

namely the group generated by G(V ) and β. To be more precise, if G(V ) is unitary, G̃(V ) is
viewed inside Aut(V ). If G(V ) is orthogonal, one may simply consider G̃(V ) as the group
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generated by G(V ) and β with the relations gβ = βg for all g ∈ G(V ) and β2 = 1. We
have the short exact sequence

1 −→ G(V ) −→ G̃(V )
χ−−→ {±1} −→ 1,

where the surjection χ sends β to −1. Note that

G̃(V ) � G(V ) � {1, β},
where β acts on G(V ) by conjugation, and hence if G(V ) is orthogonal, this is merely a
direct product.

Let

τV : G(V ) −→ G(V ), τV (g) = βg−1β−1. (5.6)

This is an involution on G(V ) which preserves the semisimple conjugacy classes of G(V ).
We define an action of G̃(V ) on the set G(V ) × V by

g · (h, v) = (ghg−1, gv)

β · (h, v) = (τV (h),−βv) = (βh−1β−1,−βv)
(5.7)

for g ∈ G(V ) and (h, v) ∈ G(V )× V . As in the GL(V ) case, the action of β on G(V ) is via
τV , so that this action preserves the semisimple conjugacy classes. One can readily verify
that this is indeed an action.

Let W = {e1, . . . , en−1}, so that V = W ⊕ Ee, where we set e = en as usual. We have
G(V )e = G(W ), and

G̃(V )e = 〈
g, reβ : g ∈ G(W )

〉
,

where we recall that re is the reflection in the hyperplane orthogonal to e, and define

G̃(W ) � G̃(V )e.

Note that we have

1 −→ G(W ) −→ G̃(W )
χ−−→ {±1} −→ 1,

and

G̃(W ) � G(W ) � {1, reβ},
where reβ acts on G(W ) by conjugation viewed inside G̃(V ), and χ sends reβ to −1. It
should be noted that re and β commute and (reβ)2 = 1. (Note that G̃(W ) is not the group
analogous to G̃(V ), though certainly isomorphic to it.)

5.3 Special orthogonal group

We consider the special orthogonal group SO(V ). We keep the notation of the previous
subsection, assuming V is quadratic. We define

S̃O(V ) = 〈
g, rk

e β : g ∈ SO(V )
〉 ⊆ Õ(V ),

wherewe recall k is such that dimF V = 2k or 2k−1, and re is the reflection in the hyperplane
orthogonal to e. We have

1 −→ SO(V ) −→ S̃O(V )
χ−−→ {±1} −→ 1,
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and

S̃O(V ) � SO(V ) � {1, rk
e β},

where rk
e β acts on SO(V ) by conjugation viewed inside Õ(V ).

Remark 5.1 Let us compare our setup with that of Waldspurger ([16, p.314]). He defines the
group

G = {(g, ε) ∈ O(V ) × {±1} : det g = εk}.
One can readily verify that G is isomorphic to the direct product SO(V ) × {±1} if k is even,
and isomorphic to O(V ) if k is odd. One can then see that our S̃O(V ) is isomorphic to G via
the map g �→ (g, 1) and rk

e β �→ (rk
e ,−1).

Note that the involution

SO(V ) −→ SO(V ), g �→ rk
e τV (g)r−k

e = rk
e g−1r−k

e . (5.8)

preserves the (semisimple) conjugacy classes of SO(V ). (This is essentially the SO(V ) ana-
logue of Corollary 3.9, and can be shown not just for the semisimple elements but for all
elements.)

We define an action of S̃O(V ) on SO(V ) × V by restricting the action of Õ(V ), so that

g · (h, v) = (ghg−1, gv)

rk
e β · (h, v) = (rk

e h−1r−k
e ,−rk

e (v))
(5.9)

for g ∈ SO(V ) and (h, v) ∈ SO(V ) × V . In particular, the action of rβ
e is via the involution

that preserves the semisimple classes in SO(V ). (Indeed, the group S̃O(V ) is so chosen that
we have this property.)

We then have

S̃O(V )e = 〈
g, rk−1

en−1
reβ : g ∈ SO(W )

〉
,

and define

S̃O(W ) := S̃O(V )e.

We have

1 −→ SO(W ) −→ S̃O(W )
χ−−→ {±1} −→ 1,

and

S̃O(W ) � SO(W ) � {1, rk−1
en−1

reβ},

where rk−1
en−1

reβ acts by conjugation viewed inside Õ(V ), and χ sends rk−1
en−1

reβ to −1. It

should be noted that ren−1 , re and β all commute and (rk−1
en−1

reβ)2 = 1. (Note that S̃O(W ) is

not the SO(W ) analogue of S̃O(V ). This time, it is not completely immediate that it is even
isomorphic to the SO(W ) analogue of S̃O(V ), though they are indeed isomorphic. But since
we do not use this fact, we omit the proof.)
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5.4 Vanishing theorem for classical groups

Let

G(V ) = GL(V ), U(V ), O(V ) or SO(V );
G̃(W ) = G̃L(W ), Ũ(W ), Õ(W ) or S̃O(W ),

respectively. We can write

G̃(W ) = G(W ) � {1, βW },
where

βW =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

β, for GL(V );
reβ, for U(V );
reβ, for O(V );
rk−1

en−1
reβ for SO(V ),

where βW acts on G(W ) by conjugation viewed inside G̃(V ).
We define the involution

τW : G(V ) −→ G(V )

by the action of βW as defined in (5.4), (5.7) and (5.9), respectively. Namely,

τW (g) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τV (g) = gt , for GL(V );
(reβ)g−1(reβ)−1, for U(V );
reg−1r−1

e , for O(V );
(rk−1

en−1
re)g−1(rk−1

en−1
re)

−1, for SO(V ).

We let G̃(W ) act on the set G(V ) by using this action of βW , so that

h · g = hgh−1 and βW · g = τW (g), h ∈ G(W ), g ∈ G(V ).

This is indeed an action. Note that here G(V ) is viewed merely as a set instead of a group.
(Let us note that the involution τW is not explicitly mentioned in [1] or [16].)

Aizenbud, Gourevitch, Rallis and Schiffmann [1] and Waldspurger [16] proved their
multiplicity-at-most-one theorem by reducing it to the following non-existence of invari-
ant distributions.

Proposition 5.2 If we denote by S ′(G(V ))G̃(W ),χ the space of the distributions on which
G̃(W ) acts via χ then

S ′(G(V ))G̃(W ),χ = 0.

Namely, every G(W )-invariant distribution on G(V ) is also invariant under the involution
τW .

This proposition is rephrased as follows. Let S ′(G(V ))G(W ) be the space of G(W )-
invariant distributions on G(V ). Since τW (G(W )) = G(W ) this space is closed under the
action of τW . Further because τ 2W = 1, we have the eigenspace decomposition

S ′(G(V ))G(W ) = S ′(G(V ))G(W ),+ ⊕ S ′(G(V ))G(W ),−,
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where τW acts as ±1 on S ′(G(V ))G(W ),±, respectively. Then

S ′(G(V ))G̃(W ),χ = S ′(G(V ))G(W ),−.

Namely, the proposition asserts that the−1-eigenspace of τW inS ′(G(V ))G(W ) is zero, which
means that every G(W )-invariant distribution on G(V ) is also invariant under τW .

It has been shown by [1, 16] that the vanishing of this space of distributions follows from
the following vanishing theorem, which is the main technical theorem proven in [1, 16].

Proposition 5.3 Assume G(V ) = GL(V ). Then

S ′(GL(V ) × (V ⊕ V ∗))G̃L(V ),χ = 0.

Assume G(V ) = U(V ),O(V ) or SO(V ). Then

S ′(G(V ) × V )G̃(V ),χ = 0.

Let us note that in this proposition the space W no longer appears, and the involution τW

does not play any direct role in the proof after all. Probably, this is why the involution τW is
not explicitly mentioned in [1] or [16].

5.5 GPin

We need to prove the analogue of Proposition 5.2 for GPin(V ). In this subsection we set up
our notation for GPin(V ). So we go back to our convention that (V , q) is a quadratic space
over F as before.

Since the conjugation action ofGPin(V ) on itself factors throughO(V ), theGPin analogue
of Õ(V ) might as well be defined to be equal to Õ(V ). However, to make the distinction
between the two, we define

G̃Pin(V ) = 〈
g, β : g ∈ GPin(V )

〉
with the relations gβ = βg for all g ∈ GPin(V ) and β2 = 1. We have the short exact
sequence

1 −→ GPin(V ) −→ G̃Pin(V )
χ−−→ {±1} −→ 1,

where the surjection χ sends β to −1, and

G̃Pin(V ) � GPin(V ) × {1, β},
which is a direct product.

Recall in (2.3) that we have defined the involution

σV : GPin(V ) −→ GPin(V ), σV (g) =
{

g∗, if n = 2k;
sign(g)k+1g∗, if n = 2k − 1,

and have shown that σV preserves the semisimple conjugacy classes of GPin(V ). We then
define the action of G̃Pin(V ) on GPin(V ) × V (viewed merely as a set) by

g · (h, v) = (ghg−1, P(g)v)

β · (h, v) = (σV (h),−v)
(5.10)

for g ∈ GPin(V ) and (h, v) ∈ GPin(V ) × V . Note that σV (ghg−1) = gσV (h)g−1 because
σV (g) = ±N (g)g−1, which implies that the above action is indeed an action. Just as in
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the case of classical groups, it is important that the action of β preserves the semisimple
conjugacy classes of GPin(V ).

Let W = {e1, . . . , en−1}, so that V = W ⊕ Fe with e = en as before. We then have
GPin(V )e = GPin(W ) and

G̃Pin(V )e = 〈
g, eβ : g ∈ GPin(W )

〉
.

We define

G̃Pin(W ) := G̃Pin(V )e.

We then have

1 −→ GPin(W ) −→ G̃Pin(W )
χ−−→ {±1} −→ 1,

where the surjection χ sends eβ to −1, and

G̃Pin(W ) � GPin(W ) � {1, eβ},
where eβ acts onGPin(W )byconjugationviewed inside G̃Pin(V ).Note that e andβ commute
and (eβ)2 = 1. (Just as the classical group case, G̃Pin(W ) is notGPin(W ) analogueGPin(V ).
Moreover, G̃Pin(W ) is not even isomorphic to the GPin(W ) analogue of GPin(V ). This is
because the element e does not commute with GPin(W ) but only “almost commutes” as in
Lemma 2.10. Yet, this fact will play no role in this paper.)

We define an involution

τW : GPin(V ) −→ GPin(V ), τW (g) = eσV (g)e−1 (5.11)

for g ∈ GPin(V ). This involution is precisely the action of the element eβ ∈ G̃Pin(V ). Since
e is orthogonal to W , Lemma 2.10 implies that τW (GPin(W )) = GPin(W ).

The main technical goal of this paper is to prove the following theorem, which is precisely
the analogue of Proposition 5.3.

Theorem 5.4 Let G̃Pin(W ) � GPin(W ) � {1, eβ} act on GPin(V ) (viewed merely as a set)
by letting GPin(W ) act by conjugation and eβ by τW . Then we have

S ′(GPin(V ))G̃Pin(W ),χ = 0.

In other words, every GPin(W )-invariant distribution on GPin(V ) is also invariant under
the involution τW .

6 Reduction to the vanishing of distributions

In this section,we reduce ourmain theorem to the above vanishing theoremof the distributions
(Theorem 5.4). The key technical ingredient is the following, which is [1, Corollary 1.1].

Lemma 6.1 Let G be an lctd group and H ⊆ G a closed subgroup, both unimodular. Assume
there exits an involution σ : G → G such that σ(H) = H and every distribution on G
invariant under the conjugation action of H is also fixed by σ ; namely if T ∈ S ′(G)H , then
σ · T = T , where the action of σ on T is defined in the obvious way. Then for all π ∈ Irr(G)

and τ ∈ Irr(H), we have

dimC HomH (π, τ∨) · dimC HomH (π∨, τ ) ≤ 1,

where π∨ and τ∨ are the contragredients.
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By using this lemma, we have the following.

Proposition 6.2 Theorem 5.4 (vanishing theorem of distributions) implies Theorem 1.1
(multiplicity-at-most-one theorem) for GPin.

Proof Set

(G, H) = (GPin(V ),GPin(W ))

and σ to be as in (5.11), so that σ(H) = H . Also the vanishing theorem (Theorem 5.4) says
that every H -invariant distribution on G is invariant under σ . Hence all the conditions of the
above lemma are satisfied, which implies

dimC HomH (π, τ∨) · dimC HomH (π∨, τ ) ≤ 1

for all π ∈ Irr(G) and τ ∈ Irr(H). (Note that at this point we cannot conclude
dimC HomH (π, τ∨) ≤ 1 and dimC HomH (π∨, τ ) ≤ 1 because, if one of the Hom spaces
is zero, then the other could still have dimension > 1.)

To derive Theorem 1.1 for GPin, it suffices to show

HomH (π, τ∨) = HomH (π∨, τ ), (6.1)

because then the above inequality becomes(
dimC HomH (π, τ∨)

)2 ≤ 1,

and since τ is arbitrary we can re-choose our τ to be τ∨.
To show (6.1), we use our description of the contragredients from Theorem 4.2. First, if

the central characters ωπ and ωτ∨ = ω−1
τ do not agree on Z◦ then both HomH (π, τ∨) and

HomH (π∨, τ ) are zero, and hence (6.1) trivially holds. So assume ωπ and ω−1
τ agree on Z◦,

namely

ωπ |Z◦ = ω−1
τ |Z◦ .

Assume dimF V = 2k and dimF W = 2k − 1. We know from Theorem 4.2 that

π∨ = ω−1
π ⊗ π and τ∨ = signk

τ ω−1
τ ⊗ τ,

where signτ is the sign character of τ as defined in (4.1). Also by Lemma 4.1, we have

ω−1
π ⊗ π = signk

π ω−1
π ⊗ π.

But since ωπ |Z◦ = ω−1
τ |Z◦ and so ωπ(−1) = ωτ (−1), we have

π∨ = signk
τ ω−1

π ⊗ π.

We then have

HomH (π, τ∨) = HomH (π, signk
τ ω−1

τ ⊗ τ)

= HomH (signk
τ ωτ ⊗ π, τ)

= HomH (signk
π ω−1

π ⊗ π, τ)

= HomH (π∨, τ ),

where for the third inequality we used ωπ |Z◦ = ω−1
τ |Z◦ . Similarly, we can obtain (6.1) when

dimF V is odd. ��
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7 Reduction to classical group situations

In this section, we reduce Theorem 5.4 to the classical group situations of [1, 16]. To be more
precise, first we reduce Theorem 5.4 to the vanishing assertion

S ′(GPin(V ) × V )G̃Pin(V ),χ = 0, (7.1)

which is the analogue of Proposition 5.3. Then we will show that this vanishing assertion
can be reduced to the classical group situations.

7.1 Elimination ofW

In this subsection, we reduce Theorem 5.4 to the above vanishing assertion (7.1); namely
we eliminate the space W from Theorem 5.4. The key ingredient is the following version of
Frobenius descent.

Lemma 7.1 (Frobenius descent) Let G be an lctd group which is unimodular. Let X and Y be
lctd spaces on which G acts. Further assume that the action of G on Y is transitive. Suppose
we have a continuous G-equivariant map

φ : X → Y ,

namely ϕ(g · x) = g · ϕ(x) for all g ∈ G and x ∈ X. Fix y ∈ Y . Assume the stabilizer
G y ⊆ G of y is unimodular. Let χ : G → C

1 be a character of G. Then there is a canonical
isomorphism

S ′(X)G,χ � S ′(φ−1(y))G y ,χ .

Proof See [1, Theorem 2.2], [4, Section 1.5] or [5, Sections 2.21−2.36]. ��
We can then prove the following.

Proposition 7.2 We have a natural inclusion

S ′(GPin(V ))G̃Pin(W ),χ ⊆ S ′(GPin(V ) × V )G̃Pin(V ),χ .

Hence, if S ′(GPin(V ) × V )G̃Pin(V ),χ = 0 then S ′(GPin(V ))G̃Pin(W ),χ = 0.

Proof Recall thatwe have the orthogonal decompositionV = W ⊕Fe, where e is anisotropic.
Let

X := {(g, v) ∈ GPin(V ) × V : 〈v, v〉 = 〈e, e〉}.
Because of the way we have defined the action of G̃Pin(V ) on V (5.10), one can readily see
that X is invariant under G̃Pin(V ). Hence we have

S ′(X)G̃Pin(V ),χ ⊆ S ′(GPin(V ) × V )G̃Pin(V ),χ

because X is closed in GPin(V ) × V .
Next, let

Y := {v ∈ V : 〈v, v〉 = 〈e, e〉},
which can be readily seen to be invariant under the action of G̃Pin(V ). By Witt’s theorem,
we know O(V ) acts transitively on Y and hence G̃Pin(V ) acts transitively on Y .

123



70 Page 36 of 54 M. Emory, S. Takeda

Now, consider the projection

φ : X −→ Y , (g, v) �→ v,

which is G̃Pin(V )-equivariant. Recall that the stabilizer G̃Pin(V )e = G̃Pin(W ) of e is uni-
modular. Hence by the Frobenius descent (Lemma 7.1) applied to this φ, we obtain the
canonical isomorphism

S ′(X)G̃Pin(V ),χ � S ′(φ−1(e))G̃Pin(V )e,χ . (7.2)

By the obvious identification GPin(V ) × {e} � GPin(V ) of sets, we have

S ′(φ−1(e))G̃Pin(V )e,χ � S ′(GPin(V ))G̃Pin(W ),χ .

Hence we have

S ′(GPin(V ))G̃Pin(W ),χ � S ′(X)G̃Pin(V ),χ ⊆ S ′(GPin(V ) × V )G̃Pin(V ),χ .

The lemma is proven. ��

7.2 Reduction to semisimple orbit

By the above proposition, the proof of our main theorem is now reduced to proving the
vanishing assertion (7.1). We will show this by reducing to the classical group situations of
[1, 16].

The basic idea is to show that any distribution in S ′(GPin(V ) × V )G̃Pin(V ),χ is supported
in a smaller set by using Harish-Chandra’s descent, for which we also need the following
lemma due to Bernstein, which is called Bernstein’s localization principle in [1].

Lemma 7.3 (Bernstein’s localization principle) Let G be an lctd group. Let φ : X → Y be a
continuous map between lctd spaces X and Y . Assume G acts on X by preserving the fibers
of φ. Let χ : G → C

1 be a character of G. Suppose for all y ∈ Y we have

S ′(φ−1(y))G,χ = 0.

Then

S ′(X)G,χ = 0.

Proof See [1, Corollary 2.1], which is taken from [4, Section 1.4]. ��
Bernstein’s localization principle essentially says that if there is any continuous φ : X →

Y such that each fiber is preserved under the action of G then the vanishing of the space of
distributions S ′(X)G,χ can be shown “fiber-by-fiber”.

By using this twice, we can prove the following.

Proposition 7.4 Let O(V )s be the set of semisimple elements in O(V ). Define a map

θ : GPin(V ) × V −→ O(V )s

by

(g, v) �→ P(g)s,

where P(g)s is the semisimple part of P(g) under the Jordan decomposition.
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If

S ′(θ−1(γ ))G̃Pin(V ),χ = 0

for all semisimple conjugacy class γ ⊆ O(V )s , then

S ′(GPin(V ) × V )G̃Pin(V ),χ = 0.

Proof Let Y be the space of polynomials of degree at most n = dim V , which is a lctd space.
Consider the map

φ : GPin(V ) × V −→ GPin(V )
P−−−→ O(V ) −→ Y ,

where the first map is the projection on GPin(V ), the second one is the canonical projection,
and the third one sends each element in O(V ) to its characteristic polynomial, so that φ sends
each (g, v) ∈ GPin(V ) × V to the characteristic polynomial of P(g). One can see that φ is
continuous.

Let f ∈ Y be a polynomial. We have

φ−1( f ) = F f × V ,

where

F f = {g ∈ GPin(V ) : the char. poly. of P(g) is f }.
Since P(σV (g)) = P(g)−1 and P(g)−1 is conjugate to P(g) in O(V ) by Lemma 3.1,
P(σV (g)) and P(g) have the same characteristic polynomial. Thus the fiber φ−1( f ) is
preserved by G̃Pin(V ). Hence by Bernstein’s localization principle, if

S ′(F f × V )G̃,χ = 0

for all f ∈ Y , then S ′(GPin(V ) × V )G̃Pin(V ),χ = 0.
Next let P(F f )s be the subset of P(F f ) consisting of semisimple elements, and denote

by P(F f )s/∼ the set of conjugacy classes in P(F f )s . It is well-known that each semisimple
conjugacy class is closed in the group, and hence closed in P(F f )s , when P(F f )s is given
the subspace topology. Moreover, it follows from [14, Chap. IV] that P(F f ) contains only a
finite number of semisimple conjugacy classes. Hence in P(F f )s each semisimple conjugacy
class is open, which implies the quotient space P(F f )s/∼ is discrete and in particular lctd.

Now, consider the map

θ : F f × V −→ P(F f ) −→ P(F f )s −→ P(F f )s/∼,

where the second map takes each h ∈ P(F f ) ⊆ O(V ) to its semisimple part hs for the
Jordan decomposition h = hshu , and the third map is the canonical surjection. This map
θ is indeed continuous as in [1, proof of Lemma 5.1, p.1426]. Now for each conjugacy
class γ ∈ P(F f )s/ ∼, the fiber θ−1(γ ) is invariant under G̃Pin(V ) because the involution
σV preserves the semisimple conjugacy classes. Hence by applying Bernstein’s localization
principle, if

S ′(θ−1(γ ))G̃Pin(V ),χ = 0

for all semisimple conjugacy class γ of O(V ), then

S ′(GPin(V ) × V )G̃Pin(V ),χ = 0.

Of course this θ−1(γ ) is the same as the one in the proposition. ��
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7.3 Reduction to O(V) situation

The next step is to reduce the vanishing assertion

S ′(θ−1(γ ))G̃Pin(V ),χ = 0

to even a smaller support than θ−1(γ ) again by applying theFrobenius descent andBernstein’s
localization principle, and then reduce to the classical group situations.

Let us first set up a new notation. We let

U ⊆ GPin(V )

be the set of unipotent elements in GPin(V ). For each g ∈ GPin(V ) we let

Ug = {u ∈ U : gu = ug},
namely the centralizer of g in U . Note that both U and Ug are closed in GPin(V ). Also the
restriction to U of the canonical projection P : GPin(V ) → O(V ) is one-to-one, which
allows us to identify the set of unipotent elements in O(V ) with U .

Note that for each g ∈ GPin(V ) the stabilizer G̃Pin(V )g of g in G̃Pin(V ) is the group
generated by GPin(V )g and ηβ, where η ∈ GPin(V ) is such that ησV (g)η−1 = g. In

particular, if g is semisimple, so that GPin(V )g is reductive, then G̃Pin(V )g is unimodular,
having the reductive GPin(V )g as an index 2 subgroup.

Lemma 7.5 Assume

S ′(Z◦g Ug × V )G̃Pin(V )g ,χ = 0

for all semisimple g ∈ GPin(V ). Then

S ′(GPin(V ) × V )G̃Pin(V ),χ = 0.

Proof Let γ ⊆ O(V )s be the semisimple conjugacy class of P(g). The lemma is proven by
applying the Frobenius descent to the map

θ : θ−1(γ ) −→ γ, (g, v) �→ P(g)s,

where (g, v) ∈ θ−1(γ ) ⊆ GPin(V ) × V . To be precise, for each semisimple g ∈ GPin(V )

we have

θ−1(P(g)) = Z◦g Ug × V ,

and hence by the Frobenius descent

S ′(θ−1(γ ))G̃Pin(V ),χ � S ′(Z◦g Ug × V )G̃Pin(V )g ,χ .

��
Let us eliminate Z◦ from the above lemma.

Lemma 7.6 If S ′(zg Ug ×V )G̃Pin(V )g ,χ = 0 for all z ∈ Z◦, then S ′(Z◦g Ug ×V )G̃Pin(V )g ,χ =
0.

Proof This can be proven by applying Bernstein’s localization principle to the map

Z◦g Ug × V −→ Z◦, zg Ug �→ z,

because each fiber zg Ug × V is preserved by G̃Pin(V )g . ��
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Hence our vanishing assertion reduces to

S ′(g Ug × V )G̃Pin(V )g ,χ = 0

for all semisimple g ∈ GPin(V ) because in the above lemma zg is semisimple for all z ∈ Z◦
and Uzg = Ug .

Note that we have the obvious projection

P : G̃Pin(V ) −→ Õ(V ), g �→ P(g), β �→ β,

whose kernel is Z◦, which acts trivially on the space S ′(g Ug × V ). Here we use the same
symbol P as the canonical projection because it is actually an extension of the canonical
projection to G̃Pin(V ), and this should never cause any confusion. Next, for each semisimple
g we have the bijection

g Ug −→ P(g Ug)

induced by the canonical projection P . This is indeed a bijection because GPin(V ) and O(V )

share the same unipotent elements. Further, this map intertwines the actions of G̃Pin(V )g

and P(G̃Pin(V )g), which implies

S ′(g Ug × V )G̃Pin(V )g,χ � S ′(P(g Ug) × V )P(G̃Pin(V )g),χ ,

because the kernel of the projection P acts trivially. Note that

S ′(P(g Ug) × V )P(G̃Pin(V )g),χ ⊆ S ′(P(GPin(V )g) × V )P(G̃Pin(V )g),χ .

Hence to show our main theorem, it suffices to show

S ′(P(GPin(V )g) × V )P(G̃Pin(V )g),χ = 0 (7.3)

for all semisimple g ∈ GPin(V ). This is essentially the O(V ) situation of [1]

8 End of proof

This vanishing assertion (7.3) is more or less proven in [1]. Unfortunately, however, we
do not always have P(GPin(V )g) = O(V )P(g) as we have seen in Lemma 3.11. (Indeed, if
P(GPin(V )g) = O(V )P(g) then we would have only to show S ′(O(V )P(g) ×V )O(V )P(g),χ =
0, which is precisely the assertion proven in [1].) Accordingly we need to modify [1]. The
difference is that P(GPin(V )g) might have a factor of SO as in Lemma 3.11, for which we
need the result of Waldspurger [16] for the SO case.

In this subsection, we set

h := P(g) ∈ O(V ) and O′(V )h := P(GPin(V )g)

to ease the notation. As in Proposition 3.2 we have an orthogonal sum decomposition

V = V1 ⊕ · · · ⊕ Vm ⊕ V+ ⊕ V−

such that

Oh � G1 × · · · × Gm × O(V+) × O(V−),
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where

Gi =
{
GLAi (Xi ), if Vi = Xi ⊕ X∗

i ;
UAi (Vi ), otherwise.

We let

O′(V+) =
{
O(V+), if dimF V− is even

SO(V+), if dimF V− is odd,

and

O′(V−) =
{
SO(V−), if dimF V− is even

O(V−), if dimF V− is odd.

We then have

O′(V )h = P(GPin(V )g) � G1 × · · · × Gm × O′(V+) × O′(V−)

by Lemma 3.11.
Let us denote the image of h under this isomorphism by

(h1, . . . , hm, h+, h−).

For i = 1, . . . , m, let τi be our involution for Gi as defined in (5.2) and (5.6). Then

τi (hi ) = hi

because each of hi ’s is in the center of Gi and the corresponding involution fixes the center
pointwise. On O′(V+), we define an involution τ+ as follows: If O′(V+) = O(V+) then τ+
is as in (5.6). If O′(V+) = SO(V+) then τ+ is as in (5.8). In either case, we have

τ+(h+) = h+.

We similarly define an involution τ− on O′(V−).
For each i = 1, . . . , m, we let βi be the corresponding element as in (5.1) or (5.5), and

G̃i the group generated by Gi and βi as before. For O′(V±), we define Õ′(V±) accordingly
as it is special orthogonal or not.

Recall that there exists

γ = (γ1, . . . , γm, γ+, γ−) ∈ O(V1) × · · · × O(Vm) × O(V+) × O(V−) (8.1)

such that γ h−1γ −1 = h. (Note that γ depends on our fixed h.) Hence

Õ(V )h = 〈
a, γβ : a ∈ O(V )h

〉
,

which implies

Õ′(V )h = P(G̃Pin(V )g) = 〈
a, γβ : a ∈ P(GPin(V )g)

〉
.

Here, γ is not unique. For i = 1, . . . , m, we choose γi = βi for i = 1, . . . , m. As for the
orthogonal factor, we know that γ+ and γ− can be arbitrary. We choose γ± as follows: Fix
an anisotropic vector e± ∈ V± for each ± and set

γ± =
{
1 if O′(V±) = O(V±);
rk±

e± if O′(V±) = SO(V±),
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where we recall k± is such that dimF V± = 2k± or 2k± − 1, and re± is the reflection in the
hyperplane orthogonal to e±.

We then have the natural injection

P(G̃Pin(V )g) −→ G̃1 × · · · × G̃m × Õ′(V+) × Õ′(V−) (8.2)

by sending

γβ �→ (γ1, . . . , γm, γ+β+, γ−β−).

Note that we have the natural commutative diagram

G̃1 × · · · × G̃m × Õ′(V+) × Õ′(V−)

m + 2-times︷ ︸︸ ︷
{±1} × · · · × {±1}

P(G̃Pin(V )g) {±1} ,

�

where the top arrow maps the component G̃i � Gi to −1 ∈ {±1} in the i-factor (and
similarly for Õ′(V±)), the bottom arrow Õ′(V )h � O′(V )h to −1, and the right arrow is the
diagonal embedding. We then have the natural isomorphism

S ′(O′(V )h × V )Õ
′(V )h ,χ

� S ′((G1 × V1) × · · · × (Gm × Vm) × (O′(V+) × V+) × (O′(V−) × V−)
)Õ′(V )h ,χ

,

where on the right-hand side the group Õ′(V )h acts on the set (G1 × V1) × · · · × (Gm ×
Vm) × (O′(V+) × V+) × (O′(V−) × V−) via the left vertical arrow in the above diagram.
Recall that we are trying to show this space is zero.

In what follows, the orthogonal factor O′(V+) × O′(V−) does not play a special role
anymore. Hence for notational convenience let us write

Gm+1 = O′(V+) and Gm+2 = O′(V−),

and similarly Vm+1 = V+, Vm+2 = V−, etc. Further, we reset our m to be m + 2, so that we
simply have

O′(V )h � G1 × · · · × Gm . (8.3)

For each i = 1, . . . , m, let

χi : G̃i −→ {±1}
be the sign character that sends γi to −1. Also let εi ∈ {0, 1}, so that χ

εi
i is either trivial or

χi . For each m-tuple (ε1, . . . , εm), we set

S ′((G1 × V1) × · · · × (Gm × Vm)
)(ε1,...,εm )

to be the space of distributions on which G̃1 × · · · × G̃m acts by the character

χ
ε1
1 ⊗ · · · ⊗ χεm

m .

Now assume

T ∈ S ′((G1 × V1) × · · · × (Gm × Vm)
)Õ′(V )h ,χ
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is nonzero. Let

S ′
T = (G̃1 × · · · × G̃m)T ,

namely the (G̃1 × · · · × G̃m)-module generated by T . We then have

S ′
T ⊆

⊕
(ε1,...,εm )

S ′((G1 × V1) × · · · × (Gm × Vm)
)(ε1,...,εm )

.

Since O′(V )h , viewed as a subgroup of G̃1 × · · · × G̃m , acts by the nontrivial character χ

on T , there exists at least one εi �= 0 such that the projection

S ′
T −→ S ′((G1 × V1) × · · · × (Gm × Vm)

)(ε1,...,εm )

is nonzero.
We will show

S ′((G1 × V1) × · · · × (Gm × Vm)
)(ε1,...,εm ) = 0,

whichwill be a contradiction and hence there is no nonzero T . First, by permuting the indices,
we may assume ε1 �= 0. Let

A ∈ S ′((G1 × V1) × · · · × (Gm × Vm)
)(ε1,...,εm )

be nonzero. Then there exists a simple tensor

ϕ1 ⊗ · · · ⊗ ϕm ∈ S(G1 × V1) ⊗ · · · ⊗ S(Gm × Vm)

such that A(ϕ1 ⊗ · · · ⊗ ϕm) �= 0, which implies the composite

S(G1 × V1) −→ S(G1 × V1) ⊗ · · · ⊗ (Gm × Vm)
A−→ C

ϕ �→ ϕ ⊗ ϕ2 ⊗ · · · ⊗ ϕm

is nonzero. But this composite is a distribution on G1×V1 on which G̃1 acts via the character
χ1, which implies

S ′(G1 × V1)
G̃1,χ1 �= 0.

This contradicts Proposition 5.3, the result obtained by [1] or by [16]. Hence T = 0.

Thus we have shown S ′(O′(V )h × V )Õ
′(V )h ,χ = 0, which completes the proof of our

main theorem (Theorem 1.1) for GPin.

9 GSpin case

In this section, we prove our main theorem for GSpin(V ). The proof is essentially the same
as the GPin case but we need to make appropriate modifications. The most notable difference

is that instead of the group G̃Pin(V ), we use an appropriate subgroup G̃Spin(V ), which is
the analogue of S̃O(V ). Let us first recall our basic set up. As before, V is a quadratic space
with

dimF V = n =
{
2k

2k − 1.
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We fix an orthogonal basis e1, . . . , en−1, en , and assume W = Span{e1, . . . , en−1}. We often
write e = en . We set

ζ = e1 · · · en .

9.1 The group G̃Spin(V)

We define the group G̃Spin(V ), which plays the role of G̃Pin(V ). First recall that

G̃Pin(V ) = 〈
g, β : g ∈ GPin(V )

〉
,

namely the group generated by g’s and β modulo the relations gβ = βg and β2 = 1.
We then define

G̃Spin(V ) = 〈
g, ekβ : g ∈ GSpin(V )

〉 ⊆ G̃Pin(V ),

so that we have

1 −→ GSpin(V ) −→ G̃Spin(V )
χ−−→ {±1} −→ 1,

where the surjection χ sends ekβ to −1, and

G̃Spin(V ) � GSpin(V ) × {1, ekβ},
where ekβ acts on GSpin(V ) by conjugation viewed inside G̃Pin(V ). Since G̃Spin(V ) is a
subgroup of G̃Pin(V ), it acts on GSpin(V ) × V (viewed merely as a set) by restricting the
action of G̃Pin(V ) as

g · (h, v) = (ghg−1, P(g)v)

ekβ · (h, v) = (ekσV (h)e−k,−P(e)kv),
(9.1)

where (h, v) ∈ GSpin(V ) × V .

We let G̃Spin(V )e be the stabilizer of e ∈ V under the action of G̃Spin(V ) on V as usual.
Analogously to the SO(V ) case, One can then show

G̃Spin(V )e = 〈
g, ek−1

n−1eβ : g ∈ GSpin(W )
〉
,

and we define

G̃Spin(W ) := G̃Spin(V )e.

We have

1 −→ GSpin(W ) −→ G̃Spin(W )
χ−−→ {±1} −→ 1,

where the surjection χ sends ek−1
n−1eβ to −1, and

G̃Spin(W ) � GSpin(W ) � {1, ek−1
n−1eβ},

where the action of ek−1
n−1eβ is by conjugation viewed inside G̃Pin(V ).

We define an involution

τW : GSpin(V ) −→ GSpin(V ), τW (g) = (ek−1
n−1e)σV (g)(ek−1

n−1e)−1,
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for g ∈ GSpin(V ). This is the action of ek−1
n−1eβ ∈ G̃Spin(V )e on GSpin(V ). Since e

commutes with all the elements in GSpin(W ), we have τW (GSpin(W )) = GSpin(W ).
We have the canonical projection

P : G̃Spin(V ) −→ S̃O(V ), g �→ P(g), ekβ �→ rk
e β,

which is nothing but the restriction of the canonical projection P : G̃Pin(V ) → Õ(V ). We
then have

P(G̃Spin(V )e) = S̃O(V )e.

Let g ∈ GSpin(V ) be semisimple, and set h := P(g) ∈ SO(V ). If

O(V )h � G1 × · · · × Gm × O(V+) × O(V−)

as before, then

SO(V )h � G1 × · · · × Gm × S(O(V+) × O(V−)),

where

S(O(V+) × O(V−)) = (O(V+) × O(V−)) ∩ SO(V+ ⊕ V−)

by Proposition A.4. Note that we necessarily have dimF V− even, because h ∈ SO(V ), and
h+ = 1 and h− = −1. Apparently,

P(GSpin(V )g) ⊆ SO(V )h .

But this inclusion can be strict if there is an orthogonal factor O(V+)×O(V−). To be precise,
we have the following.

Lemma 9.1 Keeping the above notation, we have

P(GSpin(V )g) � G1 × · · · × Gm × SO(V+) × SO(V−).

Proof Since dimF V− is even, we know

P(GPin(V )g) � G1 × · · · × Gm × O(V+) × SO(V−)

by Lemma 3.11. Hence the lemma follows because GSpin(V )g = GPin(V )g ∩ GSpin(V ).
��

9.2 Vanishing of distribution

Analogously to theGPin case, themain technical result to be proven is the following vanishing
assertion of distributions:

S ′(GSpin(V ))G̃Spin(W ),χ = 0, (9.2)

where G̃Spin(W ) � GSpin(W ) × {1, ek−1
n−1eβ} acts on GPin(V ) by restricting the actions

(9.1). In particular, the element ek−1
n−1eβ acts via the involution τW , which preservesGSpin(W )

setwise.
Indeed, this implies the following, which is the analogue of Proposition 6.2

Proposition 9.2 The above vanishing assertion (9.2) implies Theorem 1.1 (multiplicity-at-
most-one theorem) for GSpin.
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Proof Set G = GSpin(V ) and H = GSpin(W ). The proof is essentially the same as Propo-
sition 6.2. First the vanishing assertion (9.2) implies

dimC HomH (π, τ∨) · dimC HomH (π∨, τ ) ≤ 1.

Hence it suffices to show

HomH (π, τ∨) = HomH (π∨, τ ).

If ωπ |Z◦ �= ω−1
τ |Z◦ then both sides are zero and the equality trivially holds.

So we may assume ωπ |Z◦ = ω−1
τ |Z◦ . Assume dimF V = 2k and dimF W = 2k − 1. We

know from Theorem 4.2 that

π∨ = ω−1
π ⊗ π or ω−1

π ⊗ πδ,

where δ is any element in GPin(V ) � GSpin(V ). Also

τ∨ = ω−1
τ ⊗ τ.

If π∨ = ω−1
π ⊗ π , the proof is essentially the same as the GPin case and left to the reader.

(This case is actually simpler because there involves no signπ .) Assume π∨ = ω−1
π ⊗ πδ .

Let us choose δ from the nonidentity component of the center of GPin(W ), so that τ δ = τ .
(For example, we may choose δ = e1 · · · en−1.) We then have

HomH (π, τ∨) = HomH (π, ω−1
τ ⊗ τ)

= HomH (ωτ ⊗ π, τ)

= HomH (ω−1
π ⊗ π, τ)

= HomH (ω−1
π ⊗ πδ, τ δ)

= HomH (π∨, τ ).

The case dimF V = 2k − 1 is similar. ��
Recall the action of G̃Spin(V ) on GSpin(V ) × V is defined in (9.1).

Proposition 9.3 We have a natural inclusion

S ′(GSpin(V ))G̃Spin(W ),χ ⊆ S ′(GSpin(V ) × V )G̃Spin(V ),χ .

Hence if

S ′(GSpin(V ) × V )G̃Spin(V ),χ = 0

then S ′(GSpin(V ))G̃Spin(W ),χ = 0.

Proof This can be proven in the same way as Proposition 7.2. Namely let

X := {(g, v) ∈ GSpin(V ) × V : 〈v, v〉 = 〈e, e〉}
Y := {v ∈ V : 〈v, v〉 = 〈e, e〉},

and consider the projection

φ : X −→ Y .

By Witt’s theorem, GSpin(V ) acts transitively on Y and hence by the Frobenius descent we
have

S ′(X)G̃Spin(V ),χ � S ′(GSpin(V ) × {e})G̃Spin(V )e,χ ,
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where the left-hand side is a subspace of S ′(GSpin(V ) × V )G̃Spin(V ),χ . But clearly

S ′(GSpin(V ) × {e})G̃Spin(V )e,χ � S ′(G̃Spin(V ))G̃Spin(W ),χ .

The proposition follows. ��

9.3 Reducing to classical group situation

By the above proposition, it suffices to show

S ′(GSpin(V ) × V )G̃Spin(V ),χ = 0.

Arguing in the same way as the GPin case, this vanishing assertion reduces to

S ′(g Ug × V )G̃Spin(V )g,χ = 0

for all semisimple g ∈ GSpin(V ). Since the canonical projection P is bijective on g Ug , we
have the natural isomorphism

S ′(g Ug × V )G̃Spin(V )g ,χ � S ′(P(g Ug) × V )P(G̃Spin(V )g),χ .

Since we have

S ′(P(g Ug) × V )P(G̃Spin(V )g),χ ⊆ S ′(P(GSpin(V )g) × V )P(G̃Spin(V )g),χ ,

it suffices to show

S ′(P(GSpin(V )g) × V )P(G̃Spin(V )g),χ = 0.

We know P(GSpin(V )g) is as in Lemma 9.1 and P(G̃Spin(V )g) is generated by
P(GSpin(V )g) and the element γβ, where γ is as in (8.1). Note that since the orthogo-

nal factor of P(GSpin(V )g) is SO(V+) × SO(V−), we always choose γ± = rk±
e± . Then the

rest of the proof is the same as the GPin case. The proof is complete.
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Appendix A: Centralizer of semisimple element

In this appendix, we reproduce the proof of Proposition 3.2, which gives the explicit descrip-
tion of the centralizer O(V )h of a semisimple element h ∈ O(V ). Though this is well-known
already from the 60’s [14], we reproduce the proof in detail because we have not been able
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to locate a proof in the literature to the precision we need. The beginning part of our proof is
borrowed from [8, p.79-82].

Let p(x) ∈ F[x] be the minimum polynomial of h, and let

A := F[x]/(p(x)).

Since h is invertible, p(x) has a nonzero constant term, which means x is invertible in A.
Hence we have the natural isomorphism

A = F[x]/(p(x)) � F[x, x−1]/(p(x)),

where on the right-hand side by (p(x)) we actually mean the ideal p(x)F[x, x−1]. On
F[x, x−1]we have the involution defined by x �→ x−1. Since p(x) is a minimum polynomial
of an element h in the orthogonal group O(V ), one can see that p(x−1) = axm p(x) for some
a ∈ F , where m is the degree of p. (To see this, consider the eigenvalues of p(x) over the
algebraic closure.) Namely the involution preserves the ideal p(x)F[x, x−1], which gives
rise to the involution

σ : A −→ A, x �→ x−1.

We often use the exponential notation f σ instead of σ( f ) for f ∈ A.
We view the space V as an A-module in the obvious way, namely f · v = f (h)v for

f ∈ A and v ∈ V . Then for each f ∈ A

f σ · v = f (h−1)v

and

〈 f · v, v′〉 = 〈v, f σ · v′〉
for v, v ∈ V .

Since h is semisimple, we can write p(x) = p1(x) · · · pk(x), where pi (x)’s are distinct
irreducible polynomials, so that we have

F[x]/(p(x)) = F[x]/(p1(x)) × · · · × F[x]/(pk(x)),

where each

Ai := F[x]/(pi (x))

is a field because pi (x) is irreducible. Let Vi = ker pi (h). Then we can write

V = V1 ⊕ · · · ⊕ Vk .

Since hVi = Vi , we can view each Vi as an Ai -module via q(x) · vi = q(h)vi for q(x) ∈ Ai ,
and hence as an A-module via the canonical surjection A → Ai .

Since (p(x)σ ) = (p(x)) viewed in F[x, x−1], for each i we have (pi (x)σ ) = (pσ(i)(x))

for some σ(i) ∈ {1, . . . , k}. There are two possibilities: either σ(i) = i or σ(i) �= i . Assume
σ(i) = i . In this case, σ restricts to an involution on the field Ai . Then Vi is orthogonal to all
Vj with i �= j , because for each ai ∈ Ai we have 〈aivi , v j 〉 = 〈vi , aσ

i v j 〉 = 0 for all vi ∈ Vi

and v j ∈ Vj with i �= j . On the other hand, assume σ(i) �= i . One can then similarly see
that Vi ⊕ Vσ(i) is orthogonal to all the other Vj ’s and both Vi and Vσ(i) are isotropic. Let us
set

Bi =
{

Ai × Aσ(i), if σ(i) �= i;
Ai , if σ(i) = i .
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Let us first consider the case σ(i) = i , so that Bi = Ai is a field with the involution σ .

Lemma A.1 Assume Bi = Ai . Then there is an Ai -Hermitian form

〈〈−,−〉〉i : Vi × Vi −→ Ai

with respect to σ , namely

〈〈av, v′〉〉i = a〈〈v, v′〉〉i and 〈〈v, v′〉〉σi = 〈〈v′, v〉〉i

for all v, v′ ∈ Vi and a ∈ Ai , such that

〈−,−〉 = trAi /F (〈〈−,−〉〉i ),

where trAi /F : Ai → F is the trace form.

Proof We suppress the subscript i to ease the notation, so A = Ai , etc. It is elementary to
show that any F-linear functional � : A → F is written as �(a) = trA/F (aα) for someα ∈ A.
Now, for each fixed v, v′ ∈ V consider the F-linear functional A → F by a �→ 〈av, v′〉.
Then there exists some 〈〈v, v′〉〉 ∈ A such that

〈av, v′〉 = trA/F (a〈〈v, v′〉〉)
for all a ∈ A. One can readily see that the assignment 〈〈−,−〉〉 : V × V → A is a nondegen-
erate Hermitian form on V over A with respect to the involution σ . ��

In the above lemma, it should be noted that if the involution σ on Ai is trivial then the
polynomial pi (x) has to be either pi (x) = x − 1 or pi (x) = x + 1, in which case A = F
and the Hermitian form 〈〈−,−〉〉i on Vi is simply the restriction of our symmetric bilinear
form 〈−,−〉. For pi (x) = x − 1 we set V+ = Vi and A+ = Ai , and for pi (x) = x + 1 we
set V− = Vi and A− = Ai . (Of course V+ or V− can be zero, depending on h.)

Next consider the case σ(i) �= i . Let us set j = σ(i), so that

Bi = Ai × A j .

We then have the field isomorphism

σ : Ai = F[x]/(pi (x))
∼−→ F[x]/(p j (x)) = A j , f (x) �→ f (x)σ .

Note that under this isomorphism we have x �→ x−1. By identifying A j with Bi under this
isomorphism, we can write

Bi = Ai × Ai .

Since the identification of A j with Ai is made via σ , the involution σ acts on Bi = Ai × Ai

as switching the two factors.
Let (hi , h j ) ∈ Ai × A j be the image of h in Bi . Since the isomorphism Ai → A j maps

x to x−1, under the identification Bi = Ai × Ai we have

(hi , h j ) = (hi , h−1
i ).

We often write

hi = (hi , h−1
i )

by slight abuse of notation. With this said, we have the following.
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Lemma A.2 Assume Bi = Ai × Ai , so that Vi and Vσ(i) are Ai -vector spaces. Recall both
Vi and Vσ(i) are totally isotropic such that the restriction of our symmetric form 〈−,−〉 on
the sum Vi ⊕ Vσ(i) is nondegenerate. Then there exists a nondegenerate Ai -bilinear pairing

〈〈−,−〉〉i : Vi × Vσ(i) −→ Ai

such that

〈−,−〉 = trAi /F (〈〈−,−〉〉i ).

Via this bilinear pairing, we have the identification

Vσ(i) = V ∗
i = HomF (Vi , F).

Proof The proof is essentially the same as the other case. Again let us suppress the subscript
i , and write Vσ(i) = Vσ . For each fixed v ∈ V and v′ ∈ Vσ , define the F-linear form on A
by

a �→ 〈av, v′〉.
Then there exists a unique element 〈〈v, v′〉〉 ∈ A such that

〈av, v′〉 = trA/F (a〈〈v, v′〉〉).
The assignment 〈〈−,−〉〉 : V × Vσ → A is indeed a nondegenerate A-bilinear pairing. ��

In the above case, let us write

Xi = Vi and X∗
i = Vσ(i).

It should be noted that we have the natural isomorphism

HomAi (Xi , Ai )
∼−→ HomF (Xi , F), � �→ trAi /F ◦�,

of F-vector spaces. Hence the dual X∗
i can be interpreted either over F or over Ai .

Now, by re-choosing the indices we can write

V = (X1 ⊕ X∗
1) ⊕ · · · ⊕ (X� ⊕ X∗

� ) ⊕ V�+1 ⊕ · · · ⊕ Vm ⊕ V+ ⊕ V−,

and

A = B1 × · · · × B� × A�+1 × · · · × Am × A+ × A−,

where

(a) for i = 1, . . . , �, we have Bi = Ai × Ai , and Xi is an Ai -vector space and X∗
i its dual,

(b) for i = �+1, . . . , m, we have that Ai is a field and Vi is equipped with a Hermitian form
over Ai , and

(c) A± = F and V± is a nondegenerate quadratic subspace of V .

Our involution σ on A restricts an involution on each Bi , and we write

σ = σ1 ⊗ · · · ⊗ σm ⊗ σ+ ⊗ σ−,

where on Bi = Ai × Ai the involution σi switches the two factors, on Bi = Ai the involution
σi is of the second kind and on A± the involution σ± is trivial.

If we view our h as an element of A, we can write

h = (h1, . . . , hm, h+, h−),

123



70 Page 50 of 54 M. Emory, S. Takeda

where hi ∈ Bi and h± = 1V± . Recall by our convention that if Bi = Ai × Ai then

hi = (hi , h−1
i ).

Then

σ(h) = h−1 = (h−1
1 , . . . , h−1

m , h+, h−)

= (σ1(h1), . . . , σm(hm), σ+(h+), σ−(h−)),

where if Bi = Ai × Ai then σi (hi ) is actually

σi (hi , h−1
i ) = (h−1

i , hi ),

because σi switches the two factors of Ai × Ai . Also note that if Bi = Ai �= A± then σi is a
Galois conjugation, and hence hi ∈ Ai is such that

σi (hi ) = h−1
i ,

namely hi is a norm one element in Ai .
We then have the following.

Proposition A.3 The centralizer O(V )h is of the form

O(V )h � G1 × · · · × Gm × O(V+) × O(V−),

where

Gi =
{
GLAi (Xi ), if Bi = Ai × Ai ;
UAi (Vi ), if Bi = Ai .

Here by GLAi (Vi ) we actually mean the “diagonal”

GLAi (Xi ) � {(gi , g∗
i
−1

) : gi ∈ GLAi (Xi )} ⊆ GLAi (Xi ) × GLAi (X∗
i ),

where g∗
i is the adjoint of gi with resect to the canonical pairing Xi × X∗

i → Ai , and by
UAi (Vi ) we mean the unitary group for the Hermitian space Vi over Ai .

Further, if Bi = Ai × Ai then each hi = (hi , h−1
i ) is viewed as the central element hi IXi

of GLAi (Xi ), and if Bi = Ai (including A±) then each hi is the central element hi IVi of
UAi (Vi ).

Proof Let g ∈ O(V )h . Assume Bi = Ai × Ai . Since Vi = ker pi (h), one can readily see
that g preserves each of the spaces Xi and X∗

i . Let gi be the restriction of g on Xi and g′
i that

on X∗
i . Note that at this point, gi and g′

i are only F-linear.
Then (gi , g′

i ) ∈ GLF (Xi ) × GLF (X∗
i ) commutes with h if and only if gi and g′

i are Ai -
linear because Ai is the field F[x]/(pi (x)) which acts via the evaluation at x = h. Further
(gi , g′

i ) preserves the original form 〈−,−〉 if and only if

〈〈givi , g′
ivi 〉〉i = 〈〈vi , v

′
i 〉〉

for all vi ∈ Vi and v∗
i ∈ V ∗

i , where 〈〈−,−〉〉i is the canonical pairing. Hence we must have
g′

i = g∗
i
−1, where g∗

i is the adjoint of gi with respect to 〈〈−,−〉〉i . This shows that the set of
all (gi , g′

i ) commuting with h is of the form

{(gi , g∗
i
−1

) : gi ∈ GLAi (Xi )},
which is isomorphic to GLAi (Xi ).
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Assume Bi = Ai (including A±). Then one can see that g preserves the space Vi =
ker pi (h). Let gi ∈ GLF (Vi ) be the restriction of g to Vi . Then gi commutes with h if and
only if gi is Ai -linear. Also gi preserves the original form 〈−,−〉 if and only if it preserves
the form 〈〈−,−〉〉i . This shows that gi ∈ UAi (Vi ). ��

One can see that this is precisely Proposition 3.2.
Let us mention that if Bi = Ai × Ai then by Lemma A.2 we know that GLAi (Xi ) is in

the Siegel Levi of the special orthogonal group SO(Xi ⊕ X∗
i ), and in particular

GLAi (Xi ) ⊆ SO(Xi ⊕ X∗
i ).

If Bi = Ai but not equal to A±, then by Lemma A.1 we have

UAi (Vi ) ⊆ SO(Vi ).

Note that UAi (Vi ) is in the special orthogonal group SO(Vi ) instead of just the orthogonal
group O(Vi ) because the unitary group UAi (Vi ) is connected.

Finally, let us mention the SO(V )-analogue of the above proposition, whose proof is left
to the reader.

Proposition A.4 Keep the above notation. Let h ∈ SO(V ) be semisimple. The centralizer
SO(V )h is of the form

SO(V )h � G1 × · · · × Gm × S
(
O(V+) × O(V−)

)
,

where

Gi =
{
GLAi (Xi ), if Bi = Ai × Ai ;
UAi (Vi ), if Bi = Ai ,

and

S
(
O(V+) × O(V−)

) = (
O(V+) × O(V−)

) ∩ SO(V+ ⊕ V−),

and further dimF V− is always even.

Appendix B: Summary of involutions

In this appendix, we summarize the involutions we use in this paper.
Canonical involution g∗: For g ∈ GPin(V ), the canonical involution g∗ is defined by
reversing the order of the vectors that appear in g viewed in the Clifford algebra C(V );
namely if we write g = v1v2 · · · v�, where vi ∈ V , then

g∗ = (v1v2 · · · v�)
∗ = v�v�−1 · · · v1.

Clifford involution g: For g ∈ GPin(V ), the Clifford involution g is defined as the “signed
canonical involution”; namely for g = v1v2 · · · v�,

g = (−1)�(v1v2 · · · v�)
∗ = (−1)�v�v�−1 · · · v1.

In other words

g = sign(g)g∗,
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where sign : GPin(V ) → {±1} is the sign map that sends the nonidentity component to −1.
Note that the Clifford norm N : GPin(V ) → F× is defined by N (g) = g g, so that

g−1 = 1

N (g)
g.

Involution σV : The involution σV is the involution on GPin(V ) defined by

σV (g) =
{

g∗ if n = 2k;
sign(g)k+1g∗ if n = 2k − 1.

The important property of σV is that it preserves the semisimple conjugacy classes of
GPin(V ). This, in particular, implies π∨ � πσ for all π ∈ Irr(GPin(V )), where πσ (g) :=
π(σV (g)−1). Also, this property allows us to reduce the vanishing of invariant distributions
to semisimple orbits by using Bernstein’s localization principle.

Remark B.1 All the three involutions (canonical, Clifford and σV ) are equal on GSpin(V ).

Involution ekσV (g)e−k : The involution g �→ ekσV (g)e−k on GPin(V ) is also defined. This
involution preserves the semisimple conjugacy classes of GSpin(V ), and hence plays the
same role as σV of the GPin(V ) case.

Group G̃Pin(V ) and Involution τW : The group G̃Pin(V ) is defined as

G̃Pin(V ) = 〈
g, β : g ∈ GPin(V )

〉
with the relations gβ = βg and β2 = 1, namely

G̃Pin(V ) = GPin(V ) × {1, β}.
The action of G̃Pin(V ) on the set GPin(V ) × V is defined as in (5.10). In particular, β acts
on GPin(V ) via the involution σV .

Assume V = W ⊕ Fe, where e is anisotropic. We set

G̃Pin(W ) := G̃Pin(V )e = 〈
g, eβ : g ∈ GPin(W )

〉
,

so that

G̃Pin(W ) � GPin(W ) � {1, eβ}.
The involution τW on GPin(V ) is defined by τW (g) = eσV (g)e−1, and the element eβ acts
on GPin(V ) via this involution.

Since τW (GPin(W )) = GPin(W ), the involution τW acts on the space

S ′(GPin(V ))GPin(W )

of the GPin(V ) invariant distributions. We showed that the −1-eigenspace of the involution
τW vanishes, which is equivalent to the assertion

S ′(GPin(V ))G̃Pin(W ),χ = 0.

However, we reduce this vanishing assertion to

S ′(GPin(V ) × V )G̃Pin(V ),χ = 0,

where the space W no longer appears. Hence the involution τW does not play any direct role
in our proof.
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Group G̃Spin(V ) and Involution τW : The group G̃Spin(V ) is defined as

G̃Spin(V ) = 〈
g, ekβ : g ∈ GPin(V )

〉 ⊆ G̃Pin(V ),

so that

G̃Spin(V ) � GSpin(V ) � {1, ekβ}.

The action of G̃Spin(V ) on the set GSpin(V ) × V is simply the restriction of the action of
G̃Pin(V ) as in (9.1). In particular, ekβ acts onGSpin(V ) via the involution g �→ ekσV (g)e−k ,
which preserves the semisimple conjugacy classes of GSpin(V ).

Assume V = W ⊕ Fe, where e is anisotropic and fix an orthogonal basis {e1, . . . , en−1}
of W . We set

G̃Spin(W ) � G̃Spin(V )e = 〈
g, ek−1

n−1eβ : g ∈ GSpin(W )
〉
,

so that

G̃Spin(W ) = GSpin(W ) � {1, ek−1
n−1eβ}.

The involution τW on GSpin(V ) is defined by

τW (g) = (ek−1
n−1e)σV (g)(ek−1

n−1e)−1,

and the element ek−1
n−1eβ acts on GPin(V ) via this involution. This involution plays the same

role as the τW of the GPin case.
Our main theorem can be shown by showing the vanishing assertion

S ′(GSpin(V ))G̃Spin(W ),χ = 0

just as the GPin case.

Involution τV on classical groups: Let G(V ) = GL(V ),U(V ),O(V ) or SO(V ). The invo-
lution τV on G(V ) is defined as follows:

τV (g) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

gt for GL(V );
βg−1β for U(V );
g−1 for O(V );
rk

e g−1r−k
e for SO(V ),

where β : V → V for U(V ) is Galois conjugation and re ∈ O(V ) is the reflection in the
hyperplane orthogonal to e. This involution preserves the (semisimple) conjugacy classes of
G(V ), and hence plays the same role as our σV for the GPin(V ) case.

The groups G̃(V ) and G̃(W ) and the involution τW are defined similarly to the GPin(V )

case.

Remark B.2 It should be pointed out here that one can show τV (g) and g are conjugate inG(V )

not just for semisimple g ∈ G(V ) but for all g ∈ G(V ). (See [8, I.2. Proposition, p.79].)
This allows one to prove the assertion on contragredient without using Harish-Chandra’s
regularity theorem. Thus the existence of MVW-involution can be shown for G(V ) even
when the characteristic of F is not zero.
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