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Abstract—Network slicing is a key technique in 5G and beyond
for efficiently supporting diverse services. Many network slicing
solutions rely on deep learning to manage complex and high-
dimensional resource allocation problems. However, deep learning
models suffer limited generalization and adaptability to dynamic
slicing configurations. In this paper, we propose a novel frame-
work that integrates constrained optimization methods and deep
learning models, resulting in strong generalization and superior
approximation capability. Based on the proposed framework,
we design a new neural-assisted algorithm to allocate radio
resources to slices to maximize the network utility under inter-
slice resource constraints. The algorithm exhibits high scalability,
accommodating varying numbers of slices and slice configurations
with ease. We implement the proposed solution in a system-level
network simulator and evaluate its performance extensively by
comparing it to state-of-the-art solutions including deep reinforce-
ment learning approaches. The numerical results show that our
solution obtains near-optimal quality-of-service satisfaction and
promising generalization performance under different network
slicing scenarios.

I. INTRODUCTION

Network slicing has been widely investigated in 5G and
beyond to support different network services in terms of cost-
efficiency, flexibility, and assurance [1]. The ever-increasingly
disaggregated network elements with fine-grained controllabil-
ity may lead to volatile network dynamics in various aspects,
e.g., admission and departure of slices in small time scales [2].
As a result, allocating radio resources to dynamic network
slices becomes even more challenging.

The problem of resource allocation in network slicing has
been extensively studied in the scenario of individual cells,
where allocations are mostly optimized under the assumption
that the resource demand of slices is known in advance.
Existing works derive their solutions by formulating ana-
Iytical closed-form models and solving the network slicing
problem using constrained nonlinear optimization methods. In
[3], the authors initially formulated and streamlined the slice-
wise resource allocation problem by finding the upper and
lower bound of network utility using the Lagrangian method.
Subsequently, a sub-optimal solution was obtained using a
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greedy algorithm. Although the derived simplified model is
effective, it is still tailored to specific slice configurations. In
[4], authors proposed a flexible slice deployment solution with
dynamic slice configurations, which formulated a slice model
with adjustable parameters and solved resource partition with
an optimization process. However, recent findings [5], [6] show
that these approximated models cannot accurately represent
diverse demand and performance of slices.

With recent advances in machine learning, reinforcement
learning (RL) methods have been increasingly explored to
tackle complex allocation problems in dynamic mobile net-
works. Zhou et al. [7] designed a multi-agent RL framework
based on Q-Learning to determine the optimal joint resource
allocation by using a coordinated Q-table, which alleviates the
inter-slice resource constraints. However, this solution cannot
scale to large state and action spaces. Our previous work
[8] investigated coordinated multi-agent deep reinforcement
learning (DRL) to handle the high-dimensional continuous
action space and complex resource optimization in network
slicing, where the inter-slice resource constraints are embedded
in the designed architecture of neural networks. However, the
proposed solution was explicitly trained for a fixed network
scenario, and can hardly be generalized for different slice setups
in terms of slice type and slice number. Liu ef al. [9] introduced
an approach to combine DRL and optimization process for
slicing resource allocation in a single cell scenario. Yet, it also
lacks the discussion of generalizing the solution to different
multi-cell network scenarios with flexible slice setups.

In this paper, we present a novel algorithm, called integrated
deep learning and Lagrangian method (IDLA), that optimizes
slicing resource allocation and can be generalized to adapt to
arbitrary slice combinations under time-varying dynamics. The
main contributions of this work are listed as follows:

o We propose a novel framework that integrates deep learn-
ing models (that have approximation capability) and con-
strained optimization methods (that have strong general-
ization) and can generalize to arbitrary slice combinations.

o First, we derive a general deep neural network (DNN)
model to approximate the slice network utility, that is
capable of handling slices under different requirements.

o Then, by leveraging the efficient computation of the partial
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derivatives of the slice utility function approximated by the
DNN model, we design a Lagrangian method for resolving
the optimal resource allocation on a per-slice basis, while
adhering to inter-slice resource constraints.

o« We evaluate the proposed algorithm in a system-level
network simulator, where numerical results show that our
algorithm obtains near-optimal quality of service (QoS)
satisfaction and promising generalization performance as
compared to the state-of-the-art solutions including the
widely used DRL approaches.

This paper is organized as follows. We define the system model
in Section II and formulate the slice-aware resource allocation
problem in Section III. In Section IV we propose the solutions
with DNN-based slice utility estimator and constrained nonlin-
ear optimization. The numerical results are shown in Section
V. We conclude this paper in Section VI.

II. SYSTEM MODEL

We consider a discrete-time network system that comprises
a set of cells denoted by C := {1,2,...,C}. The set of
slices in each cell ¢ € C can be time-varying, denoted by
Sc(t) :={1,2,...,5.(t)}, where S.(t) is the number of slices
served by cell ¢ at time slot ¢ € Ny. Each slice s € S.(t)
in cell ¢ needs to meet the predefined QoS requirements,
e.g., throughput and delay requirements denoted by ¢? and d}
respectively. Note that although here the slices are defined by
throughput and delay requirements, the problem formulation
and the proposed approach in the following sections can be
generalized to a broader set of requirements.

As illustrated in Fig. 1, Network Operation and Maintenance
(O&M) dynamically partitions the inter-slice resource to pro-
vide per-slice resource budgets to each cell periodically. Within
each cell, the radio access network (RAN) scheduler allocates
physical resource blocks (PRBs) to individual services, using
the provided resource budgets as upper-bound constraints. The
focus of this paper is to solve inter-slice resource partitioning
problem in network O&M, because we aim to develop a general
slicing resource partitioning solution compatible with RAN
schedulers from different network providers. At each time slot
t, O&M optimizes slicing resource partitioning x.(t) for each
cell ¢, i.e., the ratio of the radio resource to allocate to each
slice, given by

xc(t) == [ze,1(t), .., Te 5.1y (t)] € Xe(t), VeelC, (1)

where X,(t) := < [0,1]%®

> mest) <1y )

SES.(t)

Let x(t) := [x1(¢),...,xc(t)] be a collection of the per-cell
slicing partitioning, the performance of each slice s € S.(t) in
cell ¢ € C at time ¢ is measured by the QoS satisfaction level

Tc,s(x(t)), defined as
o bes(x(t)  dY

Te,s(x(t)) : mln{ b D) 1} )
where ¢, s(x(t)) and d. s(x(t)) are the throughput and delay
associated with slice s at cell ¢ at time slot ¢, respectively. This
performance metric takes the minimum between throughput and
delay and is upper bounded by 1, such that both requirements
need to be met to achieve the satisfaction level of 1.

Remark 1. Theoretically, due to the inter-cell and possibly
inter-slice interference, the achievable throughput and delay
not only depends on the locally allocated resource to its own
slice and cell, but also the resource occupation of other slices
in the neighboring cells. Thus, in (3), the QoS metric 7. is
written as a function of the global slicing partitioning x(t).

III. PROBLEM FORMULATION

Our objective is to find an efficient and scalable solution to
optimize the utility of QoS satisfaction over all slices and cells
by optimizing slicing resource partitioning at each time slot.
The per-slot optimization problem is formulated in Problem 1.

Problem 1 (Global Problem).
mz(n)(. U(r(x(t)))
x(t

subject to r(x(t)) := [res(x(t)) : c € C, s € Se(t)], )
(1), (2),3), V.

Note that the utility function can be defined based on various
system designs. For example, a common utility function to
consider the fairness is the sum of the logarithmic function
of the local performance metric:

Uex®)) = Y
SES.(t),ceC

In this paper, we use (5) as an example of the utility function,
however, by leveraging the superior approximation capability of
deep learning, our proposed approach can be applied to a wide
range of utility functions. The challenge of solving Problem 1
is multifaceted. Firstly, the utility function’s complexity poses a
challenge to function approximation, particularly due to limited
measurements in O&M. In contrast to RAN, where user and
channel feedback can be collected with fine time granularity
(e.g., in milliseconds), O&M only collects averaged cell- and
slice-level key performance indicators (KPIs) with a coarse
granularity (e.g., in minutes). Consequently, deriving closed-
form expressions becomes extremely challenging. Secondly, the
flexible slice configurations and inter-slice constraints further
complicate the problem, resulting in slow convergence and poor
adaptability of deep learning-based approaches. Finally, O&M’s
high scalability demand, e.g., up to over 100k cells, makes it
challenging to use either large global deep learning models or
collaborative multi-agent local models that require extensive
exploration to learn from scratch.

log (re,s(x(t)) +1). 5)
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IV. PROPOSED SOLUTIONS

In this section, we propose IDLA algorithm, to address the
aforementioned challenges. First, we design and train a DNN
to approximate the per-slice utility function. Then, with the
derived slice-based utility model, we decompose Problem 1 into
distributed cell-based resource allocation problems with inter-
slice resource constraints. This decomposition allows the IDLA
algorithm to adapt to a flexible number of slices per cell. Next,
we use the Lagrangian method to solve the constrained decom-
posed problem, where the partial derivatives can be efficiently
computed based on the DNN-based utility model. Finally, by
leveraging the automatic differentiation engine of deep learning
libraries, we improve the efficiency of the Lagrangian method.

A. Slice-based QoS Prediction using DNN

The complexity of the global utility function in (5) is
caused by the dependency of each local utility U, (7. s(x(t)))
on the global slice resource partition x(¢). Our idea is
to investigate whether each local per-slice QoS satisfaction
level r. s(t) can be approximated by a single general DNN
fo(ze,s(t),2¢,5(t)), Ve, s based on the local observations only,
including the allocated slice resource x. s(f) and a set of slice-
based KPIs z. 4(t), i.e., to find

fo(ze,s(t),2e,s(t)) = res(x(t)),Vs € Sc(t),ceC, (6)
where the DNN is parameterized by 6.

Data Collection: The DNN model serves as a general slice-
based QoS estimator, trained on slice-wise data collected from
network KPIs of different cells and slice configurations. Such
data are collected in network O&M periodically, e.g., every 15
minutes, as a standard practical setting. Based on the experts’
prior knowledge, to predict the slice utility r. s(¢), computed
with the achievable throughput ¢, (¢) and latency d. s(t),
Ve, s, the following network KPIs are highly correlated:

e Per-slice required throughput ¢} and required delay d;

o Per-slice PRB utilization ratio p. s(t), defined as the ratio
of the PRBs occupied by the slice, which can be seen as
the input of the allocated resource x. s(¢). This is because,
if resource z. 5(t) := p.,s(t) was allocated to the slice, the
corresponding achieved throughput and delay would be the
same as ¢ s(t) and d. s(t), respectively;

o The previous H states of per-slice average number of

active users vﬁf;’) (t) == [ves(t —H),...,vcs(t—1)];
o The previous H states of per-slice average channel quality
(H)

indicator (CQI) qe,s’ (t) := [ge,s(t — H), ..., qc,s(t — 1)].

Note that we collect multiple historical states of the aver-
age number of active users and CQI, in the hope that the
historical slice states not only capture temporal correlation,
but also reflect some hidden information extracted from the
missing global states, e.g., experienced inter-cell and inter-slice
interference. Also, we follow the realistic assumption that for
model inference, the real-time v, 4(¢) and g, +(¢) are unknown
while only the previous states within [t — H, ¢t — 1] are available.

Thus, a set of the local observations as the input samples
during a time period [1, 77 is then denoted by:
XL, ={(2c,s(t),2¢,s(t)) : fort=1,...,T,Ye,s}, (7)
where z. s(t) = [chs(t), qC,s(t)’ o5, dy] € R2H+27 (8)
while the set of output samples is denoted by:
VE = {res(t): fort=1,...,T,Ve,s}, ©)
where the QoS satisfaction level r. s(¢) is computed by (3)
based on the observed throughput ¢, (t) and delay d. s(t).
Local Utility Approximation: We learn a general slice QoS
estimator fp : R2H+3 — R : (2.4,2c5) > Tcs, as defined in
(6), such that the local utility in (5) can be approximated by:

Ue,s(re,s(x(t))) =~ log(fo(Tc,s(t), Ze,s(t)) + 1). (10)
With the collected data (7) and (9), we can train a multi-
layer perceptron (MLP) with [z (), . s(t)] € XL, as inputs
and 7.5(t) € YL, as output. Because fo(-) is a general
distributed model that can apply to any slice, at each time ¢
the samples from any cell and slice can contribute to model
training, leading to a much higher sample efficiency and faster
learning speed than training a large number of local models
for distinct cells and slices. Moreover, a general model, that
includes the throughput and delay requirements into the input
features, can handle flexible slice configurations, even with
unseen requirements.

Remark 2. More details of data augmentation for unseen
samples of different slice configurations will be given in Section
V-B. Moreover, in Section V-B we validate the viability of
learning (6) not only on the simulated data, but also on a
collected real dataset from a commercial LTE network.

B. Lagrangian Method for Slicing Resource Partitioning

With DNN-based utility approximation (10) at hand, we can
decompose Problem 1 into independent per-cell optimization
problems with intra-cell and inter-slice resource constraints. For
each cell ¢ € C at time ¢, optimization problem is written as:

Problem 2 (Decomposed Local Problem).
max. F(x.):= Z log (fe (Te,s(t), Ze,s(t)) + 1)
¢ SES.(1)
subject to (1),(2), Vt,Vec € C,
where Z. s(t) is the local observations defined in (8).

(1D

Problem 2 is a classical constrained non-linear optimization
problem. Note that the objective in (11) is a monotonic non-
decreasing function over x € R, i.e., we have F'(x,) > F(x.)
if x/, > x. (entrywise greater). Therefore, the optimal solution
to the problem with the equality constraint is also an optimal
solution to the original problem, and we can solve it by
using the Lagrange multiplier method. Since the problem is
independently formulated for each time slot ¢ and cell ¢ € C,
hereafter in this subsection we omit the index of ¢ for brevity.

For each cell ¢ € C, the Lagrangian is given by:

‘C(XC’ )‘0) = Z IOg f@(xc,s) + /\0(1 - Z .13075),

sES. SES.

(12)
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where fo(zcs) = fo(xcs(t),2cs(t)) is the learned DNN
in (11), and A\, € RT is the real non-negative Lagrangian
multiplier. Then, we can solve the primal and dual problems:

x:(\e) = arg max L(Xc, Ao, (13)
X.ERT

A¥ = argmin L(x5(Ae), Ae), (14)
Ae>0

by computing the partial derivatives with respect to each
variable and performing Gradient Descent (GD) iteratively:

_ L 9L (x00)
xﬁfjl) = 2] 4+ 60 ——m | Vs€S.
6-750,5
T (15)
R AR A
SES. +

where i is the index of iteration, §, and J) are the positive
updating rates of x.,Vs € S, and A, respectively, and [z]+
is equivalent to max{z,0}. The partial derivative of L. with
respect to z. s, Vs € S, is given by:
oL. (x,20) B ) afo (2
89591 fo (acgz)s) +1 (%cﬁl)s
C. Efficient Implementation to Improve the Performance of
Lagrange Multiplier Method

One major limitation of the Lagrangian methods is that, if
the function is non-linear and non-convex, there might exist
multiple solutions or folds on the functional surface, and
searching on one path may easily get stuck in a local optima. To
overcome this, we exploit the automatic differentiation engine
of deep learning libraries, and design a robust search strategy.

By using the automatic differentiation module torch.autograd
of PyTorch [10], we can efficiently compute the partial deriva-
tive of the trained function with respect to any input variables
on tensors, e.g., the partial derivative 0 fy (:EE’)S) / axﬁll in (16).
This allows fast parallel computing of multiple searching paths.
Thus, we propose the following search strategy:

) A9 (16)

(1) Based on the assumption that the network states between
two successive time steps change smoothly, we propose to
initialize the starting points for the optimization of each
time slot ¢ with the optimized solution of the previous time
slot t — 1, i.e., x(t) i= x*(t — 1);

To find a better (possibly local) optima, we take P
neighboring points near x.”(t) and run the GD opti-
mizations from all P initial points in parallel. After GD
optimizations have finished, we select the best solution
among them.

@

The proposed IDLA algorithm is summarized in Algorithm
1, where N (p, ), i(™¥) and 7 denote the normal distribution
for taking neighboring points with mean g and covariance
matrix X, the maximum iteration steps, and criterion for
stopping iteration, respectively.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithm by implementing it in a system-level network sim-

Algorithm 1 IDLA Algorithm
1: for t € T and c € C do
2: 140
3 xU(t)

ift=0
Otherwise

default action,
XZ (t - 1)7

4 Take P neighboring points as:

5 xg;) ) :=x(t)+e pell,.. P withe e N(u,X)
6: Parallelly compute for all p € [1, ..., PJ:

7 Initialize Lagrangian multiplier )\ci

8 Initialize update rate 65 > 0, 65\2 >0

9. while i <i™) and ||x{(t) — x"7V (1) = do

10: Compute partial derivative with (16) Vs € S.(t)

11: Update optimization variables and Lagrangian mul-
tipliers with (15)

12: Decrease update rate o, , 03

13: t+=1

14: end while

10 x5 () < x(t)

16: Choose the best solution among all P points that

provides the highest utility:

17: x*(t) = arg MaXy: () 2 ses.(nlog (fg (xﬁp’s(t)) )
18: end for

ulator [11], which can imitate real network systems well with
configurable user mobility, and slicing services. We compare
the real-time processing performance of the IDLA scheme with
two state-of-art schemes including a cell-wise DRL scheme and
a traffic-aware baseline that allocates resources proportionally
to data traffic demand per slice. We also compare it with an
oracle scheme obtained by brute force optimization with the
theoretically optimal performance. In addition, we explore the
flexibility of the IDLA algorithm when facing slice configu-
ration changes and its transferability from sample-collecting
network configurations to a new network configuration.

A. Network Setting

We built a network system consisting of 4 three-sector base
stations with the operating frequency band of 2.6 GHz, i.e.,
C = 12 cells. We defined 4 types of services, where the slice
combination S.(t) can be configurable and time-varying. Each
service has different requirement as average user throughput ¢
for s = 1,2,3, 4 defined as {2, 1,1.5,0.5} MBit/s, respectively.
respectively. All cells are provided with the same bandwidth of
20 MHz. In addition, to imitate the real user traffic, we apply
a varying traffic mask 74(¢) € [0, 1], which is collected from a
real network system, for each slice s € S.(¢) to reflect the daily
periodic pattern of per-slice user traffic. In Fig. 2 we present
the first 200 steps of the traffic mask. In the experiments, each
step corresponds to 15 minutes in real time.

B. Sample Collection and Network QoS Estimator Training

Before the training process of network QoS estimator fg(-),
we collected the training samples from the built network
scenario in the simulator following the pipeline introduced in
section IV-A.

6349

Authorized licensed use limited to: University of Nebraska - Lincoln. Downloaded on September 29,2024 at 21:16:20 UTC from IEEE Xplore. Restrictions apply.



2023 IEEE Global Communications Conference: Mobile and Wireless Networks

1.01
0.8+ ’
Y “‘V)ﬁ“’
= 0.6
2 \
L§ 0.4 == Slfcel
= — Slice 2
0.2 —— Slice 3
: Slice 4
0 50 100 150 200

time step

Figure 2: Traffic mask to imitate the dynamic slice traffic

Real Data
20 Simulation

S
£15
g
5]
f’g" 10
2

5

0

0.0 0.1 0.2 0.3 0.4

MAE
Figure 3: Network QoS estimator MAE histogram

Data Augmentation. We implemented a data augmentation
strategy to cover a wider range of (unseen) sample space. The
data augmentation strategy is summarized as follows:

(1) For the per-slice samples that achieve lower network QoS
than the requirements, i.e., for . ;(t) < 1, we generated
augmented samples by replacing the QoS requirements
(¢%,d%) in the input training sample with the achieved
QoS (¢¢,s(t), de,s(t)) and replacing the QoS satisfaction
re,s(t) (sample output) with 1. Because, if the achieved
(¢e,s(t),de,s(t)) were given as requirements, then the
requirement would be met.

(2) Conversely, for the per-slice samples that achieve no less
network QoS than the requirement, i.e., for 7. s(t) = 1,
we generated augmented samples by replacing the slice
resource partition x. s (t) in the input training samples with
a random value z, ((t) € [z, (t), 1]. Because the QoS is
upper bounded by 1 based on (3), if more resource was
given to the slice, due to the monotonicity of 7. s over
Z s, the achieved r. ; would be 1 as well.

Model training. Then, for the training of QoS estima-
tor fe(-), we built the DNN model with MLP architecture
consisting of 4 hidden layers with the number of neurons
(36,24,16,16). As proposed in IV-A, to better capture the
temporal correlation, we used h = 5 steps of the historical
network reports for estimator training, i.e., the training input
[Tc.s,Zes) € R'3. The training data was collected from the
network environment defined in V-A. The model was trained
for 200 epochs on 75% training samples and 25% testing
samples with Adam optimizer with respect to mean absolute
error (MAE) loss.

Fig. 3 shows the histogram of the MAE of network QoS
estimator after training was completed. To validate the viability

of training a utility estimator, We investigated the DNN model
not only on the simulated data, but also on a dataset collected
from a real commercial LTE network. By incorporating histori-
cal network reports, the estimator can provide accurate network
QoS predictions based on the given slice resource partition. The
average MAE was 0.0639 and 0.0573 for the simulation and
real dataset respectively. The close performances indicate that
our method is valid for handling real network systems.

C. Performance Comparison

With the derived slice QoS estimator fg(-) in hand, we
further implement the optimization proposed in IV-C to obtain
optimal resource partitions. We compare the performance of
the following schemes:

o IDLA scheme: our proposed algorithm in Algorithm 1
with P = 5 neighboring start points, where the offset e
for each point follows a normal distribution A/(0, 0.05).

¢ DRL scheme: a distributed Twin Delayed Deep Determin-
istic policy gradient (TD3) algorithm-based DRL approach
similar to our previous work [8], which solves cell-wise
optimal slicing resource partitions regarding the reward
defined by minimum of network QoS (10) among all
slices.

o Traffic scheme: a traffic-aware baseline that dynamically
adapts slicing resource partitions in each cell propor-
tionally to the current per-slice traffic amount, assuming
perfect knowledge of traffic amount.

e Oracle scheme: an oracle scheme that provides the near-
optimum for the constrained optimization problem. It
is derived by using brute-force search for the optimal
utility based on the pretrained fg(-) over all potential
combinations of x. € X, with an interval of 0.05.

To evaluate the performance of IDLA against the other
schemes, we implemented an online experiment in the network
simulator with dynamic slice configuration, i.e., during the
processing of the schemes, we changed the combination of
network slices. For a fair comparison, we divide the whole
online process into 3 time periods, denoted by Hg, Hi, and
‘Ho respectively:

e Ho (t € [0,1000)): First, we set the network system with

3 slices with combination S.(t) := [1,2,4],t € Ho,c € C.
Both IDLA and Oracle schemes are under the stage of
sample collection, while DRL is under the exploration
phase for buffer collection without agent training. The
Traffic scheme provides slice resource partitioning pro-
portional to instantaneous slice traffic demands.

e Hi (t € [1000,3000)): The network keeps the same
slice configuration as H. The IDLA and Oracle schemes
optimize resource allocation based on the pre-trained fg(-)
over the samples collected within Hy, and DRL enter the
phase of online training, with the samples collected within
H, also stored in the replay buffer.

e Hy (t € [3000,5000]): At t = 3000, the network
slice configuration changes to slice combination S, (¢) :=
[1,2,3,4],t € Ha,c € C, ie., we introduce a new slice
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faster convergence than DRL scheme in both online processing
phases H; and Ho. Moreover, IDLA quickly adapts to the new
slice configuration (with an added slice) in H2 and provides
robust performance. On the contrary, due to the poor scalability
of the cell-wise agent, the DRL scheme needs to retrain the
model when the slice configuration changes. It is worth noting
that since the total network resource remains the same after
adding a new slice, the user throughputs in other slices decrease
correspondingly to serve the users in the new slice.

To compare the converged performance of all schemes, in
Fig. 5 we compare the empirical cumulative distribution func-
tion (CDF) of the converged network QoS satisfaction level of
all schemes under both slice configurations. The IDLA scheme
provides the highest probability of QoS satisfaction under both
slice configurations with 0.973 and 0.629 respectively, while
Oracle and DRL schemes achieved similar converged QoS
satisfaction. Note that, theoretically, with brute-force search
Oracle scheme should find a near-optimal solution if the utility

Network QoS Satisfaction Level Network QoS Satisfaction Level

Figure 5: Comparison of network utility

in comparison with state-of-the-art solutions. In addition, we
show the scalability of the proposed methods by deploying
the derived model in different network scenarios with varying
slicing configurations. With the slice-wise resource scheduler,
our proposed algorithm provides high scalability and generality
for fast and efficient deployment in real network systems.
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