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Abstract— Automated and contactless face recognition is a
widely used machine learning technology for identifying people
which has been applied in scenarios like secure login to electronic
devices, automated border control, community surveillance,
tracking school attendance. The use of face masks has become
essential due to the global spread of COVID-19, raising concerns
about the performance of recognition systems. Conventional face
recognition technologies were primarily designed to work with
unmasked faces, and the widespread use of masked face images
significantly degrades their performance. To address this
understudied issue, we evaluated the performance of six deep
learning models, namely, VGG-16, AlexNet, GoogleNet, LeNet,
ResNet-50, and FaceNet on masked and unmasked face images.
We aim to find out if deep learning models struggle with masked
face recognition and identify the models that mitigate the impact
of masked face images. We track, and report miss rates for both
masked and unmasked images, along with performance metrics
like accuracy and F1 scores in this paper.

Keywords—masked face recognition, deep learning, ocular
biometrics, synthesized mask, Covid-19 pandemic

[. INTRODUCTION

Conventional facial recognition systems performed well
with unmasked faces up until COVID-19 pandemic. However,
as the pandemic led to mandatory mask-wearing in many
countries, these systems started to struggle in identifying
masked face images. Occluded faces posed challenges for facial
recognition solutions, while addressing occlusion invariance
became a growing research concern.

While various studies have been conducted on occluded
facial recognition solutions, none have conducted a
comparative study using masked, unmasked, and half-masked
training datasets along with multiple Deep Learning (DL)
models to thoroughly explore their strengths and weaknesses.
In this study, we trained and tested six DL models (VGG-16,
AlexNet, GoogleNet, LeNet, ResNet-50, and FaceNet) with
unmasked, masked, and half-masked face images. Our goal was
to identify the high-performing models in each case and report
the best and poor performers.

We conducted experiments using images taken in a
controlled environment from facial image databases with
sufficient number of images per subject for training and testing.
We tracked and reported miss rates for masked and unmasked
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images, as well as performance metrics such as accuracy,
precision, recall, and F1 score.

There are various facial image databases that contain images
captured in a controlled environment, uncontrolled
environment, or both. In this initial study, we choose to work
with images taken in a controlled environment. So, we explore
and use those databases that contain all images captured in a
controlled environment and have sufficient number of facial
images per subject for training and testing.

1L

Several models have been developed and widely used for
unmasked face recognition [10, 16, 17, 19-23]. However, there
has been limited progress in the field of masked face
recognition [1, 4-6, 8,15, 18].

Dharanesh et al. [5] proposed a solution for recognizing
faces with masks using a dynamic ensemble of deep learning
models. Their experimental results suggested that their solution
achieved comparable performance to conventional deep
learning face recognition systems without masks. They
experimented with DL models using only one database.

Damer et al. [1] performed an exploratory analysis of face
recognition systems considering the effect of masks on
recognition performance. They studied two non-commercial
models (ArcFace and SphereFace) and one commercial off-the-
shelf (COTS) model (MegaMatcher 11.2 SDK). The effect of
masks was significant, especially on the genuine score's
distribution. They emphasized the need to re-evaluate face
recognition solutions for proper performance when dealing
with masked faces. They experimented with three DL models
using their specifically collected database.

Montero et al. [6] proposed an approach modifying the
ArcFace model to create a Multi-Task ArcFace model, which
showed higher accuracy in recognizing masked faces without
compromising accuracy on non-masked datasets. They
experimented with their proposed Multi-Task ArcFace and the
original ArcFace DL models.

Anwar et al. [4] addressed a methodology to augment current
facial datasets with masked faces using the open-source tool
MaskTheFace. Their approach achieved low false-positive
rates and high accuracy in recognizing masked faces without
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requiring a new dataset. They experimented with the FaceNet
model.

Ejaz et al. [8] applied Principal Component Analysis (PCA),
a successful tool for non-masked face recognition, to the
masked face recognition problem. Their comparative study
using the ORL face database showed poor recognition rates for
masked face images compared to non-masked faces. They used
only the unsupervised PCA model and the ORL database.

While we evaluate masked face recognition system with 6
DL algorithms, we utilize 3 different types of training datasets
using ORL and GTFD databases separately in our study. None
of the above studies in the literature conducted a thorough
evaluation study with multiple databases using large number of
DL models, and including multiple scenarios like training with
unmasked versus testing with unmasked (UM/UM), training
with unmasked versus testing with masked (UM/M), training
with half-masked (that is, 50% images are unmasked and
remaining 50% images are masked) versus testing with
unmasked (HM/UM), training with half-masked versus testing
with masked (HM/M), training with masked versus testing with
unmasked (M/UM) and training with masked versus testing
with masked (M/M) . We believe that our study gives a broader
view of masked face recognition compared to the existing work
in the literature to the best of our knowledge.

III. PRELIMINARIES

We first provide a brief overview of commonly used DL
models in face recognition tasks. We then introduce the 6 CNN
algorithms (VGG-16, AlexNet, GoogleNet, LeNet, ResNet-50,
and FaceNet) used in our experiments, along with the ORL
(Our Database of Faces) and GTFD (Georgia Tech Face
Database) image databases. To address masked face
recognition, different DL models have been employed based on
specific needs and requirements:
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Fig. 1. Sample images from GTFD

1. Convolutional Neural Networks (CNN): CNNs are widely
used for image recognition tasks, including face recognition.
They excel at feature extraction, a crucial aspect of masked face
recognition. Models like VGGNet, ResNet, InceptionNet,
AlexNet, FaceNet, LeNet, and GoogleNet have been adapted
and fine-tuned for image recognition tasks. We choose to work

with CNN models in our study due to their strength at feature
extraction.

2. Siamese Network: This network involves one or more
identical networks and is used for one-s hot or few-shot
learning. It compares two images to determine if they belong to
the same person. This network is useful when labeled masked
face data is limited.

3. Generative Adversarial Networks (GANs): GANs are deep
neural networks that can generate new data resembling a given
set of training data. In face recognition, they have been used to
synthesize masked face images for data augmentation and
model training, effectively improving masked face recognition
tasks.

4. One-Shot Learning Model: This Machine Learning based
algorithm evaluates the similarity and differences between two
images. In face recognition, it aims to recognize a subject's face
with only one example, utilizing metric learning and feature
embedding techniques to identify subjects even with limited
data.

5. Ensemble Models: Ensemble models combine multiple
learning algorithms to achieve better performance than
individual algorithms alone. They enhance accuracy and
robustness by combining different models trained on various
datasets.

A. CNN Models Used in Our Experiments

Classification algorithms are used to classify objects of
various types. They help to classify objects into similar or
dissimilar groups. These algorithms also play an integral role in
facial recognition. They help to categorize the images and
determine their relationship to each other. Our study uses a
total of 6 different CNN classification algorithms for
experimentation. They are VGG-16, AlexNet, GoogleNet,
LeNet, ResNet-50, and FaceNet.. These are Convolutional
Neural Networks (CNN) models which are broadly used for
image recognition tasks, including face recognition. Feature
extraction from images is a crucial part in masked face
recognition, on which CNNs models perform good.

B. Databases

Two publicly available facial image databases, namely,
ORL (Our Database of Faces) and GTFD (Georgia Tech Face
Database) are selected for our study. Since our study is focused
on performing experiments in a controlled environment, ORL
and GTFD are the adequate choices made for our study as they
are generated in controlled environments. In addition, these
two databases have an equal number of images per subject.
Both of these databases lack masked images. We used
“MaskTheFace” software and generated masked face images
out of the unmasked images from these databases. ORL face
database consists of 10 different images of 41 subjects with a
total of 410 images. The size of each image is 92x112 with 8-
bit grey levels in PGM format. [8][13]. GTFD database
consists of a total of 750 images of 50 different subjects each
having 15 images in various conditions and poses. This
database is commonly used for research and development work
in the domain of computer vision. This database is used by
most researchers to study facial recognition algorithms and
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techniques [13]. Figures 1 shows sample images from the
GTFD database.
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Fig. 2. Sample masked GTFD images

C. Synthesizing Masked Face Images

We used open-source software, MaskTheFace to augment
faces from the ORL and GTFD databases with masks.
MaskedTheFace is a computer-vision based software which is
used to synthesize masked face images. It uses a dlib based face-
landmark detector to recognize face tilt. It has six mask
templates to use from. Based on the face tilt, mask template is
chosen from the library of masks. We can select several masks
for generating masked faces. We can use this software to convert
most face images to masked-face images. A single image or the
whole directory of images can be converted to masked faces
[14]. Figures 2 shows samples of masked faces from GTFD
database.

Fig. 3. Experimental Design

IV.  METHODOLOGY

In our study, we conduct experiments with masked, half-
masked and unmasked training datasets to investigate the impact
of masked face recognition. We perform experiments with 6
selected DL models to be able to compare effectiveness of DL
techniques in mitigating impact of wearing masks in facial
recognition. We repeat all our experiments with datasets formed
out of two face image databases. As both image databases are
only composed of unmasked images, we utilize the open-source
software MaskTheFace [14] to generate masked counterparts of
unmasked images.

We use two databases, namely, ORL (Our Database of
Faces) and GTFD (Georgia Tech Face Database), and conduct
experiments with 6 DL algorithms.

We performed six experiments using the 6 DL models for
each of the ORL and GTFD databases. We conducted 12
experiments with both ORL and GTFD databases. The
execution time for each of the 12 experiments with DL
algorithms conducted in our study was between 5 minutes to 45
minutes on average. Figure 3 illustrates the experimental design
in our study.

Experiment 1: Training with unmasked and testing with
unmasked images. We performed these experiments by training
6 DL models using both ORL and GTFD databases to observe
the performance of unmasked face recognition with DL models
when the system is completely trained with unmasked images.
In ORL, we used 8 unmasked images for training, 1 unmasked
image for validating for each subject and then tested each of the
DL models with 41 unmasked images, 1 for each one of 41
individuals. Similarly, In GTFD, we used 12 unmasked images
for training, 2 unmasked images for validating for each 50
subjects and then tested each of the DL models with 50
unmasked images, 1 for each one of 50 individuals.

Experiment 2: Training with unmasked and testing with
masked images. We performed these experiments by training 6
DL models for both ORL and GTFD databases to observe the
performance of masked face recognition with DL models when
the system is completely trained with unmasked images. We
followed the same procedures as in Experiment 1 except we
tested the models with masked images.

Experiment 3: Training with masked and testing with
unmasked images. We performed these experiments by training
6 DL models for both ORL and GTFD databases to observe the
performance of unmasked face recognition with DL models
when the system is completely trained with masked images. In
ORL, we used 8 masked images for training, 1 masked image
for validating and then tested each of the DL models with 41
unmasked images, 1 for each one of 41 individuals. Similarly,
In GTFD, we used 12 masked images for training, 2 masked
images for validating for each subject and then tested each of
the DL models with 50 unmasked images, 1 for each one of 50
individuals.

Experiment 4: Training with masked and testing with
masked images. We performed these experiments by training 6
DL models for both ORL and GTFD databases to observe the
performance of masked face recognition with DL models when
the system is completely trained with masked images. We
followed the same procedures as in Experiment 3 except we
tested the models with masked images.

Experiment 5: Training with half-masked and testing with
unmasked images. In this experiment, we aim to observe the
performance of unmasked face recognition with DL models
when the system is trained with half-masked images. Out of 10
images of each 41 individual in ORL database, 1 image is set
aside for testing and 2 images for validating, while from the
remaining 7 images, 3 images are masked with MaskTheFace
software and combined with 3 unmasked images from the
remaining images making a total of 6 images. Thus, we
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generated this new dataset having 6 images and named it as half-
masked image dataset. This dataset contains 50% masked
images combined with 50% unmasked images. This dataset
containing 3 masked and 3 unmasked images of each 41 subjects
was used to train 6 DL models. Then, we tested each of the
DLmodels with 41 unmasked images, 1 for each one of 41
individuals. Similarly, out of 15 images of each 50 individuals
in GTFD database, 1 image is set aside for testing, 2 images are
set aside for validating, while from the remaining 12 images, 6
images are masked with MaskTheFace software and combined
with 6 unmasked images to make a total of 12 images, that is,
50% masked images combined with 50% unmasked images.
The dataset containing 6 masked and 6 unmasked images of
each one of 50 subjects was used to train 6 DL models. Then,
we tested each of the models with 50 unmasked images, one for
each one of 50 individuals.

Experiment 6: Training with half-masked and testing with
masked images. In this experiment, we aim to observe the
performance of masked face recognition with DL models when
the system is trained with half-masked images. We followed the
same procedures as in Experiment 5 except we tested the models
with masked images.

V.  EXPERIMENTAL RESULTS

We used 3 training datasets for the DL models which are
Trainin UM, Training HM, and Training M. Then, we
generated 3 validation datasets, namely, Validating UM,
Validating HM, and Validating M for validating our models.
To test our models, we generated 2 testing datasets, namely,

Testing UM and Testing M. We used two face image
databases, which are ORL (Our Database of Faces), and GTFD
(Georgia Tech Face Database). We created those training,
validating, and testing datasets for both databases.

We chose 6 deep learning (DL) algorithms used in face
recognition studies which are VGG16, AlexNet, GoogleNet,
LeNet, FaceNet, and ResNet50. We trained, validated, and
tested these selected DL models. The experiments were
performed in PyCharm environment. The results are recorded
and reported in the following section.

A. Experimentation with ORL Database

In this experimentation, we choose 6 deep learning
algorithms and conduct experiments using training , validation
and testing datasets prepared from ORL database. Through these
experiments, we aim to test and compare the performance of the
6 DL algorithms by using metric such as accuracy. We train
these algorithms using unmasked, half-masked and masked
datasets separately, and test them using unmasked and masked
datasets prepared from the ORL database. We also track and
report miss rates for masked and unmasked images besides
reporting performance metrics such as accuracy.

TABLE 1. OVERALL AVERAGE MISS RATES OF 6 DL MODELS FOR
ORL DATABASE
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As shown in Table 2, the DL models trained with unmasked
face images and tested with masked images, AlexNet model is
found to have highest accuracy of 88% whereas GoogleNet is
found to have the lowest of 51%.

The models trained with half-masked and tested with
masked images, FaceNet has the highest accuracy of 100% and
ResNet50 has the lowest of 76%. The models trained with
masked images and tested with masked images, both AlexNet
and FaceNet have the highest accuracy of 100% and GoogleNet
has lowest score of 93%.

In Table 2, we observe that the highest average performance
is 99% when dataset is trained with unmasked images and tested
with unmasked images. This is also understandable because
these DL models are tuned to work with unmasked face images.
We observe that the lowest average performance is 72% when
the system is trained with unmasked faces and tested with
masked faces. This shows that models trained with unmasked
faces are not suitable for testing with masked faces.

TABLE 2. THE EXPERIMENTAL RESULTS SHOWING ACCURACY
OF 6 DL MODELS WITH ORL DATABASE
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In Table 2, we see that for testing masked face images, the
average accuracy of DL models decreases when trained with
unmasked images, but the accuracy increases when the DL
models are trained with masked faces, and the best performance
is observed when the models are trained with masked images.

As shown in Table 2, LeNet, FaceNet and VGGI16 are
found to outperform other models in identifying unmasked
facial images for unmasked training datasets. FaceNet and
AlexNet both outperform other models for identifying
unmasked face images when trained with half-masked face
images. Except AlexNet, all 5 tested models perfom best for
identifying masked images when trained with masked images.

In Table 1, we notice that while testing masked face images,
models trained with masked face images have the lowest
average miss rate of 4%, and the models trained with unmasked
face images have the highest average miss rates of 28%. But,
while testing unmasked face images, we observe that models
trained with half-masked face images have the highest average
miss rate of 7%, and the models trained with unmasked face
images have lowest average miss rate of 2%.

B.  Experimentation with GTFD Database

In this experimentation, we choose 6 deep learning
algorithms and conduct experiments using training , validation
and testing datasets prepared from GTFD database. Through
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these experiments, we aim to test and compare the performance
of the 6 DL algorithms by using metrics such as accuracy. We
train these algorithms using unmasked, half-masked and
masked datasets separately, and test them using unmasked and
masked datasets prepared from the GTFD database. We also
track and report miss rates besides reporting performance
metrics such as accuracy.

TABLE 3. THE EXPERIMENTAL RESULTS SHOWING ACCURACY
OF 6 DL MODELS WITH GTFD DATABASE
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As shown in Table 3, the DL models trained with unmasked
face images and tested with masked images, FaceNet model is
found to have highest accuracy of 82% whereas LeNet is found
to have the lowest of 52%.

When the models are trained with half-masked and tested
with masked images, FaceNet has the highest accuracy of 98%
and VGG16 has the lowest of 80%. When the models are rained
with masked images and tested with masked images, FaceNet
has the highest accuracy of 100% and ResNet50 has lowest
score of 90%.

In Table 3, we see that the highest average performance is
96% when the model is trained with unmasked images and
tested with unmasked images.

We observe that the lowest average performance is 64%
when the system is trained with unmasked faces and tested with
masked faces. This shows that models trained with unmasked
faces are not performing well with masked faces.

In Table 3, we see that the average accuracy of DL models
decreases for testing masked face images when trained with
unmasked images. The accuracy is found to be increased for
testing masked face images when the DL model is trained with
masked faces.

TABLE 4. OVERALL AVERAGE MISS RATES OF 6 DL MODELS FOR
GTFD DATABASE
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As shown in Table 3, FaceNet is found to outperform other
models in identifying unmasked facial images for all 3 types of
training datasets. FaceNet outperforms other models for
identifying masked face images when trained with unmasked
face images. FaceNet outperforms other models for identifying
masked images when trained with masked or half-masked
images.

In Table 4, we notice that while testing masked face images,
models trained with masked face images have the lowest
average miss rate of 7%, and the models trained with unmasked
face images have the highest average miss rates of 36%. But,
while testing unmasked face images, we observe that models
trained with masked face images have the highest average miss
rate of 12%, and the models trained with unmasked face images
have the lowest average miss rate of 4%.

C. Evaluating Experimental Results

FaceNet stands out as the top performer in identifying
unmasked facial images, followed by LeNet, regardless of the
type of training dataset. FaceNet also outperforms other models
in identifying masked face images when trained with unmasked
face images for both ORL and GTFD databases. FaceNet
consistently excels in identifying masked images when trained
with masked or half-masked images for both databases. On the
other hand, AlexNet, ResNet50, GoogleNet, and VGG16 exhibit
weaker performance in specific scenarios.

If a DL recognition system needs to recognize both masked
and unmasked images, the recommended configuration is to
train with half-masked or masked face images and use the
FaceNet classification model, as it achieves an average accuracy
of at least 98% with both ORL and GTFD databases. Similarly,
if the DL system needs to recognize only unmasked face images,
training with unmasked face images and using FaceNet as the
DL model yields 100% accuracy with both ORL and GTFD
databases. On the other hand, if the focus is solely on
recognizing masked face images, training with masked faces and
employing FaceNet as the classification model yields 100%
accuracy with both databases.

From Tables 3 and 5, it is observed that training a DL model
with more masked images improves masked face recognition
metrics while degrading unmasked face recognition
performance. Optimal performance scores for both unmasked
and masked face recognition are achieved when training the
models with half-masked datasets. Masked face recognition
reaches its highest accuracy when models are trained with all
masked images, while unmasked face recognition achieves its
highest accuracy when models are trained with all unmasked
images.

VI.  CONCLUSIONS AND FUTURE WORK

Our observations indicate that face recognition models
intended primarily for unmasked faces show a decline in
performance when recognizing masked face images. DL models
do not perform in masked face recognition as much good as they
do in unmasked face recognition in general. We observed a trend
of increasing accuracy in identifying masked face images for DL
models when trained with more masked face images, while a
decrease is observed in identifying unmasked images.

We found that FaceNet performs exceptionally well with
both unmasked and masked facial images in the DL domain. The
choice of the appropriate model and training configuration
depends on the specific requirements of the recognition system,
whether it is for masked, unmasked, or both types of facial
images.
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We purposely design our experiments to work with images
captured in a controlled environment like a studio setting to
focus only on examining impact of masks avoiding interference
of outside factors like various backgrounds, illuminations, and
occlusions. Larger image databases like LFW are mostly
composed of images collected from web with various
environmental settings, sizes, resolutions, and illuminations
which do not fit to our experimental design to explore impact of
mask wearing in face recognition while avoiding other factors
as much as possible. There is limited number of facial image
databases which are captured in a controlled environment and
composed of lesser number of images as in our selected ORL
and GTFD databases.

Due to the limitation in the availability of masked face
databases, we chose to use synthetic masked faces in our study.
The ORL and GTFD databases were selected as they provided a
controlled environment for conducting our experiments. Future
work includes exploring the differences between real and
synthesized masked images in face recognition, conducting
experiments using images captured in both controlled and
uncontrolled environments and with larger number of subjects
for both real and synthetic images.
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