
A DNA circuit that records molecular events

Mingzhi Zhang1,3, Colin Yancey4, Chao Zhang1, Junyan Wang1,2, Qian Ma3, Linlin Yang1, Rebecca

Schulman4,5*, Da Han1,2*, Weihong Tan1,2*

1Institute of Molecular Medicine (IMM), Shanghai Key Laboratory for Nucleic Acid Chemistry and

Nanomedicine, Renji Hospital, Shanghai Jiao Tong University School of Medicine, Shanghai 200127,

China.

2Zhejiang Cancer Hospital, Hangzhou Institute of Medicine (HIM), Chinese Academy of Sciences,

Hangzhou, Zhejiang 310022, China.

3Intellinosis Biotech Co., Ltd., Shanghai, 201112, China.

4Chemical and Biomolecular Engineering, Johns Hopkins University, Baltimore, MD 21218, USA.

5Computer Science, Johns Hopkins University, Baltimore, MD 21218, USA.

*e-mail: tan@hnu.edu.cn (W.T.), dahan@sjtu.edu.cn (D.H.), rschulm3@jhu.edu (R.S.)

mailto:tan@hnu.edu.cn
mailto:dahan@sjtu.edu.cn
mailto:rschulm3@jhu.edu


Abstract

In biological systems, transient molecular signals direct the operation of signal

transduction and genetic regulatory networks. Characterizing the relative onset times,

strength (or concentration) and duration of these signals is critical for understanding

the operation of these networks. However, detecting multiple such molecules as they

are produced and then quickly consumed is challenging. A molecular event recorder

(MER) encodes information about transient molecular events, such as the relative

appearance times, concentration, and duration of molecular signals as a stable DNA

sequence output amenable to downstream sequencing or other analysis. Here, we

report the development of a de novo molecular event recorder that processes

information using a strand displacement reaction network and produces outputs using

the primer exchange reaction (PER). The recorder encodes information about the

concentration, duration, of target molecules and the relative order that these molecules

appear as the concentrations of different DNA outputs.

Introduction

Molecules regulate biological activities in living cells 1. The presence of a molecule

can represent a temporal molecular event (TME), which can influence or directly

indicate a downstream activity’s occurrence. One instance of this would be the

presence of mRNA in a cell, as it is a TME which leads to the production of a given

protein through gene expression, demonstrating the significant effect of TMEs on cell

status. The order, magnitude, and duration of the expression of different genes has a

profound impact on the evolution of a cell’s properties and function 2,3. Some

examples include concentrations of mRNA that relate to cytokine expression

influencing a cell’s differentiation4, the length of signal exposures being correlated

with the outcome of a natural killer cell’s <education= 5, which can result in different

cell fate 6,7, and in turn affecting homeostasis 8. Therefore, an analysis of cells exposed

to nucleic acid can yield information about the relative order, initial concentration,

and duration of a molecular event, leading to the identification of cell status and

development. However, initial exposure information is momentary, and methods

aimed at gaining such information in a way that would modify cellular behavior pose

risks, the ability to sense multiple properties simultaneously could be lost or



unexpected side effects could occur by the change in target system. Though Molecular

event recorders, whose devices can capture and store details for long periods and

provide a safe and reliable option for long-term analysis using DNA, are a plausible

solution for the capture of molecular data presented momentarily, skilled technicians

employing complicated procedures are needed to operate potential molecular event

recorders and implement data sensing and recording with engineered enzymes 9-13 14-16

17 18-21. To address these challenges, we herein report the design of a molecular event

recorder (MER) that processes information using a strand displacement reaction

network and produces outputs using the primer exchange reaction (PER) 22,23. This

type of recorder contains transducers and writers which are used for molecular signals

transformation and information recording.

Framework of the MER

Molecular events usually contain information about different types of molecular

signals, including the relative order, concentration, and duration. More specifically,

relative order refers to the different onset times of target molecules, concentration

refers to the initial intensity of the target molecule in observed region and duration

refers to the present time of target molecule in this region. Thus, in our framework,

Inputs are DNA oligo with specific sequence, and a molecular event can, therefore, be

recorded in different domains of a DNA oligo barcode. (Figure 1A). The recorder can

be divided into three modules: one that senses and records order; one that senses and

records concentration; and one that senses and records duration. A substrate module

of time delay purposes is used for long-duration detecting in duration module.

As shown in Figure 1B, reactions among modules are linked, allowing transducers in

the concentration and duration modules to respond to the Input and transmit specific

signals to activate writer hairpins. Once modules are activated, primers containing a

specific order signature start their work (Figure S4). A specific order signature might,

for example, be a three-base difference in the primer. By its ability to elongate in

writer hairpin using primer exchange reaction (Figure 1C), specific barcode can be

continually added from its 3-prime as well as downstream recording primer. As a

result, a specific recording product in which information about relative order,

type-concentration, and duration is generated.



Figure 1. Overview of the molecular event recorder (MER). (A) An example of a molecular event:
Input_A appeared with a high concentration and lasted for a brief time, while it was followed by
Input_B which appeared with a low concentration and lasted for a long time. (B) Workflow of the
recorder. Once the input appears, the transducers of concentration and duration respond by releasing a
specific DNA oligo and activating their relevant write hairpins. The recording of information starts
from the primer with order identification, and the concentration barcode is elongated by the writer
hairpin in the concentration modules and followed by the duration module. (C) Mechanism of primer
exchange reaction (PER) used in the writer hairpin.

Relative Order identification

Relative order can be defined as the timing of the molecule’s first appearance orderly

early or late by time. Usually, more than one molecule takes part in a life activity, a



molecular event always consists of multiple inputs while the relative onset times often

lead to distinct consequences. It has been proved that different lengths of the binding

domain in primer could cause different reaction priorities on PER hairpin (Figure

S27A and S27B) 23. Thus, we designed two primers with different domain binding

lengths (10 nt for p1 and 7 nt for p2) in the concentration module, assuming that p1

would have a higher reaction priority (Figure S4). We used ā �ÿāĂāý( ) − ā(�ÿāĂā_þ)
to quantify the order and gap time, the first Input appearance might use more p1 to

record its information (Figure 2A) and the expectation of [p1_A] and [p1_B] in

different order conditions could be that shown like an <X= shape in Figure S6A where

the order of Input_A and Input_B significantly result in an increasing ratio of [p1_A]

over [p1_B] when changed from negative to positive, asā �ÿāĂāý( ) − ā(�ÿāĂā_þ)
shown in Figure S6B.

We modified two different fluorescence on 5’ of the primers (6-FAM on p1 and CY5

on p2) to help characterize the consumption of these two primers in one recording

system (Figure S7), then tested a list of gap times between Input_A and Input_B

through PAGE (Figure 2B). We found Input_A that appeared earlier would cause

higher [p1_A] compared to the later appearance condition, while Input_B experienced

the same situation (Figure 2C). We plotted [p1_A]/[p1_B] through simulation

modeling and determined the threshold value for order identification to be around 2.0

(Figure S28C). We next used a classification model based on this threshold to classify

the order of Input_A and Input_B (Figure S6C), and it showed that the monotone

change of [p1_A]/[p1_B] helps in correct classification (Figure 2D).

Compared to the goal pattern, [p1_B] in Figure 2C showed a lower yield than

expected. We considered a leakage in the inactivated writer hairpin and found it

shows higher in A system compared to B system, resulting in a curve shift in the

experiment (Supplementary Section 3.1, Figure S9A and S9B).



Figure 2. Order identification for double input. (A) Mechanism of order
identification. Input activates its specific writer hairpin and consumes the primer with
a p1 sign before p2 sign, resulting in using more p1 in the product of the former input.
(B) Different input time results in a different yield of products of Input_A (with p1
signature) and products of Input_B (with p1 signature). (C) Yield of the products is
plotted under order and interval time of the Input. The solid dots represent the data
from PAGE in (B). (D) Scatter distribution of the order. The order of appearance can
be divided into two dissimilar parts. Note that

.ÿ��ĀĀ�Ā�ý�ā�Āÿ ĀĂāāĂā = ��ā�Ā − �ℎÿÿĀℎĀ�þ
The Concentration Module in MER

In general, a distinction must be shown between low and high concentration

conditions to design a reliable concentration sensing module. A thresholding circuit is

able to successfully output a concentration higher than the threshold 24, 25,26. However,

to confirm a dependable <low concentration= condition and distinguish it from a <no

Input= condition, leakage in strand displacement reactions must be considered. To

reduce the influence of leakage, we considered the outputs from the track of both Low

and High instead of High only, which works because the influence of leakage would

be offset by the comparation of Low and High.



We aimed to achieve the design goal drawn in Figure S10A, which shows a huge

yield gap between product_Low and product_High in low-input conditions and a

small yield difference in high-input conditions. This difference will lead

[product_Low]/[product_High] jumping sharply near the critical concentration. In

accordance with the expected product yield curves shown in Figure S10B,

[product_Low]/[product_High] is used to classify low or high concentration of the

Input. Transducer_Low, which has a 10 nt toehold (estimated as 3 × 10-3 nM-1s-1),

should therefore react with, as well as consume, the input much faster than

Transducer_High which has a 5 nt toehold (estimated as 5 × 10-7 nM-1s-1) 27 (Figure

3A, Supplemental Section 3.2). The resulting curves for the yields of each relative

product of these two reactions, when they are in competition, are shown in Figure 3B

where yields of the product are analyzed via grey curves. Only product_Low is

produced if the initial concentration of the Input is lower than 100 nM, whereas both

product_Low and product_High will be produced if the initial concentration of Input

is above 200 nM (reaction rate = 10-4 s-1).

To understand how the concentration model works, we developed a simulation to

determine if increasing or decreasing the rate constants in the concentration module

would increase or decrease the final concentration of the products by more than a

factor of two, which would indicate a stable prediction model. We found that the rate

constants of binding (primer_hairpin_f) and releasing (primer_hairpin_r) reactions

between primer and writer hairpin affect the rate of production and product yield.

Moreover, an increasing rate constant of elongation (primer_hairpin_elongation) in

the writer hairpin would lead to a huge yield gap in high-input conditions. To explain,

strand displacement reactions in transducers should be the rate-limiting step in order

to show the output difference between low-input and high-input. An inefficient

elongation would result in a heavy accumulation of signals from transducers, which

unable to distinguish these two situations. However, efficient elongation could lessen

the accumulation and reduce the influence at writing step. Consequently, the rate

constants discussed above (see Supplementary Section 3.2.2) are significant because

they make great effect to the yield of products, which deeply affect the analysis of

readouts. These simulated values for primer_hairpin_r and

primer_hairpin_elongation are close to the estimated values of strand releasing and

strand elongation reactions, except the value for primer_hairpin_f, the binding rate of



which is 30 times slower than the theoretical one, possibly caused by an unexpected

secondary structure in the binding site.

According to the simulation results in Figure 3C, low-input conditions (initial

concentration lower than 100 nM) showed a large yield difference between

product_Low and product_High, while in the conditions of high-input (initial

concentration higher than 200 nM), yield of the product was shrinking, thus meeting

our expectations. By adjusting the simulation model, decreasing [Transducer_Low]

leads to a lower concentration threshold, resulting in the ratio of [product_Low] over

[product_High] changed into a slight gradient (Figure S10B and Supplementary

Section 3.2).

Figure 3. The concentration sensing and recording module. (A) Different lengths
of toehold cause distinct reaction rates in toehold-mediated strand displacement
reactions. (B) The different initial concentrations of Input result in a different yield of
product_Low and product_High. Grey curves show shift of the peak. (C) Yield of the
product plotted under initial Input concentration. Solid dots represent the data from
PAGE in (B), while the dashed lines come from the simulation.

The Duration Module in MER

The duration module records how long a target molecule is present. We aimed to

achieve a huge yield gap between product_Short and product_Long in short duration

conditions and an approximate yield in long duration conditions (Figure S16A and



S16B). To help make this decision, we designed a Timer circuit, which is a submodule

that produces an output at a fixed time after Input is received. This submodule

changes how the circuit operates before and after the delay has elapsed. Several

temporal circuits have been designed to delay time, the central idea of which is to

<kill time= before releasing the signal. Some of these circuits accumulate intermediate

or waiting time until reaching the detecting threshold 28, whereas others delay time

through barrier consumption, which means signal can be released until the barriers

with a higher reaction priority are consumed 29-32.

In our design, time delay was accomplished through barrier consumption based on

PER reaction 29, which is easily accommodated by our recording system (Figure 4A).

Thus, as soon as the Delay Gate is activated by the Input, it would consume a

single-stranded Timer immediately. Since no Delay_Signal is complementary to the

Timer, nothing would be released to trigger downstream reaction, so that the Delay

Gate achieves time delay. Once the Timer is exhausted, the Timer in the

Timer-Delay_Signal complex would start to react, Delay_Signal could be released

owing to intramolecular strand displacement in Gate hairpin.

This mechanism makes it possible to adjust the length of time delay such that a higher

concentration of Timer would be predicted to produce a longer delay (Figure S16C

and Figure 4B). We tested 0×~6× Timer with 1× Timer-Delay_Signal to investigate

performance of the delay gate. For each increase of [Timer] by 1× (i.e., 50 nM), we

found that the threshold delay time of Delay_Signal increased by nearly one hour. We

also designed an AND Gate for Delay_Signal and Input in the duration module and

expected that the output Signal_Long only appears after the delay has elapsed (Figure

4A). Figure 4C shows only Input or Delay_Signal present cannot trigger the AND

Gate to release Signal_Long until they present together, which matches our

expectation.

Transducer_Short should interact with Input as soon as possible to produce

product_Short. If the Input is present for only a brief time, product_Short should be

the only output of the circuit. If the Input is still present when Delay Signal is released

at the Timer’s conclusion, product_Long is also produced, and its proportion of the

output increases with increasing Input duration. To test this principle, we measured

the response of the circuit to different Input duration times and found that the critical



time of duration at which product_Long starts to be produced is about 60 min (Figure

4D and 4E). Therefore, in the conditions of short duration (present shorter than 30

min), these results show that the reactions achieved a huge yield gap between

product_Short and product_Long, whereas they showed an approximate yield in long

duration conditions, as expected.

To better understand what controls the dynamics of the duration model, we developed

a kinetic reaction model and identified several rate constants that sensitively

determine the yield of the recording products. The forward and reverse (or on- and

off-) rate constants (kf and kr) between the primer and writer hairpin and the effective

rate constant for the composite irreversible reaction involving the elongation and

strand-displacement release of the recording products are the important parameters.

Since the Delay Gate, as well as AND gates, are added as submodules in the duration

module, we also found the rate constants of binding between Timer and Gate hairpin

(timer_gate_f), Timer elongation in Gate hairpin (timer_gate_elongation), unbinding

between Timer and Delay_Signal (timer_delay_release), and activation of the AND

Gate by the Delay_Signal (delayS_to_preSW) could change the dynamics

significantly (Supplementary Section 3.3, Figure S26).



Figure 4. Duration sensing and recording module. (A) Mechanism of duration
module. Long duration transducer contains a Delay Gate and an AND Gate. Timer
elongation is followed by the activated gate with Input. After the Timer is consumed,
it is replaced by Timer_Delay, and the delay signal can be released owing to the
intramolecular strand displacement in Gate hairpin and participate in triggering AND
Gate for identification of long-time duration. (B) Time-relative fluorescence
monitoring of the Timer circuit’s output and Delay Signal. Concentration of the
Timer-Delay_Signal complex is 50 nM, and concentration of the free Timer varies
between 0 to 6 times the concentration of Timer_Delay (50 nM) according to the
labels 0×-6×. Dashed lines are from the simulation, and solid lines are from the
experiment. (C) PAGE gel showing AND gate function. Only the Delay Signal and
the Input appear together, Signal_Long can be released. (D) Yield of the products is
plotted under duration time of the Input. Solid dots represent the data from PAGE in
(E), while dashed lines come from the simulation. (E) Different duration times of
Input result in different yields of product_Short and product_Long. Grey curves are
shown to recognize shift of the peak.

Readout and model analysis of molecular events

To record a single input event, concentration and duration modules should be

combined. To accomplish this, we designed a primer domain to record duration

information in the concentration information writer hairpin (Supplementary Section

1.1.1, Figure S1). We suggested to group and combine the recording products and

calculated by assuming that products tuned by the modules separately (Figure 5A).

Moreover, we can easily determine the thresholds with monotonicity (Figure 5B and

5C). Plotting the test samples with the classification output of the initial concentration

as the abscissa and classification output of duration as the ordinate can easily classify

the samples into four different zones (Figure 5D) since the recording products can be

both divided into two different parts based on concentration or duration classification.

Input_A and Input_B show a similar classification pattern – all the test samples can be

classified correctly under concentration, while for duration, <Low-Long= products

occupied <Low-Short= zone, which is incorrect. This means that the Input did not

successfully activate Transducer_Long, possibly because the Input interacted with

surplus Transducer_Low or even Transducer_High faster than with the AND Gate. It

is also possible that the concept between <Low= and <Long= might be recognized as a

natural contradiction in the recording system. All molecular event test samples are

listed in Supplementary Section 2.6, Table S1, and the classification results are shown

in Figure 5E for Input_A and 5F for Input_B.



Figure 5. Single input, including concentration and duration information. (A)
Test samples are grouped and combined for the further analysis. (B) The threshold is
set by the critical initial concentration of Input. (C) The threshold is set by the critical
time of duration of Input. (D) Both concentration and duration information can be
divided into a 2D plot in which the classification output of initial concentration served
as a horizon axis, and the classification output of duration served as a vertical axis.
Note that . (E) Scatter distribution ofÿ��ĀĀ�Ā�ý�ā�Āÿ ĀĂāāĂā = ��ā�Ā − �ℎÿÿĀℎĀ�þ
Input_A. (F) Scatter distribution of Input_B.

For precise prediction, we need to quantify if the predicted model is good enough.

Therefore, we calculated the confusion matrixes of each module and discussed their

advantages and limitation. Receiver-operating characteristic analysis of each module

in the recording system are shown in Figure 6A, indicated that duration modules is

less robust on classification compared to order and concentration modules. We found

that the order module also works well (Accuracy 88%) in identifying the present≈
order of A and B (Figure 6B), while concentration modules had superior performance

(Accuracy = 100%) on classification both in A (Figure 6C) and B (Figure 6D).

However, duration modules showed difficulties in classifying the <Low_Long=

situation (Sensitivity = 50%, Accuracy = 75%) as discussed in the single-input section

(Figure 6E and 6F).

To read out a molecular event, we assumed that all primers in the recording system

would be used to generate recording products. Therefore, classification output could

be calculated using the proportion of each recording product, following the hypothesis



described in the single-input section. We then calculated the total accuracy of a

molecular event, and the results showed an accuracy of 68.75% in our 32 test samples

(Supplementary Section 4.2.2).

Figure 6. Classification model quantification. (A) Receiver-operating characteristic
(ROC) curves for the order identification module, concentration classification
modules, and duration classification modules. (B)-(F) Confusion matrixes for
concentration classification, duration classification, and order identification.

Conclusions and Discussion

Here, we developed a one-pot molecular event recorder with simultaneous detecting

and sequential recording. It contains three different information sensing modules:

order, concentration, and duration. We first designed some DNA-based networks to

capture the information of these parameters and then built several simulation models

individually to predict event information through recording products. We tested the

ability and stabilization of information transformation from Input to specific signals

and then switched to the specific writer hairpin to record the information in each



functional module. We found that information sensing and transformation could be

successfully achieved. Variants in these models were discussed, as well as their effect

on recording products. We thus compared model-based prediction of the readouts and

real situations in the test samples, suggesting that concentration and order modules

showed high accuracy in their prediction, while duration modules still have

limitations.

The restoration of information and its subsequent analysis were complicated by the

appearance of 16 kinds of recording products, but in different proportions. Simulation

modeling of each module showed monotonicity in the ratio of recording products,

which we could use to restore the information of molecular events and work

backward to a precise answer.

Our goal was the development of parallel functional modules to sense different

sources of information. However, single-input data only work with one module. For

example, the duration module would consume part of the Input to transform temporal

information; however, this would affect concentration sensing by making it lower than

true concentration. To reverse the errors, we lowered the working concentration in

each same-level transducer in the duration module, as well as considering this

situation in the concentration sensing model.

We demonstrated two different Inputs using DNA oligonucleotides. However, other

types of target molecules, such as proteins or other small chemical molecules, can be

chosen in further research. Momentary molecular events stored in DNA barcodes

could support a reliable long-term analysis of significant molecules that perform

inconsistently in biological activities. Examples are mRNA transcribed into

complementary DNA (cDNA) by reverse transcription PCR (RT-PCR) 33-35, spatial

transcriptomics in single cell 36, cellular barcoding 37. Such information storage and

retrieval are important for cell fate identification, disease diagnosis, and treatment

plan decisions. From our perspective, this simultaneous multi-parameter recording

approach might sequester data of interest to multiple users in an efficient way.

Methods

DNA Synthesis and Purification. All DNA oligos were ordered from Genescript.



Purified DNA molecules were ordered purified with PAGE or HPLC. Oligos were

suspended in 1× TAE Mg2+ buffer (Tris-acetate-EDTA buffer containing 12.5 mM

Mg2+, 0.04 M Tris Acetate, 1 mM EDTA, and 12.5 mM Mg Acetate, pH 8.3) buffer at

100 µM, and concentrations were measured using a Nanodrop and their extinction

coefficients. All oligo mixtures listed in Supplementary Section 1.3 were diluted in 1×

TAE Mg2+ to their working concentrations. Working solutions were stored at 4 °C,

and stock solutions of DNA were stored at −20 °C. Oligo sequences for all

experiments are listed in Supplementary Section 1.2.

PER Incubation. All PER experiments were incubated at 37 °C for the indicated

times, usually with 1× ThermoPol buffer with supplemented magnesium (20

mMTris-HCl, 10 mM (NH4)2SO4, 10 mM KCl, 12 mM MgSO4 and 0.1% Triton

X-100) and 0.8 units per µl of Bst. Large Fragment polymerase (purchased from New

England Biolabs, M0275L) and 1 μM of the appropriate dHTPs (without dGTP,

purchased from Diamond). Typically, 20 µl reactions were quenched by heat

inactivation of the enzyme at 85 °C for 20 min. See Supplementary Section 2 for the

reaction details of each experiment.

Gel Electrophoresis. All experiments used 15% TBE PAGE nondenaturing gels,

which were run at 110 V for 110 min at 4 °C and scanned with the FAM and Cy5

channels. Gels were also stained with 4S GelRed if needed. Some experiments used

different gel conditions.

Kinetics Experiments. Fluorescence measurements of the time delay module were

performed using a Roche Light Cycler 480 (LC480) RT-qPCR system, and

fluorescence kinetics data were collected following the list in Supplementary Section

2.2. Experiments were performed in wells of a 96-well plate with 20 μL reaction

mixture per well at 37°C. Arbitrary fluorescence units were normalized to standard

intensity by defining the minimum and maximum from the reaction sample without

Input and delay signal with the same concentration of Timer-delay_signal in test

samples.

Sequencing. All recording products were linked with UMI and group code in house

(see Supplementary Section 2.6) and sequenced in Genewize using next-generation

sequencing.

Readout Data Analysis. For each module in this work, we recognized that the ratio



of the recording products all changes under monotonicity, i.e., neither decreasing nor

increasing the initial concentration of the Input, the ratio of product_Low and

product_High would increase or decrease (Figure S28A and S28B), thus enabling

estimation of the initial concentration of Input by referencing the ratio. We grouped

and combined the recording products and calculated by assuming that products of

<low concentration= or <high concentration= are only tuned by the concentration

module, while products with <short duration= or <long duration= are only affected by

duration module (Supplementary Section 2.7). Based on this hypothesis, the output

can be analyzed using the concentration module and duration module separately. At

the end of an event recording, four types of products, including Low-Short,

Low-Long, High-Short, and High-Long, would be produced in different proportions.

Quantitative sequencing can help analyzing the proportion of each recording product

through the frequency of each type of recording products. The classification output is

defined as , so that the boundary of different group canāÿĀþĂýā ÿ�ā�Ā − āℎÿÿĀℎĀ�þ
be set as zero.
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