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ABSTRACT

Multi-scale predictive models for the shock sensitivity of energetic materials connect energy localization (“hotspots”) in the microstructure
to macro-scale detonation phenomena. Calculations of hotspot ignition and growth rely on models for chemical reaction rates expressed in
Arrhenius forms; these chemical kinetic models, therefore, are foundational to the construction of physics-based, simulation-derived meso-
informed closure (reactive burn) models. However, even for commonly used energetic materials (e.g., HMX in this paper) there are a wide
variety of reaction rate models available. These available reaction rate models produce reaction time scales that vary by several orders of
magnitude. From a multi-scale modeling standpoint, it is important to determine which model best represents the reactive response of the
material. In this paper, we examine three global Arrhenius-form rate models that span the range of reaction time scales, namely, the Tarver
3-equation, the Henson 1-equation, and the Menikoff 1-equation models. They are employed in a meso-informed ignition and growth
model which allows for connecting meso-scale hotspot dynamics to macro-scale shock-to-detonation transition. The ability of the three
reaction models to reproduce experimentally observed sensitivity is assessed by comparing the predicted criticality envelope (Walker–
Wasley curve) with experimental data for pressed HMX Class V microstructures. The results provide a guideline for model developers on
the plausible range of time-to-ignition that are produced by physically correct Arrhenius rate models for HMX.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0187735

I. INTRODUCTION

The sensitivity of heterogeneous energetic (HE) materials is a
function of both their chemical (molecular) and physical (micro-)
structure.1 The chemistry of a wide range of energetic materials is
underpinned by the molecular structures of the CHNO com-
pounds such as TATB (1,3,5-triamino-2,4,6-trinitrobenzene), RDX
(1,3,5-trinitro-1,3,5-triazine), HMX (1,3,5,7-tetranitro-1,3,5,7-tetrazocine),
PETN (pentaerythritol tetranitrate), etc.2. Under suitable loading
conditions, these molecules decompose to release energy on differ-
ent time scales, ranging from the slowest release in the case of
TATB to rapid release in PETN, with reactivity of the other

molecules book-ended by these extremes.2 In addition to molecular
structures, the physical composition (crystal/binder fraction, addi-
tives, etc.) and microstructural features (grain sizes, defect distribu-
tion, etc.) in a formulation of HE materials plays a key role in
determining their sensitivity to external loads. Reactions are trig-
gered at defects in the microstructure and advance into the
unreacted sample, leading to deflagration-to-detonation (DDT3,4) or
shock-to-detonation (SDT1,5,6) scenarios; prediction of these events
is crucial from a safety and performance standpoint. Such predictive
capabilities call for connecting molecular scale and meso-scale
(microstructural level) processes to express the effect of “sub-grid”
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physics and chemistry at the observable/system/macro-scale. In this
work, we perform such a multi-scale analysis, investigating the
interplay of reaction chemistry (molecular scale processes) and
microstructural heterogeneities (meso-scale processes) in determin-
ing the experimentally observed shock response of one specific type
of HE materials, namely, neat-pressed HMX.7,8

Macro-scale sensitivity of HE materials is strongly dependent
on energy localization in the microstructure.9–11 Meso-scale phe-
nomena such as pore collapse, friction between crystals, and forma-
tion of shear bands, lead to localized temperature excursions or
hotspots.12,13 Several aspects of structure–property–performance
linkages1,14 for HE materials have begun to be clarified in the past
two decades, following seminal work highlighting the importance
of defects in localizing energy.15–17 Broadly, resolved meso-scale
simulations and experiments have provided the following insights
into microstructural influences on initiation sensitivity:

(1) Porosity enhances the sensitivity of HE materials as shown in
experiments on a variety of HE formulations.18,19

(2) Pores or voids in a HE material can be found within the ener-
getic crystals, in the extra-crystalline regions in pressed materials,
and in the binder phase in PBXs (plastic bonded explosives).20–24

Void collapse in the intra- and extra-crystalline regions can initi-
ate reactions in the energetic component (crystal phase) in
pressed as well as PBX materials.25,26

(3) Voids at crystal–binder interfaces, perhaps due to debonding
of the binder from the crystal, can also collapse under suitable
loading conditions, initiating hotspots. Such hotspots are
potentially weaker than those presented at intra- or inter-
crystalline void collapse sites.20

(4) Void sizes determine whether hotspots formed by their collapse
become critical,12 i.e., producing a sustained deflagration front.
For voids smaller than a certain size, collapse leads to rather weak
hotspots that are quenched by thermal diffusion, whereas voids
larger than a critical size range may not collapse under a given
shock load. Thus, there is a range of voids sizes that is most effec-
tive in generating critical hotspots.27 In most cases, the range of
sensitive void sizes is of the order of a micron in diameter.15

(5) Void shapes play a significant role in energy localization, with
elongated voids leading to large, intense hotspots28–31; however,
the orientation of elongated voids is highly significant.28,29

Elongated voids oriented nearly parallel to the direction of
shock propagation produce the most intense hotspots, whereas
voids oriented normal to the shock propagation direction
produce weaker hotspots. Part I of the current series described
the physics underlying the complex-shaped void collapse and
hotspot formation.28 Voids that are commonly found in micro-
structures have highly contorted (so-called wormhole type32)
shapes; the orientation of the branches of the voids with respect
to the shock determines the shape and size of the resulting
hotspot.28,33 Void branches that are oriented unfavorably can
remain dormant while favorably oriented branches can ignite.

(6) Void–void interactions are important when the porosity con-
sists of large voids (in the range of 10 μm in size) but less
important for smaller void sizes (of the range of μm or below),
Part II of the current series described the physics underlying
the void–void interaction effects.34

(7) Shear bands can arise in HE materials even in the absence of
porosity and can form sites for hotspot initiation;11 however,
the resulting hotspots are likely weaker than void collapse gen-
erated ones.35 In combination with voids however, shear bands
can significantly enhance the volume of heated materials,
enhancing the rate of heat release.

All of the above effects of the microstructure of a HE formula-
tion couple in complex ways with reaction chemistry. Hotspot igni-
tion and growth is sensitive to the temperature which appears in
the chemical kinetics model (typically of the Arrhenius form) for
decomposition of the HE. Variations in the reaction models can
lead to variations in sensitivity predictions,36 but despite the sur-
mised strong dependency, to date the effects of reaction models on
the macro-scale sensitivity of HEs have not been analyzed fully.
This is because, in practice, the sensitivity of an energetic material
such as HMX is determined in macro-scale experiments. Prediction
of sensitivity at the macro-scale is the “proof of the pudding” as it
were, to indicate which reaction rate model should be employed,
i.e., establishing which reaction model is “correct” is dictated by a
“top-down” analysis guided by macro-scale experiments. This work
undertakes the task of performing this top-down analysis, i.e., we
start with the experimentally observed macro-scale initiation
threshold results for a pressed HMX material8 and examine which
reaction models produce the best agreement with the experimental
sensitivity curves. In other words, here the ground truth for the
assessment is taken to be the ability of the models to best match
the James/Walker–Wasley/go-no-go envelope37,38 for a pressed
HMX material. Required reaction model complexity and linkages
to Henson’s 1-step global kinetics model were previously investi-
gated by our team.39 There, we concluded that Ln(Z) values exist
that exhibit the measured experimental trends and warranted
further study. Additionally, the model results suggested that Ln(Z)
values were in reasonable agreement with those presented previ-
ously by Henson et al.40 Figure 1 illustrates the multiscale modeling
approach used in the current work, and the route by which the var-
iability in the reaction models influence meso- and macro-scale
quantities of interest (QoIs) for a given pressed HMX sample.

The chemical decomposition of HMX has been studied by
several researchers and a variety of models have been proposed.36

Handley et al.1 review these models for HMX, for which (among
CHNO molecules) the most attention has been paid to developing
and evaluating reaction rate models. Based on a review of several
models, Handley et al. state that the most popular Arrhenius form
models, namely, Henson’s 1-step40 global model and Tarver’s 3-
step2,41 model fall short of reproducing key experimental time to
explosion data and fail to produce steady 1D propagating detona-
tion waves. Menikoff’s42 modifications of the reaction rate were
intended to produce 1D sustained detonations. However, over a
range of temperatures, the Tarver and Menikoff models differ from
the Henson global curve-fit by several orders of magnitude in their
reaction time predictions. In fact, Henson’s40 fit to a wide range of
experiments, to obtain a global one-equation kinetic model,
remains a reliable guide for the chemical decomposition of HMX.
The situation regarding the reaction models is even less well under-
stood when they are employed to calculate the ignition and growth
of hotspots produced due to shock-induced void collapse. Rai
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et al.36 studied five different chemical decomposition models to
understand the effects of chemical properties of HMX on hotspot
formation. These reaction models include the above named three
commonly used models as well as more sophisticated multi-step
models. They showed that of the five models, the Tarver-3 step
(T3) and Henson 1-step (H1) models are in fairly good agreement
with regard to ignition and growth of hotspots; for these two
models critical hotspots were achieved for lower values of shock
pressure. Whereas, the Menikoff 1-step (M1) model behaved quite
differently from the T3 and H1 models; the criticality conditions
for hotspot ignition and growth were achieved at much higher pres-
sures than for the other models. The more sophisticated multi-step
models deviated from these three simpler semi-phenomenological
global kinetics models and their reactive response lay in between
the criticality responses of the H1/T3 and M1 models. These varied
responses of the range of reaction chemistry models offer the
modeler no basis for judging their suitability for reactive void col-
lapse calculations. Thus, while Rai et al.36 pointed to these differ-
ences in the criticality curves and hotspots yielded by the available
models, it was not possible for them to indicate which, if any, of

these three models should be chosen to represent energy localiza-
tion and reactive dynamics in meso-scale simulations in a multi-
scale predictive workflow, as in Fig. 1.

In the current study, the three simpler, global reaction models
in Arrhenius model forms (see Fig. 1), T3, H1, and M1, are used to
understand the differences in the hotspot initiation and growth
behavior at the meso-scale and to quantify their effects on the sen-
sitivity predictions at the macro-scale. In addition to examining the
macro-scale effects of reaction kinetics models, we also seek to
understand the interplay of chemistry and microstructures. To this
end, this paper performs macro-scale sensitivity predictions for two
different types of HMX materials,8,37 class V and R10. These two
classes of HMX materials differ in the initial particle sizes and their
distributions (see Fig. 2) utilized in forming the pressed samples,
therefore presenting different porosities and void size distributions.
We perform a full multi-scale analysis, as shown in Fig. 1, of the
performance of these two classes of energetic materials, utilizing
the microstructural images and corresponding experimental James
envelope developed by Welle et al.8,37. The availability of the
macro-scale sensitivity data as well as microstructural details

FIG. 1. Schematic representation of the multiscale modeling workflow. The framework involves performing high-fidelity resolved mesoscale simulations of reactive void-
collapse calculations. The model uses: (a) an imaged pressed HMX microstructure, and (b) extracts the morphometric data. (c) The decomposition of the HE material
(HMX in the current work) from solid energetic crystals to gaseous products is modeled using the global Arrhenius form of the chemical reaction model. (d) The numerical
experiments are reactive meso-scale computations of collapse of voids. (e) The ensemble of mesoscale computations is then used to train a surrogate model to quantify
the reaction progress variable ( _F) in the macro-scale model using the modified Bayesian Kriging method. (f ) The macro-scale computational model probes the surrogate
on the fly and transitions the material from a shock to a detonation Hugoniot for predictive modeling of SDT.
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FIG. 2. Microstructures and morphometry of pressed HMX. Representative samples shown for (a) pressed R10 HMX material (25.0 × 25.0 μm2) and (b) pressed Class V
HMX material (40.0 × 40.0 μm2). Porosity weighted probability density distributions (pdfs) of sample morphometry for (c) void diameter, Dvoid (d) aspect ratio, AR and (e)
void orientation, θ.
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enables study of the interplay between chemistry and meso-scale
dynamics for class V HMX. We examine the combined effects of
reaction chemistry models and the rather subtle differences in the
microstructure between two classes of porous HE materials, i.e.,
class V and R10.

The structure of the paper is as follows. We first briefly
outline the framework of the meso-informed ignition and growth
model (MES-IG),43 which connects the meso-scale reactive dynam-
ics with the macro-scale computational model. Section II
(Methods) presents a brief account of the models and methods
employed in the calculations. Section III (Results) shows the com-
parison between the three reaction models T3, H1, and M1 for crit-
icality conditions required for hotspot initiation in reactive void
collapse calculations. Ensembles of reactive void collapse calcula-
tions are then performed to construct surrogate models using the
three reaction models. Lastly the macro-scale sensitivity predictions
are performed using the three surrogate models for two material
microstructures and compared with the experimental data.
Section IV (Conclusions) summarizes the effects of porosity on
macro-scale sensitivity and the interplay between reaction kinetic
models and microstructures.

II. METHODS

Multi-scale modeling involves solution of the following gov-
erning equations for thermo-mechanics of a reactive condensed
phase material.

A. Governing equations

The conservation laws for mass, momentum, energy, and
species in the Eulerian setting44,45 are

@ρ

@t
þ @(ρui)

@xi
¼ 0, (1)

@(ρui)
@t

þ @(ρuiuj � σ ij)

@xj
¼ 0, (2)

@(ρE)
@t

þ @(ρEuj � σ ijui)

@xj
¼ χS _E, (3)

@(ρSij)

@t
þ @(ρSijuk)

@xk
þ 2
3
ρGDkkδij � 2ρGDij ¼ 0, (4)

where ρ and ui, respectively, denote the density and the velocity
components, E ¼ eþ 1

2 uiui is the specific total energy, e is the spe-
cific internal energy, and σ ij is the Cauchy stress of the form, σ ij ¼
Sij � pδij where Sij is the deviatoric stress tensor, p is the pressure,
δij is the Kronecker delta, and Dij denotes the strain-rate tensor.
The source term _E contains the heat generated by chemical reac-
tion, with the parameter χS controlling the model at the two differ-
ent scales (meso-/macro-) at which the calculations are performed,
as will be described below.

1. Constitutive models for HMX

The material models for HMX used to perform reactive void
collapse simulations are based on values provided by Menikoff and
Sewell.46,47 The pressure (p) is obtained using a Mie–Grüneisen
equation of state,

p ¼ pc þ Γ(V)
V

(e� ec(V)), (5)

with a Birch–Murnaghan form for the cold or athermal pressure pc
as a function of specific volume V ¼ 1

ρ

� �
,

pc(V) ¼ 3
2
K0

V
V0

� ��7
3

� V
V0

� ��5
3

 !

� 1þ 3
4
(K 0

0 � 4)
V
V0

� ��2
3

� 1

 ! !
: (6)

The athermal contribution to the specific internal energy ec is
then

ec(V) ¼ e0 �
ðV
V0

pc(V)dV: (7)

The Grüneisen coefficient is

Γ(V) ¼ �V
θ

dθ
dV

¼ aþ b
V
V0

: (8)

θ(V) is the Debye temperature given by the expression

θ(V) ¼ θ0
V0

V

� �Γ

exp
b(V0 � V)

V

� �
: (9)

The reference condition (subscript 0) is the ambient at 298 K.
The equations of state properties were obtained from Menikoff and
Sewell.46

HMX is modeled as an elastic perfectly-plastic material; the
values for the shear modulus and yield stress are obtained from
Ref. 46 and listed in Table I. Void collapse under shock loading can
lead to the melting of HMX; therefore thermal softening of HMX
is modeled using the Kraut–Kennedy relation for HMX,

Tm ¼ Tm,0 1þ a1
ΔV
V0

� �
: (10)

The material constants and fitting constants a, b, and a1 in
the equations above are listed in Table I. Once the temperature
exceeds the melting point of HMX, the deviatoric strength terms
are set to zero, i.e., G = 0 when T � Tm.

2. Chemical decomposition models for HMX

The three reaction models evaluated are as follows:

1. H1: The Henson 1-step reaction model is based on fitting a
global Arrhenius form to the time of reaction across a wide
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array of experiments collated and analyzed by Henson et al.40.
In this model, solid HMX is decomposed into final gases in a
single step,

HMX(solid)(C4H8N8O8) ! final gases(N2, CO, CO2, H2O):

(11)

2. M1: Menikoff42 followed the H1 approach to model the decom-
position of solid HMX to final gaseous products, as in Eq. (11).
However, the pre-factor of the H1 global rate constant was mod-
ified to match the adiabatic induction time for the HMX-based
energetic material PBX 9501.

3. T3: The Tarver model41 is a semi-phenomenological multistep
model. It involves a three-step reaction mechanism where HMX
is decomposed into fragments and intermediate gases before
leading to final gaseous products. This global model was
obtained by fitting to experimental data using a one-
dimensional thermal explosion (ODTX) calculation by matching
the time to explosion with the experimental data. The tempera-
ture range over which the data were fit is 800–1200 K. This tem-
perature range is at the lower end of the void collapse generated
hotspot temperature and therefore its use in the current meso-
scale simulations implies an extrapolation to higher tempera-
tures. The three-step reactions are as follows:

Reaction 1:

HMX(solid)(C4H8N8O8)�1!fragments(CH2NNO2) (12)

Reaction 2:

fragments(CH2NNO2)�2!initial gases(CH2O, N2O, HCN, HNO2):

(13)

Reaction 3:

initialgases(CH2O,N2O,HCN,HNO2)�3!finalgases(N2, CO, CO2, H2O):

(14)

In each of the above models, the reaction rate constants for
the mth reaction km are in the Arrhenius form,

km ¼ Zm*exp(�Em
a /RT): (15)

Table II shows the chemical reaction rate parameters for the
three reaction models.

In the present calculations, transport of the reactant and
product species follows, for the lth species,

@ρYl

@t
þ @

@xj
(ρujYl) ¼ ρ _Yl: (16)

Yl is the species mass fractions/mole fractions/molar concentra-
tions (depending on the model36) of the lth species and _Yl is the cor-
responding production rate source term. The species are designated as
follows, l = 1 corresponds to solid HMX, l = 2 to fragments of HMX
(CH2NNO2), l = 3 to initial gases (CH2O, N2O, HCN, HNO2), and
l = 4 to final product gases (N2, CO, CO2, H2O):

The species production rates are given by

_Yl ¼ km�1Y
νl�1,m�1

l�1 � kmY
νl,m
l , (17)

where νl,m is the stoichiometric coefficient for the lth species in the
mth reaction.

The temperature field is calculated in a Strang splitting
approach. The predictor update calculates the temperature from the
internal energy obtained by solving Eq. (3) for E and using
e ¼ E � 1

2 ujuj. Then, in the first step, the intermediate temperature
is obtained from

T*(V , e) ¼ T0
V
V0

� �Γ

þ e� ec(V)
Cv

� �
: (18)

Here, the first term on the right hand side is due to isentropic
compression,46 and the second term is due to the caloric equation
of state. The specific heat Cv is a function of temperature, expressed

TABLE I. Constitutive properties of HMX.

Property Value

ρref (kg/m
3) 1900

G(GPa) 12
KT0(GPa) 16.5
K 0

T0(GPa) 8.7
β(K−1) 1.31 × 10−4

σY(GPa) 0.26
Tm0(K) 551

α 1.533
A 1.1
B −0.2
a1 1.533

TABLE II. Chemical reaction rate parameters for the three HMX chemical decompo-
sition models.

Reaction
No.

Frequency
factor, lnZ

(s−1)

Activation
energy Ea (kcal/

mol)

Energy release
Q(kcal/mol) at

298 K

Henson—1 Step (H1) Model
1 29.35 35.61 −414.62
Menikoff—1 Step (M1) Model
1 26.36 35.57 −353.91
Tarver—3 Step (T3) Model
1 48.7 52.7 29.62
2 37.3 44.1 −88.85
3 28.1 34.1 −355.39
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in the form

Cv(~T) ¼
~T
3

C0 þ C1~T þ C2~T
2 þ C3~T

3 , (19)

where ~T ¼ T*

θ(V) is the normalized temperature with respect to the
Debye temperature given in Eq. (9).

The local rate of change of temperature in a control volume
due to chemical reaction and heat conduction is then calculated in
the second step by solving the evolution equation,

ρCv
Tnþ1 � T*

δt
¼ � ρCv∇ � (~u T*)þ _QR þ k∇2Tnþ1, (20)

where k is the thermal conductivity of the reaction mixture and
_QR ¼P

m
Qm _Ym is the total heat release rate from the chemical

reaction. The variation of specific heat with temperature is specified
for each species as presented in Table III.41 At the end of the reac-
tive update of the species mass fractions and temperature, the
change in internal energy Δe due to chemical reactions and
thermal diffusion is computed as follows:

Δe ¼ Cv (T � T*): (21)

The final specific internal energy e is then obtained as
e ¼ e*þΔe.

B. Multi-scale modeling of shock-to-detonation
transition

SCIMITAR3D, a sharp-interface Eulerian reactive dynamics
code,45,48 is employed to solve the above system of equations. The
two-dimensional conservation laws of mass, momentum, and
energy, along with the evolution of deviatoric stresses and species
transport equations are spatially discretized using a third-order
ENO scheme.49 The time integration is performed using a third-
order Runge–Kutta scheme.50 The governing equations contain

material properties and reaction mechanisms that are presented by
Rai et al.44 for simulating shock-induced deformation of solid
HMX, reproduced in Tables I–III. The following components are
essential ingredients of a Meso-informed Ignition and Growth
(MES-IG)43 model for HE materials as illustrated in Fig. 1.

Microstructure quantification: Pressed HMX microstructures
contain defects in the form of inter- and intra- crystal voids and
cracks [Fig. 1(a)]. To predict the sensitivity of the material micro-
structure, the statistics of the microstructural features are quantified
via probability density functions [Fig. 1(b)] using methods
described by Roy et al.51 These microstructures were generated by
ion-beam nanotomography techniques for explosives, initially
developed by Wixom et al.52 and later expanded by Welle et al.8,37

Figures 2(a) and 2(b) show the microstructure images for the two
classes of porous HE materials, i.e., class V and R10. Therefore,
their sensitivities under shock loading are expected to be different.
The probability density functions (pdfs) for the parameters void
size (Dvoid), aspect ratio (AR) and orientation (θ) are quantified for
each class of material to represent microstructural stochasticity,
Figs. 2(c)–2(e). Both class V and R10 have voids centered around
0:1 , Dvoid , 3:0 μm, Fig. 2(c). The AR pdf Fig. 2(b) for R10 has
a peak at AR = 6.5, with aspect ratios of voids ranging from
2 <AR < 10 and the AR for class V has a peak at AR = 5.8, with
aspect ratios of voids ranging from 2 <AR < 7.5. The pdf for the
void orientation θ for both the materials is a multimodal distribu-
tion shown in Fig. 2(e).

Meso-scale simulations: At the mesoscale, the energy localiza-
tion or formation of hotspots occurs at the voids and cracks in the
material. The Arrhenius models examined in this work govern the
decomposition and energy release at the meso-scale [Fig. 1(c)]. To
capture this localization of energy, reactive void collapse calcula-
tions are performed by explicitly resolving the voids [Fig. 1(d)],
with calculations carried through hotspot evolution from the igni-
tion to the mature growth phase.53

Surrogate models to bridge meso- and macro-scales: Ensembles
of high-resolution reactive void collapse calculations [Fig. 1(d)] are
performed to obtain input datasets for surrogate models29,53 that
bridge the energy localization due to the hotspot formation at the

TABLE III. Thermal properties for HMX.

Property HMX Fragments Gases1 Gases2

Heat capacity [cal/(g K)] at
293 K 0.24 0.22 0.24 0.27
433 K 0.34 0.31 0.27 0.28
533 K 0.40 0.36 0.29 0.29
623 K 0.46 0.42 0.31 0.30
773 K 0.55 0.50 0.35 0.31
>1273 K 0.55 0.50 0.42 0.35

Thermal conductivity [cal/(cm s K)] at
293 K 1.23 × 10−3 6.50 × 10−3 1.0 × 10−4 1.0 × 10−4

433 K 9.70 × 10−4 5.00 × 10−4 1.0 × 10−4 1.0 × 10−4

533 K 8.10 × 10−4 4.00 × 10−4 1.0 × 10−4 1.0 × 10−4

>623 K 7.00 × 10−4 3.00 × 10−4 1.0 × 10−4 1.0 × 10−4

Heat of formation at 298 K (cal/g) +61.0 +161.0 −139.0 −1339.0
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mesoscale to the macroscale response to shock loading. The meso-
scale energy localization rate is then encapsulated in surrogate
models [Fig. 1(e)] in the form of ignition and growth rate functions
_Fignition/growth ¼ fcn(shock strength, microstructural paramaters).

Macro-scale simulations: At the macroscale, the microstruc-
tural heterogeneities (voids, cracks) present in the material are con-
sidered to be at the “sub-grid” or unresolved scale. The macro-scale
representation of the material is a homogenized mixture of reac-
tants and products. The simulations are performed on a 1D
coupon of solid HMX to obtain the critical shock pulse width (cor-
related with a flyer thickness in experiments8) τcritical as a function
of the shock pressure Ps (which is correlated with the flyer momen-
tum). The criticality envelope is plotted as a Walker–Wasley54

curve in the Ps � τcritical space [Fig. 1(e)].
Methods for the above components are outlined below, while

a detailed description of the methodology can be found in previous
works.14,43 QoIs extracted at the meso- and macro-scales are also
described in the following.

C. Meso-scale simulations and extraction of QoIs

A levelset-based sharp interface treatment using a modified
ghost fluid approach is used to perform void collapse simulations.55

Simulations are performed in the configuration shown in Fig. 3(a).
Sustained shock loading is imposed at the left end of the domain
by specifying the pressure Ps; a void of diameter Dvoid is placed as
shown in the figure and collapses as the shock traverses across it.
Calculations are carried through to times well beyond the instant of
collapse, i.e., into the hotspot ignition and growth regime. The
energy localization QoIs are then calculated as follows.

The chemical decomposition of the HMX material is com-
puted using the three reaction models: H1, M1, and T3. The final
reaction product mass fraction is quantified at various stages of
void collapse. As in Springer et al.,25 the mass fraction of final reac-
tion products (Mreacted) is normalized by the mass of HMX that
would nominally fill the void (Mvoid) to define a meso-scale reac-
tion progress variable,

F ¼ Mreacted

Mvoid
¼

Ð
AρY4dA

ρHMXAvoid
, (22)

where ρ is the local density, Y4 is the mass fraction of final gaseous
species, ρHMX is the density of solid HMX, and Avoid is the area of
the void.

The QoIs at the mesoscale are the rates of change of the above
reaction product fraction F, calculated at two stages, hotspot ignition
( _Fignition) and growth ( _Fgrowth). Ensembles of high-resolution reactive
void collapse simulations are performed to construct surrogate
models53 for _Fignition and _Fgrowth. These mesoscale product formation
rates are functions of various physical quantities such as the loading
Ps, and microstructural features, namely, void size (Dvoid), void
aspect ratio (AR), void orientation relative to the nominal imposed
shock (θ), and the porosity of the pressed HMX sample (f), i.e.,

_Fignition ¼ f (Ps, Dvoid , AR, θ, f), (23a)

_Fgrowth ¼ f (Ps, Dvoid , AR, θ, f): (23b)

It is computationally prohibitive to train a surrogate model
using meso-scale simulations performed in the five-dimensional
parameter space indicated in Eq. (23). To reduce the complexity of
the above model, Eq. (23) is decomposed into the following multi-
plicative form:43

_Fignition ¼ _F
scv
ignition(Ps, Dvoid)*f

shape
ignition(AR, θ)*f v�v

ignition(f), (24a)

_Fgrowth ¼ _F
scv
growth(Ps, Dvoid)*f

shape
growth(AR, θ)*f v�v

growth(f): (24b)

Here, _F
scv
ignition and _F

scv
growth are the mesoscale rate of reaction

progress in hotspots formed due to the collapse of a single circular

void (scv) of diameter Dvoid . The functions f shapeignition(AR, θ) and

f shapegrowth(AR, θ) account for the aspect ratio and the orientation of

non-circular voids in the microstructure and serve as modifiers for
_F
scv
ignition and _F

scv
growth, respectively. The functions f v�v

ignition(f) and
f v�v
growth(f) are modifiers to convey the influence of void–void inter-

actions in a field of voids with porosity f. The procedure for com-

puting f shapeignition(AR, θ), f shapegrowth(AR, θ), f v�v
ignition(f) and f v�v

growth(f) is

described in detail in previous works.14,29

To examine the effect of the reaction models, we focus on cal-
culating the mesoscale reaction rates from the collapse of single cir-
cular voids; _F

scv
ignition and _F

scv
growth are computed following void collapse

using the three reaction models H1, M1, and T3. Figures 4(a)–4(d),
respectively, show the time evolution of the void area Avoid , area of

FIG. 3. (a) Setup for performing the highly resolved reactive single circular void
collapse computation, containing a void of diameter Dvoid, subjected to a shock
of pressure Ps from the west side of the domain boundary. (b) Setup for per-
forming the macroscale computations for SDT. At the macroscale, the unreacted,
homogenized, solid HMX material is subjected to a rectangular shock pulse of
pressure Ps and shock pulse duration τs applied from the west side of the
domain boundary.
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hotspot Ahs, average temperature of hotspot Ths and product mass
fraction F for one instance of void collapse calculation for which
Dvoid ¼ 0:6 μm and Ps ¼ 10 GPa. The temperature contours for the
four stages are shown in Fig. 5 (Multimedia available online). The
different stages of void collapse are marked in Fig. 4. Stage 1 corre-
sponds to the time when the shock first impinges on the void, initiat-
ing its collapse. The area of the void at this stage reduces to 0.9 times
the initial area of the void before collapse. Stage 2 corresponds to the
time when the void has completely collapsed (taken to be at the time
instant when the area of the remaining void is 10% of the initial void
area). Stages 1–2 demarcate the ignition phase and _Fignition is calcu-
lated as the average slope of F vs t between these two points. Stage 3
and 4 demarcate the growth phase which corresponds to the time
instants when the area of the hotspot reaches a steady growth phase
and are taken to be 1.8 and 2 times the area of the initial hotspot
formed after complete void collapse. _Fgrowth is calculated as the average
slope of F vs t between points 3 and 4. A detailed description of the

procedure for calculating the _Fignition and _Fgrowth from hotspot evolu-
tion is provided in previous works of Nassar et al.53 and Sen et al.43.

As illustrated in Fig. 1(d), to obtain a surrogate model, ensem-
bles of reactive void collapse computations are performed for
various combinations of void diameters in the range of
0:1 , Dvoid , 5 μm, and shock pressures in the range of
5 , Ps , 25 GPa. _Fignition and _Fgrowth computed from these simu-
lations are used as inputs to train a modified Bayesian Kriging
(MBKG) algorithm to assimilate the surrogate model as described
bys Sen et al.56. The surrogates so constructed are supplied to the
macroscale computational code to predict SDT in pressed HMX
materials at the macro-scale.

D. Macroscale modeling

At the macro-scale, the material is treated as a homogenized
mixture of solid HMX and gaseous reaction products. The

FIG. 4. Procedure for obtaining the quantities of interest _Fignition and _Fgrowth for a single circular void collapse of diameter, Dvoid ¼ 0:6 μm subjected to a shock pressure,
Ps ¼ 10 GPa (using T3 model). The figures show the variation of (a) void area, (b) hotspot area, (c) hotspot average temperature, and (d) the product mass fraction F
with time. The numbers 1–4 in (a)–(d) indicate different instances of void and hotspot formation/growth. In (d), the time instances for computing the slopes to obtain
_Fignition(between points 1� 2) and _Fgrowth(between points 3 and 4) are shown.
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macro-scale computational setup is shown in Fig. 3(b); simulations
are performed in a 1D setting corresponding to a flyer impact
experiment on a coupon of the pressed energetic material. The
state of the mixture is defined by the reaction progress variable λ,
which is the mass fraction of the reaction products in a macroscale
control volume. When λ ¼ 0, the material is an unreacted solid
explosive; when λ ¼ 1, the reaction is complete and gaseous prod-
ucts are formed. In the original ignition and growth model,57 the
evolution equation for λ consists of an ignition component,
λignition, and a growth component, λgrowth. The current MES-IG
model follows the form of the original ignition and growth model57

to close the macroscale system of equations with the reaction pro-
gress rate calculated from

dλ
dt

¼ _λignitionH(λignition,max � λ)þ _λgrowthH(λ� λignition,max), (25)

where H is the Heaviside function,

H(Δλ) ¼ 0 for Δλ , 0,
1 for Δλ � 0:

(26)

The switching constant, λignition,max (chosen to be 0.02 in this
paper), marks the transition from the ignition to the growth phase.
As shown byn Sen et al.43 macroscale variables _λignition and _λgrowth
are obtained from the mesoscale product formation rates _Fignition

and _Fgrowth,

_λignition ¼ f _Fignition, (27a)

_λgrowth ¼ f _Fgrowth: (27b)

FIG. 5. Temperature contours corresponding to the procedure for obtaining _Fignition and _Fgrowth for a single circular void collapse of diameter, Dvoid ¼ 0:6 μm subjected to
a shock pressure, Ps ¼ 10 GPa (a) instant marked 1 (see Fig. 4), when the void has just started to collapse. (Avoid = 90%) (b) instant marked 2, when the void has
completely collapsed (Avoid = 0) leading to ignition of a hotspot (c) instant marked 3, when the hotspot is the steady growth phase (d) instant marked 4, in the steady
growth phase of the hotspot.’(Multimedia view).’
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Once the surrogates for _Fignition and _Fgrowth are constructed as
a function of microstructural metrics, Dvoid , AR, θ, f, to obtain
the form shown in Eq. (24), _λignition and _λgrowth are calculated using
Eq. (27) to close the macroscale system of equations.

The rate of transformation of solid HMX to gaseous reaction
products in a macro-scale control volume is determined by
Eq. (27). At the macroscale, the strength of the material is
neglected, i.e., the deviatoric stress Sij in Eq. (4) is not solved for.
To calculate the pressure from the equation of state for control
volumes where 0 , λ , 1, a mixture treatment is adopted to apply
P-T equilibrium between the unreacted and reacted components of
the mixture.43 The equations of state for the solid and the gas
phases for obtaining the homogenized pressure p are shown in the
Appendix. At the meso-scale, the heat released due to chemical
reaction of HMX is modeled via the source term _E in Eq. (3) and
included in the calculation in the time-split calculation of tempera-
ture in Eq. (20). At the macro-scale, _E is set to zero and the chemi-
cal heat release due to decomposition of HMX into gaseous
products is taken into account by transitioning the mixture from a
cold, unreacted solid Hugoniot to a product Hugoniot. The calcu-
lated value of λ provides the extent of reaction progress in order to
affect this transition from unreacted to reacted Hugoniot. The
Jones–Wilkins–Lee (JWL) equation of state58 accounts for the
chemical energy release due to detonation. More details on the
macroscale modeling can be found in previous work.43 The proce-
dure for performing the 1D macroscale computations to quantify
shock sensitivity is described in the following.

1. Quantifying sensitivity in the Walker–Wasley space
through macro-scale simulations

At the macroscale, 1D simulations are performed on a sample
of solid HMX materials to calculate the minimum energy needed
for SDT in the material. This critical energy threshold required for
SDT37 is identified via a Walker–Wasley envelope in the space
parametrized by the shock strength Ps and the shock pulse duration
τs, defined by

Ecr ¼
Af P2

s τs
Zf

, (28)

where Ecr is the critical energy,
38 Zf and Af are the impedance and

surface area of the flyer, respectively. In practice, τs corresponds to
the duration of impact a flyer plate (of thickness, w); similarly, Ps is
determined by the momentum of the flyer. The macroscale compu-
tations are performed for various combinations of shock pulse of
pressure Ps and duration τs, using the setup shown in Fig. 3(b). In
each 1D control volume the local pressure, p(x, t), is tracked over
time. The local pressure in a macro-scale control volume (updated
by solving the mixture laws shown in the Appendix) is used to
compute _λignition and _λgrowth from the surrogates constructed using
data from the meso-scale void collapse generated hotspot simula-
tions. For a given shock strength Ps and pulse duration τs, if the
local pressure p(x, t) in the control volume, exceeds Ps and reaches
the von-Neumann spike pressure, that value of τs is labeled as
supercritical. On the other hand, if the maximum pressure p in the
domain decreases to less than 60% of Ps as the incident shock is

attenuated by rarefaction, the corresponding value of τs is labeled
as a sub-critical pulse duration and the computation is halted.
Macroscale computations are repeated for different values of τs and
the minimum supercritical value of τs is taken to be the τcritical
value corresponding to an imposed shock pressure Ps. This proce-
dure leads to the identification of the critical energy [via Eq. (28)]
or the go-no-go condition for SDT in the Walker–Wasley space.

2. Monte–Carlo approach for determining τcritical

The method to compute τcritical for a specific value of shock
pressure Ps was described above. Experiments by Welle et al.37,59

show that the critical energy in Eq. (28) varies significantly depend-
ing on the microstructure of the material. Therefore, τcritical is a
function of shock pressure Ps and the microstructural parameters
Dvoid , AR, θ, f, i.e.,

τcritical ¼ f (Ps, Dvoid , AR, θ, f): (29)

In the present work, the microstructure pertains to class V
and R10 varieties of pressed HMX materials and is shown in Fig. 2.
Using methods described in Roy et al.,51 the statistical measures of
the morphological features in the microstructures are quantified in
the form of pdfs of the three quantities Dvoid , AR, θ, as shown in
Figs. 2(c)–2(e). The macroscale computations are performed for a
discrete set of Ps values ranging from 5 to 15 GPa, corresponding
to the input pressure ranges in the experiments of Welle et al.8,37.
The values of the morphometric quantities Dvoid , AR and θ for each
material are selected such that they lie in the 95% confidence inter-
vals of the respective pdfs, i.e., within the quantile range of
q(0:025)� q(0:975). The porosity f is calculated by summing the
area occupied by the voids in the domain and normalizing by the
area of the sub-sample. From morphometric analysis,28,51 the
porosity for class V was calculated as 14% and for R10 as 7%.

The macro-scale computations are performed for an initial set
of random locations in the Ps, Dvoid , AR, θ parameter space.
τcritical for each combination is obtained using the procedure in Sec.
II D 1. The Kriging algorithm60,61 is then used to construct the
hypersurface τcritical ¼ fcn(Ps, Dvoid , AR and θ). To further refine
this τcritical hypersurface, the next set of values of
Ps, Dvoid , AR and θ is selected by an adaptive sampling technique in
the Kriging algorithm described in Refs. 60 and 61. The τcritical
hypersurface is then sampled at 106 Monte–Carlo (MC) points
obtained by randomly sampling the pdfs of Dvoid , AR and θ. These
points are further selected at Ps values ranging from 5 to 15 GPa at
1 GPa intervals to obtain a total of 107 points. The values of τcritical at
these sampled 107 MC points are obtained by probing the hypersur-
face and used to compute the median and 95% confidence intervals
for τcritical . In the current work, this procedure is repeated to con-
struct the median and 95% confidence intervals of τcritical at the 10
discrete values of Ps, yielding the criticality envelope for class V and
R10 pressed HMX materials. The procedure is followed to obtain the
criticality envelope for the three reaction chemistry models.

III. RESULTS AND DISCUSSION

The three chemical kinetics models, H1, M1, and T3, are used
in this work to compare their effects on the mesoscale response of
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a pressed HMX material. In the multi-scale workflow shown in
Fig. 1, high fidelity void collapse calculations are performed to
obtain the ignition and growth rates of hotspots. Data from a suffi-
ciently large ensemble of void collapse simulations are used to con-
struct the surrogate model using the algorithm described in Sen
et al.61 The hotspot evolution data, as described in Sec. II, are
employed to construct meso-informed surrogate models of the
ignition and growth rates _Fignition and _Fgrowth ; macro-scale reaction
progress is then calculated by solving Eq. (27). Sixty void collapse
simulations for each chemical reaction model were found to
provide a surrogate model with an out-of-bag62 RMSE of ∼0.5%.
1D macro-scale computations are then performed to compare the
critical energy required for shock-to-detonation transition, as
shown in Eq. (28). The following sections describe the computa-
tional results and insights obtained from the calculations.

A. Effects of reaction kinetics models on hotspot
ignition and growth

First, to understand the peculiarities of the three reaction
models, we compare their effects in two standard settings:

(1) Tarver et al.’s classical critical hotspot analysis12 is performed
to develop a hotspot criticality curve. This is done using 2D
reaction-diffusion calculations as in Tarver et al., where a circu-
lar hotspot of a given diameter Dhs and uniform temperature
Ths is initially placed in the center of a square domain. The
reaction-diffusion calculations determine whether the hotspot
grows or dissipates over time, thus defining the envelope of
criticality in the (Dhs, Ths) space.

(2) We then perform reactive void collapse simulations utilizing
the setup shown in Fig. 3(a). In this second type of calcula-
tions, the ignition and growth of hotspots are tracked and
hotspot criticality is identified as the condition where the
resulting non-circular hotspot grows into a steady deflagration
front. Since the void collapse-generated hotspot intensity and
shape depends on the shock strength this second criticality cri-
terion in the (Dvoid , Ps) space is more relevant to shock sensi-
tivity than the Tarver critical hotspot criterion.

1. Tarver criticality: Reaction-diffusion calculations of
hotspots

To estimate critical conditions for hotspot ignition and sus-
tained growth, Tarver et al.12 performed reaction-diffusion calcula-
tions using the three-equation (T3) reaction kinetics model for
HMX, Eqs. (12)–(14). The critical hotspot curve in Fig. 6 was
obtained by instantaneously heating the hotspot of a certain diame-
ter Dhs to a specified temperature Ths while keeping the surround-
ing temperature at ambient conditions. Depending on the initial
temperature and size of the hotspot, chemical reaction may be sus-
tained and the hotspot may grow to consume the surrounding
material (critical hotspot) or it may extinguished due to thermal
diffusion (subcritical hotspot). Rai et al.36 verified that the thresh-
old curve obtained for the T3 model using the current
SCIMITAR3D code was in good agreement with the Tarver et al.
result for prediction of the criticality curve. Here, we compare the
threshold curves for the three reaction models, H1, M1, and T3.

Figure 6 shows the comparison of the threshold curves for hotspot
diameters ranging from 0.1 to 60 μm. Larger hotspots require lower
temperatures for H1 compared to M1 and T3. For small hotspot
diameters, the M1 model requires significantly higher temperatures
to yield criticality. A cross over in behavior is observed for M1 and
T3 at hotspot diameters of approximately 20 μm. Note that in the
current work, the pressed HMX materials of interest (class V and
R10, Fig. 2) have void sizes centered around 1 μm. In this range of
hotspot sizes, the H1 and T3 models are quite similar in behavior
while the M1 model is significantly less sensitive. For the smaller
sizes of hotspots relevant to the microstructures of interest, i.e.,
ranging from 0.1 to 2.0 μm, a crossover is observed between H1
and T3 as well. T3 produces criticality at lower hotspot tempera-
tures for hotspot sizes in the range of 0.1–0.7 μm, while H1 is more
sensitive for hotspot sizes above 0.7 μm. Note that M1 remains
highly insensitive compared to T3 and H1 for smaller hotspot
sizes. While Fig. 6 indicates that the differences in criticality
between the H1 and T3 models are rather subtle; these seemingly
subtle differences will be shown below to become amplified when
these two models are employed to make macro-scale shock sensi-
tivity predictions.

2. Reactive void collapse

The Tarver criticality envelope discussed above assumes a pre-
existing circular hotspot at uniform temperatures. Hotspots that
develop in shocked HE materials, generally do not conform to
these conditions [see Fig. 5(b)]. Typical hotspots can have distinctly
non-circular, contorted shapes at inception and their criticality
starting from such an initial state must be assessed. In this section
we compare the evolution of the hotspot between the three reaction
models by performing reactive collapse calculations for single

FIG. 6. Comparison of critical hot spot for HMX between three reaction models
M1, T3 and H1. H1 is more sensitive for larger hotspot diameters. A crossover
between T3 and H1 is observed at a hotspot diameter of 0.7 μm whereas M1 is
insensitive compared to T3 and H1.
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circular voids as shown in Fig. 3(a). Reaction progress following
void collapse is quantified by calculating the ignition and growth
rates _F

scv
ignition, _F

scv
growth using Eqs. (24a) and (24b). Various combina-

tions of void diameters and shock pressure boundary conditions

are employed to construct a criticality curve for void collapse-
generated hotspots.

Figure 7 (Multimedia available online) shows a detailed com-
parison of reactive void collapse between the three reaction models

FIG. 7. Comparison of the hotspot temperature evolution with time for (a) H1, (b) M1 and (c) T3. The results are obtained from the reactive void collapse analysis of a
single circular void of diameter Dvoid ¼ 1:2 μm under shock load of pressure, Ps ¼ 13:5 GPa. Multimedia available online.
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for a 1 μm void subjected to a shock of pressure Ps ¼ 13:5 GPa.
The temperature contours for hotspot evolution at four different
time instances are shown in Fig. 7. Localization of energy due to
void collapse alone, i.e., prior to the initiation of reactions, is inde-
pendent of the reaction model for a given void diameter and shock
load. Therefore, the initial stage of jet formation and void collapse
is similar for all three reaction models, H1 [Fig. 7(a,i)], M1 [Fig. 7
(b,i)], and T3 [Fig. 7(c,i)]. Following the collapse of the void, the
second set of frames, i.e., Figs. 7(a,ii)–(c,ii), shows the effects of ini-
tiation of reaction for the different models. The reaction initiation
for T3, (c,ii) is seen to be stronger compared to the other models.
As observed in Rai et al.,36 while the jet impact initiates a strong
hotspot, this initial arc-shaped hotspot is drawn out into a thin cap
structure due to vortical action centered at the secondary sidelobes
formed due to jetting. This leads to the concentration of the
hotspot reactions in the vortical roll-up region formed when the
sidelobes collapse, as observed in the panels in the second column
in Fig. 7. The concentration of the initiation event for the hotspot
at the secondary lobe locations is strongest for T3 and weakest for
the M1 model. Figure 7 shows that in contrast to H1 and T3, the
reaction initiation for M1 is much weaker as there is no distinct
hotspot formation. Note also that despite the rather subtle differ-
ences in the criticality behavior seen in Fig. 6(b), the H1 and T3
models produce noticeable differences in the shape and size of the
hotspots in Figs. 7(a,iv) and 7(c,iv), respectively.

The third and fourth columns of temperature contour frames,
i.e., Figs. 7(a–c,iii)–(a–c,iv), show the hotspot growth phase for the
three models. For T3 [Fig. 7(c,iii)], the hotspot growth is nearly
uniform along its periphery. The two distinct lobes formed at the
reaction initiation stage grow into an approximately circular
hotspot in the growth phase, aligning with the notion of the Tarver
critical hotspot. The difference between the H1 and T3 is rather
subtle. The hotspots for these two models appear to be quite
similar. For H1, Fig. 7(a,iii), the overall temperatures in the hotspot
are marginally lower compared to T3. Unlike T3, the H1 hotspot
tends to grow predominantly from the secondary lobes formed
during the reaction initiation. Eventually, in Fig. 7(a,iv), the side-
lobe generated hotspots merge to form a near-circular Tarver-type
critical hotspot. In contrast to H1 and T3, the M1 model displays
low initiation sensitivity for the imposed shock strength and the
hotspot begins to die off due to thermal diffusion. Figures 7(a,iv)–
7(c,iv) display the final stages of hotspot growth, showing sustained
growth of the hotspot in the cases of H1 and T3, but a weakening
of the hotspot toward extinction in the case of M1. In this case, the
T3 hotspot is marginally more intense than the H1 hotspot at the
same time instant, signifying a faster hotspot growth rate for T3.
However, the differences between H1 and T3 for the case shown
are quite modest.

Figure 8 compares the time evolution of key hotspot QoIs for
the surrogate model construction in the multiscale calculations to
follow. The QoIs plotted are the area of void [Fig. 8(a)], area of
hotspot [Fig. 8(b)], temperature of hotspot [Fig. 8(c)], and the
product mass fraction [Fig. 8(d)]. These plots provide insights into
the sensitivity of hotspot evolution to the reaction kinetics models.
Figure 8(a) shows that the void collapse process (quantified by the
area of the void vs time) is independent of the reaction kinetic
models; this is expected, as the collapse time is too short for the

effect of temperature rise due to chemical reactions to influence the
strength of the material during the void collapse. However, as seen
in Fig. 8(b), the area of the hotspot initiated after collapse is signifi-
cantly different for M1 when compared to the other two models.
Figure 8(c) shows that the temperatures reached at the instant of
collapse and in the early growth phase (starting from times of
about 0.6 ns) are quite similar for the H1 and M1 models.
However, counterintuitively, as seen in Fig. 8(d), the evolution of
the hotspots, quantified using the calculated value of the reaction
product fraction F [Eq. (22)], is quite different between the two
models H1 and M1. The H1 model produces a steadily growing
hotspot while the M1 hotspot fails to grow. This difference in the
trajectory of the hotspots between these two models stems from the
difference in their Arrhenius reaction rate parameters (see
Table II); as seen in Figs. 8(b) and 8(c) the initial temperature and
area of the H1 and M1 hotspots are not very different; however, the
subsequent growth of the reaction is higher for H1 than for M1,
leading to a critical hotspot in the case of H1 but not for M1. This
difference is consistent with the concept of the Tarver critical
hotspot; an initial hotspot of a certain size and temperature will
grow into a sustained steady deflagration front if the energy
released by chemical reactions can overcome thermal diffusion.

In summary, for a given void size and loading condition, the
hotspots arising from the different reaction models can vary subtly
in shape, size, and intensity. The key question is: to what extent do
these variations (for example, the subtle difference between H1 and
T3) in the hotspot behavior influence the macro-scale
shock-to-detonation phenomena in a multiscale calculation?

3. Effect of reaction chemistry on surrogate models for
_Fignition and _Fgrowth

Ensembles of high-fidelity void collapse computations are per-
formed to construct the surrogates for _Fignition and _Fgrowth for the
three reaction models using the procedure described in Sec. II D.
These surrogate models provide the bridge between the meso- and
macro-scale as shown in Fig. 1(e).

To construct the surrogates for use in predicting the shock sen-
sitivity of class V and R10 microstructures, the void diameter range
was chosen to be between 0.1 and 5 μm and calculations were per-
formed for imposed shock pressure between 5 and 25 GPa. Figure 9
shows the surrogate models constructed using the three reaction
models. The _Fignition hypersurfaces are shown in Figs. 9(a)(i)–9(c)(i),
i.e., in the left column, while the _Fgrowth hypersurfaces are shown in
Figs. 9(a)(ii)–9(c)(ii), i.e., in the right column.

The ignition and growth hypersurfaces provide a comprehen-
sive picture of the variations in the hotspot evolution for the differ-
ent reaction rates. Several notable differences in behavior of the
hotspots are indicated by the hypersurfaces in Fig. 9. Overall, it is
straightforward to see that the M1 model in Fig. 9(b)(i,ii) provides
ignition and growth rates much lower than the other two models,
over the entire range of void diameters and pressures studied. It is
also observed that the magnitudes as well as topology of the hyper-
surfaces for the three reaction models are quite different.
Figure 9(c)(i,ii) shows the hypersurfaces for the T3 model; the
_Fignition surface displays a gradual increase with pressure but insen-
sitivity to the void diameter. Figure 9(a)(i,ii) shows that with the
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H1 model the _Fignition values are lower than T3 for small void diam-
eters and low pressures. However, for higher pressures and larger
void diameters, the ignition rates for H1 are higher than those of
T3. This behavior was also seen in the reaction-diffusion calcula-
tion in Sec. III A 1, where H1 provided higher sensitivity for larger
hotspot diameters relative to the T3 model. The reason behind the
modest variation of _Fignition for T3 with pressure and void size is
the moderating influence of intermediate steps in the decomposi-
tion of HMX, where the first step is endothermic, and the second
step is mildly exothermic. The final step of the decomposition of
HMX fragments into product gases releases the bulk of the chemi-
cal energy. The multi-step nature of the T3 model makes its
response to loading more complex than that of the one-equation
models, as described in detail by Rai et al.36 The higher values of
_Fignition in the peak region of the hypersurface for H1 are due to the
single-step decomposition mechanism which requires stronger
loading conditions to initiate chemical reactions. In contrast to T3
and H1, the _Fignition hypersurface in Fig. 9(b)(i) for M1 shows that

this chemical reaction model is relatively insensitive to the shock
across the range of pressures and void sizes. Note that Menikoff42

calibrated (decreased) the value of the collision frequency Z to
match macro-scale 1D shock propagation data for PBX 9501.
When applied to the meso-scale hotspot calculations, this low
value of Z (relative to H1) renders the M1 model sluggish in its
energy release rate.

The _Fgrowth hypersurfaces for the three models are shown in
Figs. 9(a)(ii)–9(c)(ii). The M1 model in Fig. 9(b)(ii) shows only
modest reaction initiation and growth only at larger void sizes and
high pressures. For T3, Fig. 9(c)(ii), the _Fgrowth values increase with
pressure. For H1, Fig. 9(a)(ii), the _Fgrowth values are higher than T3
for pressures above 15 GPa. The noticeable difference between the
T3 and H1 hypersurfaces for _Fgrowth is the relatively complex topol-
ogy of the T3 hypersurface, while the H1 hypersurface is monotonic
along both the Ps and Dvoid axes. The H1 hypersurface, Fig. 9(a)(ii)
shows a steep increase of _Fgrowth at small void diameters and high
pressures; whereas the T3 hypersurface in Fig. 9(c)(ii) shows a

FIG. 8. Comparison between H1, M1, and T3 models for reactive void collapse analysis of a single circular void of diameter Dvoid ¼ 1:2 μm under shock load of pressure,
Ps ¼ 13:5 GPa. The figures show the variation with time of (a) void area, (b) hotspot area, (c) average hotspot temperature, and (d) the product mass fraction F.
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saturation of the _Fgrowth values as the pressure increases. In addition,
both the H1 and T3 hypersurfaces are nearly flat along the Dvoid

axis for lower pressures indicating that the growth rate of hotspots is
relatively insensitive to the void size for low pressures, i.e., below

15 GPa. However, while H3 provides a steep increase in the hotspot
growth rates at small void sizes for pressures higher than 15 GPa,
the T3 model shows a more complex non-monotonic trend. In fact,
the growth rates decrease for small voids in the T3 model; there is

FIG. 9. Surrogate models constructed with respect to shock pressure Ps and void size Dvoid for the three reaction models _Fignition and _Fgrowth for a[(i) and (ii)] H1, b[(i) and
(ii)] M1 and c[(i) and (ii)] T3. The red dots pertain to the locations where highly resolved void collapse computations were performed. The hypersurfaces shown are fit to
the input data (red dot) points by the Kriging algorithm.
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an optimal void diameter of about 1 μm for the hotspot growth rate
in the T3 model.

To further distinguish the above differences in the hotspot
ignition and growth behavior exhibited by the three models, Fig. 10
shows normalized difference hypersurfaces for _Fignition and _Fgrowth,
plotted in the form of contours in the (Dvoid , Ps) space. These dif-
ference hypersurfaces are calculated by treating the T3 hypersurface
as the reference and taking the difference between the H1 and M1
hypersurfaces relative to the T3 hypersurface. The normalization is
done by dividing the difference by the mean value of the T3 hyper-
surface; for example, for the difference hypersurface of H1,

δ _F
H1 ¼ ( _F

H1 � _F
T3
)/j _FT3j. Figures 10(a) and 10(b) show that the

energy deposition rate for T3 is higher than H1 for pressures
below 15 GPa. _Fignition values for H1 are higher than that of T3 for
Ps . 15 Gpa and Dvoid . 2 μm and lower than T3 for small void
diameters, i.e., Dvoid , 1 μm. The _Fgrowth difference hypersurface
for H1 shows that for Ps . 20 GPa, the hotspot growth rates for
H1 are higher than those of T3. For void diameters Dvoid . 2 μm
and pressures higher than 10 GPa, energy localization for H1 is
greater than that of T3. Therefore, the crossover between H1 and
T3 shown in the Tarver critical hotspot space in Fig. 6 translates
into the differences in sensitivity embedded in the _Fignition and
_Fgrowth hypersurfaces. These differences will further be transmitted
to the macro-scale closure model and influence the overall shock
sensitivity predictions made with the reaction chemistry models.
Figures 10(c) and 10(d) show that the energy deposition rate for
M1 is lower than T3 throughout the pressure and void diameter
range.

In summary, the above analysis shows that the energy localiza-
tion at hotspots is impacted in different ways by the reaction chem-
istry model. While the M1 model remains rather tepid in its effects
across the entire range of void sizes and pressures examined in this
study, the H1 and T3 models exhibit sensitivity to the void size, but
in different ways, as the shock strength is increased. The surrogate
models in Fig. 9 encapsulate and help visualize the subtleties in the
differences between the reaction chemistry models and their cou-
pling with the mechanics of void collapse. At this stage, the ques-
tion is: how do these subtle differences in the hotspot energy
deposition rates produced by the three models upscale to influence
the macroscale shock sensitivity?

B. Macro-scale effects of reaction kinetics models

1. Microstructure quantification: Statistical description
of the morphology of void fields

Welle et al.’s8,37 experiments on neat-pressed HMX showed
that shock sensitivity, as determined by the critical energy for initi-
ation, is strongly dependent on the microstructural features of the
void network in the material. Two different classes of pressed
HMX material microstructures are analyzed in this work, class V
and R10, whose microstructures are depicted in Fig. 2. These
microstructures differ substantially in the overall porosity value
(f ¼ 14% and 7%, respectively), while the differences in the
Dvoid , AR, θ, f are rather modest. A meso-informed predictive
model for the sensitivity of these two classes of materials must

relate the microstructural morphology to the observed macroscopic
response. In this section, we employ the hotspot ignition and
growth surrogates developed at the meso-scale to examine how the
interplay between meso-scale hotspots and microstructure influ-
ence the macro-scale shock sensitivity in the James38/Walker–
Wasley54 space.

First, the microstructural features are quantified through pdfs
of Dvoid , AR, θ. Detailed descriptions of the techniques for comput-
ing the morphological descriptors are provided in the previous
work by Roy et al.14 Using the techniques in Roy et al., we obtain:
(1) Dvoid , the effective diameter of the voids in the material, which
is calculated for each void in the sample from Avoid ¼ πD2

void/4, i.e.,
by calculating an effective diameter of a circular void of the same
area as the arbitrary-shaped void; (2) AR, the aspect ratio of the
voids, calculated from the ratio of length of the longest intercept
within the pore to the intercept perpendicular to it; (3) θ, the ori-
entation of the major axis of the void relative to the incoming
shock, computed under the assumption that the material is loaded
from the west face of the sample; and (4) f, the overall porosity of
the material. These four parameters are quantified from sub-
samples of scanning electron micrographs for the two classes of
pressed HMX shown in Figs. 2(a) and 2(b).

Probability density functions (pdfs) for the parameters
Dvoid , AR, θ are calculated for each class of material. Figures 2(c)–2(e)
show the pdfs for Dvoid , AR, θ for class V (red) and R10 (blue)
HMX materials. The pdf of Dvoid in Fig. 2(c) for the R10 micro-
structure shows high probability densities in the range of
0:1 , Dvoid , 3:0 μm. The class V microstructure shows higher
probability densities for 0:1 , Dvoid , 3:4 μm. Thus, the void sizes
in the two classes of materials are quite similar. The pdf of AR for
R10 in Fig. 2(d) shows a peak at AR = 6.5, with aspect ratios of
voids ranging from 2 <AR < 10, while the AR pdf for class V has a
peak at AR = 5.8, with aspect ratios of voids ranging from
2 <AR < 7.5. The pdf for the void orientation θ for both the mate-
rials shows a multimodal distribution in Fig. 2(e). Therefore, these
two classes of HMX are quite similar in their microstructures, with
some noticeable but modest shifts in the distributions of the void
characteristics. The final global morphological parameter is the
porosity f which is calculated by summing the area occupied by
the voids in the domain and normalizing by the area of the
sub-sample. The calculated average porosity for the R10 micro-
structure is f = 7% and for class V is f = 14.5%. This difference
can be viewed in the sub-sample images of R10 and class V
[Figs. 2(a) and 2(b)]. Thus, in terms of the microstructural mor-
phology, the strongest difference between the two microstructures
is in terms of the porosity value, with class V having a higher value
of porosity than R10.

2. Macro-scale simulations of SDT in pressed HMX

Macroscale computations of SDT are performed on a 1D
coupon of solid HMX materials as shown in Fig. 3(b). The material
is loaded with a shock pulse of pressure Ps and duration τs at the
west boundary of the coupon. The shock propagates through the
coupon from left to right. 400 grid points were used across the 1D
domain, based on grid sensitivity studies to establish convergence
of the calculated pressure profiles.43 The coupon is loaded for
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various combinations of Ps and τs. In the MES-IG model, the
energy localization at the mesoscale is passed to the macroscale
through the surrogate models for _Fignition and _Fgrowth. At each grid
point, the meso-scale energy deposition rate is supplied as a func-
tion of the shock pressure and the underlying (unresolved,

homogenized) microstructural parameters (Dvoid , AR, θ, and f).
The local pressure is tracked over time in each 1D control volume
as described in Sec. II D 1, to determine the advent of SDT, i.e., the
time instant when the pressure at a grid point reaches the value of
the von-Neumann spike pressure. The criticality curve is

FIG. 10. Normalized difference hypersurface (a) and (c) _Fignition and (b) and (d) _Fgrowth for M1 and H1 with respect to T3. The difference fields in the figures are shown
with 25 levels of contour lines.
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constructed by computing τcritical for each combination of Ps,
Dvoid , AR, θ, and f as described in Sec. II D 2. These calculations
to construct the criticality curve are performed for the three reac-
tion chemistry models (H1, M1, and T3) and the two classes of
pressed HMX (class V and R10).

To understand how the predictions of SDT differ for the differ-
ent reaction kinetic models and microstructures, we plot the pres-
sure profiles in the coupon at equal intervals of time, starting from
the initial shock state to the final steady detonation state. The evolu-
tion of pressure along the coupon is shown for the R10 microstruc-
ture at two shock pressures, Ps = 9.5 and 13.5 GPa, for different
shock pulse durations. The microstructural parameters are fixed for
all the computations at Dvoid ¼ 1 μm; AR ¼ 1; θ ¼ 10�, and
f ¼ 7%. Figure 11(a) shows that for Ps = 9.5 GPa and shock pulse
duration τs = 7 ns, the incident shock is eventually dissipated by the
reflected rarefaction front for all three reaction models. For a higher
shock pulse width [Fig. 11(b)], τs = 9 ns, the shock builds to a steady

detonation wave for the T3 model, while build-up to detonation is
suppressed for H1 and M1. When the shock pulse duration is
further increased to τs = 15 ns [Fig. 11(c)], both T3 and H1 models
provide SDT. This indicates that for a 1 μm void and 9.5 GPa pres-
sure, T3 leads to detonation faster compared to H1 and M1. This is
due to higher energy deposition at the mesoscale for T3 for smaller
diameters and lower pressures, as indicated in the criticality curve
shown in Fig. 6 and in the hypersurfaces shown in Fig. 9. When the
pressure is increased to Ps = 13.5 GPa in Fig. 11(d), T3 and H1 show
similar SDT behaviors for the shock pulse duration of 7 ns, whereas
the shock fails to transition to detonation even for this high pressure
for M1. In fact, the M1 model is seen to be highly insensitive and
the low values of _Fignition and for _Fgrowth in Fig. 9(a) lead to a model
that does not produce SDT for values that are reasonably close to
experimentally determined criticality envelopes for class V.37

Figure 2(c) shows that, for class V and R10 microstructures,
the void diameters are centered around 1 μm. The energy

FIG. 11. Pressure evolution in macroscale computations for the R10 material microstructure subjected to a shock pressure of 9:5 GPa, and for shock pulse duration (a)
τs ¼ 7:0 ns (b) τs ¼ 9:0 ns (c) τs ¼ 15:0 ns. (d) Pressure evolution in macroscale computations for the R10 material subjected to a shock pressure of 13:5 GPa for
shock pulse duration, τs ¼ 7:0 ns. For all the computations AR ¼ 1, θ ¼ 20� and void volume fraction f ¼ 7%.
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deposition hypersurfaces in Fig. 9 show that for such void sizes, H1
and T3 provide sufficiently high _Fignition and for _Fgrowth values as Ps
increases, while the response from M1 remains weaker than the
other two models. The following section compares the predictions
of the models with experimental criticality curves, further empha-
sizing that the M1 model is not well suited for meso-scale calcula-
tions of hotspot evolution.

3. Comparison of criticality (Walker–Wasley) curves

To compare the sensitivity predictions from the reaction
models, the criticality or go-no-go envelopes (Walker–Wasley
curves plotted in the P−τs space, where P is the shock pressure and
τs is the shock pulse duration) were computed for both class V and
R10 pressed HMX materials. To obtain the criticality (go-no-go)
envelope, 1D macroscale computations were performed for input
shock pressures ranging from 4 to 16 GPa and for a range of shock
pulse durations. As noted in the previous section, due to the low
energy deposition rates at the mesoscale, the M1 model does not
produce macroscale SDT for the entire range of shock pulse dura-
tions 0 , τs , 50 ns. Therefore, this section only presents the mac-
roscale sensitivity behaviors for two reaction models, H1 and T3.

Figure 12(a) shows the comparison of the criticality envelopes
for the class V material for H1 and T3 with the experimental data
of Molek et al.37 Both T3 and H1 show good agreement with the
experiments. For the small void diameters centered around 1 μm in
size, T3 is more sensitive compared to H1, and the criticality enve-
lope from T3 agrees well with the experimental data over the entire
range of pressures and pulse durations. For pressures above
13.5 GPa, T3 and H1 are in close agreement. As the pressure
decreases H1 diverges from T3, particularly in the elbow region of
the criticality curve. In Sec. III A 3, it was shown that for lower

pressures the energy deposition rate for T3 is higher than that for
H1, which is reflected in the separation of the criticality envelopes
between the two models in the elbow of the curve.

The sensitivity predictions between the two reaction models
vary with the material microstructure. Figure 12(b) shows the criti-
cality curves for the R10 microstructure which has a lower porosity
(f = 7%) compared to class V (f = 14.5%). Unfortunately, experi-
mental data for R10 do not exist in the open literature; therefore,
the good agreement seen in the above class V predictions using the
current model must be relied on to provide confidence in the R10
analysis. R10 criticality predictions with the H1 and T3 models
show similar behavior for pressures above 10 GPa. For pressures
below 10 GPa, H1 is seen to be less sensitive than T3; the difference
between H1 and T3 is greater for R10 than for the class V micro-
structure. As the porosity of the material is lower, the critical
energy required for SDT increases. The less sensitive H1 model
therefore struggles to provide sufficient energy deposition rates at
lower pressured and therefore deviates significantly from the T3
curve. Furthermore, despite the close similarity between class V
and R10 microstructures in their void characteristics (as seen in the
pdfs of Fig. 2), the porosity plays a significant role and the critical-
ity curves for R10 are pushed up and to the right relative to class V.

Figure 13 provides insights into the subtle influence of the
coupling between reaction chemistry models and microstructure on
the meso-scale energy deposition rates, and their combined impact
on macro-scale sensitivity. The figures display the pdfs of the
hotspot growth rates _Fgrowth for the class V microstructures at two
different pressures, Ps = 9.5 GPa [Fig. 13(a)] and Ps = 13.5 GPa
[Fig. 13(b)]. These pressure values can be seen in Fig. 12 to corre-
spond to the elbow and asymptotic regions of the criticality enve-
lope, respectively. There are distinct differences in the pdfs of the
growth rates between the two reaction chemistry models. At the

FIG. 12. Sensitivity predictions in the form of Walker–Wasley curves for (a) Class V material showing experimental data (black), H1 model predictions (blue), and T3
model predictions (red); M1 model predictions were outside of the space shown and are therefore not depicted. (b) Comparison of criticality curves between the two
classes of HMX materials Class V and R10.
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lower pressure, P = 9.5 GPa, the pdfs for both reaction chemistry
models display a bimodal structure; however, the T3 model shifts
the pdf of _Fgrowth to the right, implying a higher sensitivity than the
H1 model. At the higher pressure [Fig. 13(b)], the pdfs of the two
models show distributions that are very different in profile; in this
case, the H1 model shows a distinct peak in the _Fgrowth distribution
whereas the T3 model has a relatively flat profile. However, the
medians of the distribution are relatively close to each other. The
differences between the two models seen in Fig. 13(b) do not lead
to significant differences in the predicted criticality envelope
(Fig. 12). At the higher pressure, the hotspot growth rates are large
enough to drive the shock to detonation even for short pulse
widths. In the elbow region, however, i.e., at the lower pressure of
9.5 GPa, the magnitudes of _Fgrowth are lower [Fig. 13(a)] and the
differences between the two models can cause significant separation
in their criticality envelopes.

The key point to note, through the stages of the multi-scale
model in the above sections, is that subtle differences in the energy
delivery rates due to the reaction kinetic models, beginning with
those noted in the Tarver criticality curve in Fig. 6(b), propagate to
the meso-scale dynamics represented by the surrogate models in
Fig. 9, and impact the overall macro-scale shock sensitivity in
Fig. 12. The influence of the reaction chemistry models is the stron-
gest in the threshold region in the Walker–Wasley/James space, i.e.,
in the elbow region of the criticality envelope shown in Fig. 12.
This is consistent with intuition as it is expected that reaction
chemistry as well as microstructures are likely to play the strongest
role in determining the threshold conditions for initiation.

IV. CONCLUSIONS

In a multi-scale predictive framework, models for reaction
rates expressed in Arrhenius forms are key to calculations of

hotspot ignition, growth and thereby for the construction of
closure (reactive burn) models. However, even for a commonly
used energetic material (e.g., HMX in this paper), there are a wide
variety of reaction rate models available, and it is not clear which
model accurately represents the reactive response of the material.
Of all the reaction chemistry models available for HMX, three
global models, namely, the Henson one-equations, Menikoff
one-equation, and Tarver three-equation models are commonly
used to represent HMX decomposition under various initiation
conditions. Hitherto, it has not been possible to establish which, if
any, of these three models should be chosen to represent energy
localization and reactive dynamics in meso-scale simulations. This
is because, in practice, the sensitivity of an energetic material such
as HMX is determined in macro-scale experiments. Establishing
which reaction model to use is dictated by a “top-down” analysis
guided by macro-scale experiments. In this work, we started with
experimentally measured macro-scale sensitivity results for a class
V pressed HMX material and examined which reaction models
produce the best agreement with the experimental sensitivity
curves. In other words, here the ground truth for the assessment is
taken to be the ability of the models to best match the criticality/
go-no-go envelope37,59 for a pressed HMX material. The three
models, H1, M1, and T3, were employed in a meso-informed igni-
tion and growth model (MES-IG) which allows for connecting
meso-scale hotspot dynamics to macro-scale SDT analysis.

Meso-scale calculations show that for a given void size and
loading condition, the hotspot evolution arising from the different
reaction models varies, both in the shape, size, and intensity of hot-
spots. Therefore, energy localization at hotspots is highly sensitive
to the reaction chemistry model. The reaction models provide dif-
ferent energy localization rates as the shock pressures and void
diameters are varied. While the M1 model remains rather tepid in
its effects across the range of void sizes and pressures, the H1 and

FIG. 13. Probability density distributions for _Fgrowth for Class V microstructure for (a) 9.5 GPa and (b) 13.5 GPa. The median of the distribution is higher for T3 compared
to H1 at 9.5 GPa whereas for higher pressures the median value of H1 is higher.
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T3 models show higher sensitivity to the void size, but in different
ways, as the shock strength is increased. These effects of the reac-
tion rate models on energy localization rates carry through to the
predicted macro-scale response of the pressed energetic materials.
Based on the multi-scale model predictions of macro-scale critical-
ity (Walker–Wasley/James envelope), we conclude that the H1 and
T3 models are suitable for modeling the reactive dynamics of
HMX. The M1 model on the other hand is rather insensitive and is
not recommended. Among the H1 and T3 models, the subtle dif-
ferences in the energy delivery rates due to the reaction kinetic
models, beginning with those noted in the Tarver criticality curve,
propagate to the meso-scale dynamics represented by the surrogate
models for hotspot ignition and growth rates, and impact the
overall shock sensitivity of the material. The influence of the reac-
tion chemistry models is the strongest in the threshold region in
the Walker–Wasley/James space, i.e., in the elbow region of the
criticality envelope, whereas the model predictions approach each
other at high shock pressures.

The multi-scale model with the H1 and T3 chemistry models
predicted well the experimentally determined criticality envelope
for pressed HMX class V microstructures. These results provide a
guideline for model developers on the plausible range of
time-to-ignition that are produced by physically correct Arrhenius
rate models for HMX; the present study indicates that the reaction
chemistry models for HMX lie in the time-to-reaction range of the
Tarver-three equation and Henson global one-equation reaction
models. This conclusion is subject to the caveat that the remaining
crucial aspects of the models for HMX, namely, the thermophysical
models (equation of state, mixture treatment, specific heat, and
thermal diffusion, melt curve) and mechanical models (elasto-
plastic deformation) and their coupling, are correctly represented
in meso-scale calculations. Further work is underway to refine the
thermo-mechanical models and properties of HMX in concert with
the reaction chemistry models to arrive at a reliable model for the
material.
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APPENDIX: EQUATIONS OF STATE FOR THE GASEOUS
PRODUCTS AND SOLID HMX AT THE MACROSCALE

For the gas phase, the Jones–Wilkins–Lee (JWL) equation of
state is used where the specific internal energy of the gas is given by

eg (ρg , Tg) ¼ ekg ( ρg)þ CvgTg , (A1)

where Cvg is the specific heat at constant volume, Tg is the tempera-
ture of the product gases, and

ekg( ρg )¼
Ag

ρ0R1g
e
�R1g

ρ0
ρg þ Bg

ρ0R2g
e
�R2g

ρ0
ρg þ cekþ k

ρ0Γg0

ρg
ρ0

� ��Γg0

,

(A2)

where ρg is the density of the gas and ρ0 is a reference density. The
gas-phase pressure, pg , is a function of internal energy and density
and is given by

pg ( ρg , eg ) ¼ ρgΓg0 (eg � ekg(ρg))þ pkg (ρg), (A3)

where Γg0 is the Grüneisen coefficient and

pkg(ρg) ¼ � dekg

d
1
ρg

 ! : (A4)

The constants in Eq. (A1) are obtained from

k ¼ [PCJ � pkg(ρCJ )� ρCJΓg0CvgTCJ ]
ρ0
ρCJ

� �Γg0þ1

, (A5)

eek ¼� Ag

ρ0R1g
e
�R1g

ρ0
ρCJ � Bg

ρ0R2g
e
�R2g

ρ0
ρCJ � (PCJ �pkg(ρCJ))

1
ρCJΓg0

þ eCJ ,

(A6)

1
ρCJ

¼ 1
ρ0

� PCJ
1

ρ0DCJ

� �2

, (A7)
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and

eCJ ¼ 1
2
PCJ

1
ρ0

� 1
ρCJ

� �
þ e0: (A8)

In Eqs. (A5)–(A8), PCJ , TCJ , ρCJ , eCJ , and DCJ are the pressure,
temperature, density, specific internal energy, and the detonation
speed at the CJ state, respectively, while e0 is a reference specific
internal energy.

For a solid phase, the Cochran–Chan equation of state is used
to model the thermomechanical behavior of the solid under
shocks. In this equation of state (EOS), the specific internal energy
of the solid reactant is given by

es(ρs, Ts) ¼ eks(ρs)þ CvsTs, (A9)

where Cvs is the specific heat at constant volume, Ts is the tempera-
ture of the solid, and

eks(ρs) ¼ � As

ρ0(1� R1s)
ρ0
ρs

� �1�R1s

� 1

" #

þ Bs

ρ0(1� R2s)
ρ0
ρs

� �1�R2s

� 1

" #
� CvsT0 þ e0, (A10)

where ρs is the density of the solid phase and T0 is the reference
temperature. The solid pressure, ps, is given by

ps(ρs, es) ¼ ρsΓs0(es � eks(ρs))þ pks(ρs), (A11)

where Γs0 is the Grüneisen coefficient and

pks(ρs) ¼
deks

d
1
ρs

� � : (A12)

The constants in the equations of state for the reactants and
products are given in Tables IV–VI.

The products and reactants in the mixture in each macro-scale
control volume are assumed to be in pressure and temperature

equilibrium, i.e.,

ps ¼ pg ¼ p, Ts ¼ Tg ¼ T , (A13)

where ps and Ts are the solid pressure and temperature and pg and
Tg are the pressure and temperature for the gas phase. The overall
specific internal energy and the density for the control volume are
also functions of the specific internal energy and density of the
solid and gas phases,

e ¼ (1� λ)es þ λeg (A14)

and

1
ρ
¼ 1� λ

ρs
þ λ

ρg
, (A15)

where es and ρs are the specific internal energy and the density for
the solid phase and eg and ρg are the specific internal energy and
the density for the gas phase.

The equations of state for the solid and the gas phases can be
combined with the above mixture laws [Eqs. (A13)–(A15)] to
compute the pressure in the macro-scale control volume. The
mixture law for the specific internal energy given by Eq. (A14), and
the pressure equilibrium condition, in Eq. (A13) can be combined
with Eqs. (A3) and (A11) to give

(1� λ)
p� pks
ρsΓs0

þ eks(ρs)

� �
þ λ

p� pkg
ρgΓg0

þ ekg(ρg)

 !
¼ e: (A16)

Similarly, eliminating eg from Eqs. (A1) and (A3) and es from
Eqs. (A9) and (A11) in favor of Ts and Tg , the temperature equilib-
rium condition [Eq. (A13)] gives

p� pks(ρs)
ρsΓs0Cvs

¼ p� pkg(ρg)

ρgΓg0Cvg
: (A17)

Equations (A15)–(A17) provide three equations in terms of
the mixture pressure p, and the densities of the gas and solid
phases, ρg and ρs and can be solved simultaneously for a specified
value of λ.
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