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Control of Linear-Threshold Brain
Networks via Reservoir Computing

Michael McCreesh Jorge Cortés

ABSTRACT Learning is a key function in the brain to be able to achieve the activity patterns required
to perform various activities. While specific behaviors are determined by activity in localized regions,
the interconnections throughout the entire brain play a key role in enabling its ability to exhibit desired
activity. To mimic this setup, this paper examines the use of reservoir computing to control a linear-
threshold network brain model to a desired trajectory. We first formally design open- and closed-loop
controllers that achieve reference tracking under suitable conditions on the synaptic connectivity. Given
the impracticality of evaluating closed-form control signals, particularly with growing network complexity,
we provide a framework where a reservoir of a larger size than the network is trained to drive the activity
to the desired pattern. We illustrate the versatility of this setup in two applications: selective recruitment
and inhibition of neuronal populations for goal-driven selective attention, and network intervention for the
prevention of epileptic seizures.

I. Introduction
When a function is performed by any part of the human
body, it is associated with patterns of activity in the brain.
Examples include actions such as eye movements, where
gaze direction is associated with particular cognitive pro-
cesses [1], recollection of memories, where stored memories
are associated with specific sequences of activity [2], and
motion planning and movement [3]. In dealing with network
models for brain dynamics, it is therefore important to
ascertain their ability to exhibit a given activity pattern
at a certain time. For mathematical models of neuronal
activity, such as Wilson-Cowan [4], Hodgkin-Huxley [5],
integrate and fire [6], sigmoidal or threshold-based firing-
rate models [7], among others which vary significantly in
scale and properties [8], [9], this ability translates into the
problem of reference tracking.

The classical approach to solving the reference tracking
problem for a controlled dynamical system is the com-
putation of an explicit input signal (that might be state-
dependent) such that the desired activity pattern is exhib-
ited by the network model. In the present context, this is
undesirable for various reasons. First, the brain functions by
processing the constant stream of information in the form of
electrical signals it receives to achieve the desired activity
pattern rather than a priori computing explicit control inputs.
Second, the actual computation of these explicit expressions
requires precise knowledge of the strength of synaptic in-
terconnections in the brain, which is both impractical and
challenging. Furthermore, the required conditions on net-
work structure for these inputs to work become increasingly
difficult to check with the scale of the model.

An alternative approach to tackle both of these problems
is using learning methods. Neural networks in various forms
have increasingly been used to model the way that the brain
learns from, and adapts to, its surroundings and stimuli [10]–
[13]. Machine learning techniques allow for the online
determination of controls that result in the desired activity
based on data, rather than computing explicit expressions,
matching the functioning of the brain by constantly process-
ing information, and also removes the requirement for exact
knowledge of the synaptic connections. These observations
motivate our study here of two brain functions that can be
modeled with reference tracking using learning methods:
selective inhibition/recruitment and seizure rejection.

Literature Review: We consider brain networks governed
by a linear-threshold rate dynamics. In the context of the
brain, linear-threshold network (LTN) dynamics form a
mesoscale model with each node in the network representing
the average firing rate of a population of neurons, whose
size could range from individual neurons to millions. The
dynamics have been used extensively for modeling neurons
for network models in the brain [7], [14]–[16]. In a controls
context, this model has also been used to study a variety
of behaviors such as memory [17], goal-driven selective
attention [18]–[20], and epilepsy [21], [22]. The properties
of LTN dynamics have been studied extensively, including
equilibria [17], [23], stability [18], [24], [25], and oscil-
latory and chaotic behavior [22], [26]–[28]. Additionally,
properties of controlling networks governed by the linear-
threshold dynamics have been studied using both model-
based control [20] and data-based control [29]. Due to the
typical lack of full knowledge of the network structure, we
are interested in using data-driven control methods. One of
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the major benefits of LTNs compared to other commonly
used brain models is that the dynamics is piecewise linear,
allowing for analysis of the model as a piecewise affine
system [30]. However, much of the analysis for these dynam-
ics is for networks with either constant inputs or discrete-
time models that do not directly reflect continuous-time
models. For the problem of reference tracking considered
here it is important to consider time-varying control inputs,
particularly in networks composed of multiple subnetworks,
where the interconnections are inherently time-varying.

Multiple forms of the reference tracking problem exist,
dependent on the available information and the problem goal,
including when the reference signal is known [31], [32]
versus when it is unknown [33], [34]. This work belongs
to the first class, where we wish for the network to exhibit
the behavior specified by a known reference signal. This
can be motivated by a variety of problems in the brain,
including memory recollection, where a memory is saved
as a given activity pattern and it is recalled by the brain
network exhibiting that pattern [2].

To learn controls in an online fashion that solve the
reference tracking problem for a brain network with a known
reference, we employ machine learning techniques, which
allow to consider large-scale complex networks, such as
those seen in the brain [35]–[37]. In particular, we use
reservoir computing [38], [39], which is based on training an
output vector (the readout) from a Recurrent Neural Network
(RNN), rather than its internal weights.

Reservoir computing has a variety of advantages over clas-
sical gradient-descent based RNN training, the main one be-
ing that the training process is faster and computationally in-
expensive compared to standard RNN training [40]. Further,
reservoir computing displays certain parallels with biological
activity. First, it gives an interpretation as to how arbitrary
cortical circuits without supervised adaptation are able to
perform purposeful computations [41]. Second, the ability
of a single reservoir to perform multiple tasks by training
multiple output vectors corresponding with each task mimics
neural circuits’ ability to have multiple purposes [40]. Due to
these parallels, reservoir computing has been used to study
a variety of phenomena, including connectivity and memory
tasks [42], cortical dynamics in monkeys [43] and seizure
detection [44]. Reservoir computing has also been used as
a controller for dynamical systems, in which the reservoir
output is used to determine an input such that the system
converges to a desired trajectory [45]. This has led to the
framework of next-generation reservoir computing (NG-RC),
proposed in [46], [47] for both prediction and control. In
Section IV we provide an overview of the RC and NG-RC
frameworks, but for more details we refer the reader to [40],
[46], [48], [49] and the references therein.

Statement of Contributions: We study brain networks with
behavior governed by linear-threshold dynamics with time-
varying inputs. Our first contribution relates to the ability
to achieve reference tracking for the LTN dynamics. We
begin by providing conditions for existence and uniqueness

of points such that the error dynamics vanish. Using this fact
we illustrate that under certain conditions on the reference
signal and the network structure, reference tracking can be
achieved for LTN networks and provide examples of controls
that result in tracking. Our second contribution relates to
achieving reference tracking using the data-driven machine
learning frameworks. Considering the problem of reference
tracking in the context of selective inhibition and recruitment
and seizure rejection, we use examples to show that the
reservoir computing and next-generation reservoir computing
frameworks can be used as controllers to achieve reference
tracking. Our contributions expand on state of the art results
by considering convergence to reference trajectories rather
than constant equilibrium points and applying a machine
learning approach.

Preliminaries: We let R, R≥0, denote the reals and nonneg-
ative reals, resp. Vectors and matrices are identified by bold-
faced letters. For vectors (matrices) x,y ∈ Rn (resp. Rn×m),
x ≤ y is the component-wise comparison. For two vectors
x ∈ Rn and y ∈ Rm, x ⊕ y ∈ Rn+m is the concatenation of
vectors x and y. The identity matrix of dimension n is In.
0n and 0n×m denote the n-vector and n×m matrix of zeros,
resp. For W ∈ Rn×n, we denote its element-wise absolute
value, spectral radius, and induced 2-norm by �W�,⇢(W),
and �W�, resp. Similarly, we let �x� denote the 2-norm of
a vector x ∈ Rn.

For x ∈ R and m ∈ R>0, [x]m0 denotes the threshold
operator, defined by [x]m0 = min{max{x,0},m}. For x ∈
Rn, m ∈ Rn>0, this operation is done component-wise as
[x]m0 = [[x1]m1

0 , . . . , [xn]mn
0 ]. A matrix W ∈ Rn×n is

● a P-matrix if all principal minors of W are positive
(denoted W ∈ P);

● totally Hurwitz if all principal submatrices of W are
Hurwitz (denoted W ∈H);

● totally L-stable if there exists P � 0 such that (−I +
W�⌃)P +P(−I + ⌃W) � 0 for ⌃ = diag(�) and all
� = {0,1}n (denoted W ∈ L);

● absolutely Schur stable if ⇢(�W�) < 1.

These matrix classes satisfy [18, Lemma II.3] the following
inclusions:

● if W is absolutely Schur stable then −I +W ∈H;
● it �W� < 1 then W ∈ L;
● if W ∈ L then −I +W ∈H;
● if −I +W ∈H then I −W ∈ P .

II. Problem Formulation
We start by providing details on linear-threshold brain
modeling following [7], [18], then formalize the problem
considered in this work. We consider a brain network com-
posed of n nodes whose activity are determined by a linear-
threshold rate dynamics. These dynamics represent a model
of the average firing rate of neuron populations, rather than
showing the action potentials of individual neurons. The
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linear-threshold network (LTN) dynamics is given by

⌧ ẋ = −x + [Wx + c]m0 , (1)

where each component of x ∈ Rn represents the firing rate of
a population of neurons, W ∈ Rn×n represents the synaptic
connectivity between populations, and c captures any inputs
to the network. These inputs could be internal, representing
connections from neurons not in the model, or external, such
as either invasive or non-invasive neurostimulation signals.
The constant m provides a threshold on the firing rate of the
neurons, and ⌧ is a diagonal matrix defining the timescale
of the dynamics for each population.

The LTN dynamics can be represented as a state-
dependent switched affine system, which has switching
regions defined by the threshold term [Wx + c]m0 . The
dynamics has 3N switching regions, each defined by a
switching variable � ∈ {0, `, s}N , and are defined as follows

⌦� = {x � (Wx + c)i ∈ (−∞,0]∀i s.t. �i = 0,
(Wx + c)i ∈ (0,mi)∀i s.t. �i = `, and
(Wx + c)i ∈ [mi,∞]∀i s.t. �i = s}. (2)

The threshold term can then be expressed over each of
these regions using diagonal matrices ⌃` and ⌃s. These are
defined, for q ∈ {`, s}, as follows: ⌃q

ii = 1 if �i = q and
⌃q

ii = 0 otherwise. This leads to the piecewise-affine form of
the dynamics (1) being defined as

⌧ ẋ = (−I +⌃`W)x +⌃`c +⌃sm, x ∈ ⌦�. (3)

We make the following assumption regarding the synaptic
weight matrix.

Assumption II.1. Assume the weight matrix W satisfies
1) det(W) ≠ 0;
2) det(−I + ⌃`W) ≠ 0 for each ⌃` corresponding to a

switching region ⌦�.

Note that this assumption does not come at the cost of
biological plausibility, since the set of matrices which do not
satisfy it has measure zero and is therefore not restrictive.
Assumption II.1 ensures that the right-hand side of the
piecewise-affine dynamics has unique solutions, allowing for
the existence of well-defined equilibria.

Leveraging the piecewise-affine form of the LTN dynam-
ics, one can identify conditions on the synaptic weight ma-
trix W that ensure existence and uniqueness of equilibrium
(EUE), and stability properties of the dynamics. For technical
details on these results and other properties of the LTN
dynamics we refer the reader to [18] for individual dynamics
and to [19], [20] for hierarchical dynamics. Of particular
interest to us are the following:

1) if W satisfies I −W ∈ P , then for each constant c the
dynamics (1) has a unique equilibrium;

2) if W ∈ L, then for all constants c, the dynamics is
globally exponentially stable to a unique equilibrium.

We note that the condition W ∈ L is sufficient for global
exponential stability (GES). In [18], it is hypothesized that

−I +W ∈ H is a necessary and sufficient for GES, which
is less conservative, however it is not proven. In such
cases, the piecewise-affine nature of the dynamics implies
that the equilibrium, as a function of the network input c,
can be described by a piecewise-affine map. These maps
are particularly useful, when considering the properties of
large interconnected linear-threshold networks, to express the
interdependencies of the equilibria of specific subnetworks
in terms of other subnetworks.

Beyond having the network converge to stable equilibria,
for many applications it is instead desirable to have the
network track a particular reference trajectory. This requires
non-constant inputs c(t), designed in a way that makes the
network activity converge to the desired trajectory. Due to
the complexity of brain networks and the fact that their
structure is not precisely known, designing such a controller
analytically is challenging. This motivates the use of a
data-driven learning techniques to determining appropriate
control signals to achieve trajectory tracking. Here, we
consider reservoir computing, which we discuss in detail in
Section IV. We formalize the problem as follows.

Problem II.2. Consider a network defined by the LTN
dynamics (1) with state x(t) ∈ Rn and reference signal
r ∶ R→ Rn. Determine a control signal such that the network
converges to the reference signal, i.e.,

lim
t→∞ �x(t) − r(t)� = 0.

Remark II.3. (Trajectory Tracking for Selective Inhibi-

tion): Our previous work [19], [20] has studied a version of
trajectory tracking for the LTN dynamics (1) in the context
of selective inhibition and recruitment of hierarchical multi-
layered networks. Selective inhibition means that a control
is defined such that the network converges to a trajectory in
which the state of a subset of nodes is driven to zero. In such
interconnected networks, the equilibrium map for each layer
of the network is described by a complex recursive combi-
nation of the equilibrium maps of the other network layers,
which significantly complicates the precise determination
of the control for tracking a specific trajectory. The data-
driven approach taken here addresses this by determining
the controls based only on the system output and desired
reference trajectory, requiring no knowledge of the input-
dependent equilibrium maps. ●

III. Linear Threshold Networks and Reference Tracking
In this section we show that, given a reference trajectory,
there exists a control that makes the LTN dynamics track it
asymptotically. This result sets the basis for our forthcoming
use of reservoir computing techniques to synthesize the
controller.

Given a reference signal r, consider the error with the
system state, e(t) = x(t) − r(t). The corresponding LTN
error dynamics is given by

⌧ ė = −e + [We +Wr(t) + c]m0 − r(t) − ⌧ ṙ(t). (4)
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To show that reference tracking is achieved, our strategy
proceeds by establishing that the origin is the only equi-
librium of the error dynamics (4) and that it is GES. To
reason about this, we first note that the error dynamics (4)
is time-dependent, and therefore the set of points where the
vector field vanishes changes with time. The following result
provides conditions such that at each time, there is only
one point where this happens. To ease the exposition, given
c ∈ Rn, let

f(e, t) = −e + [We +Wr(t) + c]m0 − r(t) − ⌧ ṙ(t),
denote the time-dependent vector field defining the error
dynamics.

Theorem III.1. (Existence and Uniqueness of Points

where LTN Error Dynamics Vanishes): Given c ∈ Rn,
if I −W ∈ P , then for each t̄ ∈ R≥0, there exists a unique
point e∗(t̄) such that f(e∗(t̄), t̄) = 0.

Proof:
Let t̄ ∈ R≥0 be a fixed time and consider the associated time-
invariant dynamics ⌧ ė = f(e, t̄). Note that a point where this
vector field vanishes corresponds to an equilibrium point of
the time-invariant dynamics. Let us therefore show that for
each time t̄ ∈ R≥0, a unique equilibrium point exists. For
fixed t̄ ∈ R≥0, let d1 =Wr(t̄)+c and d2 = r(t̄)+⌧ ṙ(t̄). This
leaves us with the dynamics

⌧ ė = −e + [We + d1]m0 − d2. (5)

To show existence and uniqueness of an equilibrium of (5),
we note that this dynamics can be written in a similar
piecewise-affine form to the original LTN dynamics (3),

⌧ ė = (−I +⌃`W)e +⌃`d1 +⌃sm − d2,

defined over the same switching regions given in (2) and with
the same system matrix (−I+⌃`W). Then, by following the
proof of [18, Theorem IV.1], we have that this dynamics has
a unique equilibrium for any values of d1,d2 if and only if
I −W ∈ P .

Theorem III.1 implies that the curve t� e∗(t), which we
term nullcline curve, is well-defined. Note that a constant
nullcline curve in fact corresponds to an equilibrium of the
original time-dependent dynamics (4).

To achieve lossless reference tracking, r(t) must lie in
[0,m] for all t due to the bounding of the dynamics. We
begin by considering open-loop tracking before later pro-
viding a closed-loop control. Consider the control col(t) =
−Wr(t)+r(t)+⌧ ṙ(t). With this control, the error model (4)
becomes

⌧ ė = −e + [We + r(t) + ⌧ ṙ(t)]m0 − r(t) − ⌧ ṙ(t). (6)

The next result identifies conditions such that the dynam-
ics (1) converges exponentially to the reference trajectory
r(t) by showing that the nullcline curve is constant at the
origin, e∗(t) = 0 for all t ∈ R≥0, and that the origin is GES.

Theorem III.2. (Reference Tracking for LTN Dynamics

with Open-Loop Control): Consider the open-loop LTN

error dynamics (6). If W ∈ L and r(t) + ⌧ ṙ(t) ∈ [0,m] for
all t ∈ R≥0, the origin is GES under the dynamics (6).

Proof:
Since r(t) + ⌧ ṙ(t) ∈ [0,m], it is immediate that the origin
satisfies f(0, t) = 0 for all t ∈ R≥0. Then, since W ∈ L
implies I −W ∈ P , by Theorem III.1, the nullcline curve
is unique and therefore constant. To conclude the proof, we
show that the origin is GES under this dynamics, following
a similar argument to [50, Theorem IV.8].

Let Wi denote the i’th row of W. After some manipula-
tions, we can rewrite the error dynamics as

⌧ ė(t) = (−I +M(t)W)e(t),
where M(t) is a diagonal matrix given by

Mii(t) =
�������

[Wie+(r+⌧ ṙ)i]mi
0 −[(r+⌧ ṙ)i]mi

0

Wie
if Wie ≠ 0,

0 otherwise.

Since the threshold operator is monotonically increasing and
Lipschitz with constant one, we have Mii(t) ∈ [0,1]. There-
fore, M(t) lies in the convex hull of {⌃`(�)}�∈{0,`}n for
all t. Thus, there exists a time-varying convex combination
(↵�(t))�∈{0,`}n such that

M(t) = �
�∈{0,`}n

↵�(t)⌃`, t ≥ 0.

Now, since W ∈ L, there exists a matrix P � 0 and a scalar
� > 0 such that

(−I +W�⌃`)P +P(−I +⌃`W) ≤ −�I, ∀� ∈ {0, `}n.
Consider then the candidate quadratic Lyapunov function
V (e) = e�Pe. Its derivative along the dynamics satisfies

⌧ V̇ (e(t)) = e�[(−I +W�M(t))P +P(−I +M(t)W)]e
= e�� �

�∈{0,`}n
↵�(t)�(−I +W�⌃`)P +P(−I +⌃`W)��e

≤ −� �e�2 ≤ − �

⇢(P)
V (e(t)),

which ensures the origin is GES under (4), see e.g., [51,
Theorem 4.10].

Remark III.3. (Lack of Uniqueness of Input Map for

Reference Tracking): We note that, while the input col(t)
used for Theorem III.2 is sufficient for ensuring GES of the
origin for the error dynamics, and hence reference tracking,
it is not unique. For example, due to the thresholding of
the LTN dynamics, any (constant) reference trajectory that
lies on the lower or upper threshold can be converged to
using a higher magnitude control (either positive or negative,
depending on the network and which threshold) than the one
defined in col(t) in order to drive the signal to the boundary.
●

The open-loop control used for Theorem III.2 requires
the network to satisfy W ∈ L to achieve reference tracking.
However, this condition is not always met, as there exist
many brain networks that are not stable on their own, see
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e.g., [18], [52]. Our next result shows that tracking can still
be achieved with unstable synaptic weight matrices using
feedback control of the form c(t) = Kx(t) + d(t), where
K ∈ Rn×n is the feedback gain. Note that K may have rows
entirely composed of zeros, corresponding to nodes in the
network that cannot be directly impacted by feedback. We
consider the control ccl(t) =Kx(t)− (W+K)r(t)+ r(t)−
⌧ ṙ(t), which gives the closed-loop error dynamics

⌧ ė = −e + [(W +K)e + r(t) − ⌧ ṙ(t)]m0 − r(t) − ⌧ ṙ(t).
(7)

The next result provides conditions for the dynamics (1) to
converge exponentially to the reference trajectory r(t) using
the closed-loop control ccl by by showing that the nullcline
curve is constant at the origin, e∗(t) = 0 for all t ∈ R≥0, and
that the origin is GES.

Theorem III.4. (Reference Tracking for LTN Dynamics

with Closed-Loop Control): Consider the closed-loop error
dynamics (7). If W +K ∈ L and r(t) + ⌧ ṙ(t) ∈ [0,m] for
all t ∈ R≥0, the origin is GES under the dynamics (7).

Proof:
The dynamics (7) corresponds to the open-loop error dy-
namics (6) with the synaptic weight matrix W +K = W̃.
By Theorem III.2, if W̃ ∈ L, the origin is GES under the
dynamics (6). Therefore, with the chosen feedback control,
the origin is GES under the closed-loop dynamics (7).

Remark III.5. (Reference Tracking in Under-actuated

LTN Systems): In the results above, we have assumed that
the network is fully actuated for the purpose of determining
a control such that reference tracking can be achieved.
For systems that are not fully actuated, i.e., the control
is of the form Bc(t), where B is a diagonal matrix with
zeros indicating components of the network that cannot be
actuated, it is generally not possible to achieve reference
tracking in all components. If W ∈ L, then the non-
actuated component follows a trajectory that depends on the
interconnection with the other network components rather
than the desired reference signal. The only case when the
under-actuated component i will converge to the reference
trajectory is if [Wir(t)]m0 = r(t) + ⌧ ṙ(t) for all t ∈ R≥0.
We note that the actuated components of the network will
still converge to their desired reference under the controls of
Theorems III.2 or III.4. ●

Having established reference tracking under the LTN dy-
namics with both open-loop (cf. Theorem III.2) and closed-
loop (cf. Theorem III.4) controls, we note that the imple-
mentation of the corresponding inputs, either as inputs from
other neuronal populations or through neurostimulation, is
challenging, and becomes increasingly unrealistic with larger
network dimensions, characteristic of brain modeling. First,
evaluating the controls provided is difficult because it re-
quires full knowledge of the synaptic weight matrix W.
Due to both the complexity of the brain and the difficulty
in measuring the individual impact of individual neuron

populations, particularly those deep in the brain [53], this
is unrealistic. Beyond knowledge of its structure, the results
require that W (or W +K) are in L. This becomes com-
putationally difficult to check as the network scales up, and
the known sufficient conditions to ensure being in L become
increasingly conservative. As such, for large networks, it is
preferable to divide the network into layers based on the
timescales, where each layer has an individual constant ⌧i.
In this case, dependent on the timescales, the results of
Theorems III.2 and III.4 are no longer directly applicable
due to the activity of the interconnection terms affecting
the dynamics of each layer. In such a case, one can use
a singular perturbation argument [19], but the recursively-
defined equilibrium maps involved make the determination
of the exact control signals particularly challenging.

Second, explicitly computing a direct control signal is not
a realistic representation of the way the brain is believed
to operate. However, implementing a data-driven approach,
where all that is needed is the desired reference signal and
the control is determined through internal dynamics, seems
more realistic and not as computationally expensive. In the
following section we provide an explanation of the reservoir
computing and next-generation reservoir computing frame-
works. We demonstrate both can be used to achieve reference
tracking in linear-threshold networks later in Sections V
and VI.

IV. Reservoir Computing
Here we provide an overview of the mathematical basis of
the reservoir computing framework, which we later apply
to control synthesis for reference tracking in LTN networks.
We begin by discussing reservoir computing for predicting
system outputs and for control before considering the same
problems using next-generation reservoir computing. We
finish by discussing parameter selection and comparing the
two frameworks.

A. Reservoir Computing for Prediction

We first overview the basic structure of a reservoir computer
for predicting the outputs of an unknown system. Assume
we have a dynamical system defined by

y(t) = f(c(t)) (8)

where y ∈ Rm is the system output, c ∈ C ⊆ Rn is the input
and the driving function f ∶ Rn → Rm for the system is
unknown. We define a reservoir as a dynamical system

ẋ(t) = F (Jx(t) + Jinc(t)), (9)

where x ∈ X ⊆ RN is the internal state of the reservoir, J ∈
RN×N is a matrix that provides the reservoir structure, and
Jin ∈ RN×n in an input matrix. We assume that N � n and
F ∶ X ×C →X is a nonlinear activation function. The goal
of the reservoir computing framework is to use the activity
of the high-dimensional reservoir dynamical system (9) to
estimate the outputs of the unknown system (8).

The output estimate is defined

ỹ(t) = Joutx(t),
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where Jout ∈ Rm×N is an output vector trained to achieve an
accurate estimate of the unknown system.

The key component for the reservoir computing frame-
work to be able to provide a successful estimate is the
echo state property [40]. This property is dependent on the
activation function F and the reservoir matrix J. For the
activation function, we require [54] that F ∶ X × C → X
is defined on compact sets X and C. The compactness of
the state space X is given for the most commonly used
activation functions in machine learning, such as tanh or
the logistic sigmoid function, and importantly, also for the
linear-threshold function [⋅]m0 considered in this paper. We
assume the compactness of the input set C, which is realistic
in most applications.

To define the echo state property, we introduce the follow-
ing notations. We will denote the reservoir dynamical sys-
tem (9), which combines the activation function, F , and the
reservoir matrix, J, by F(x(t),c(t)) = F (Jx(t)+Jinc(t)).
Let X+∞ ∶= {x+∞ = {x(t)}∞t=0 � x(t) ∈ X, ∀t ≥ 0} and
C+∞ ∶= {c+∞ = {c(t)}∞t=0 � c(t) ∈ C, ∀t ≥ 0} denote sets of
right infinite state and input sequences. A right infinite state
sequence x+∞ is compatible with input state sequence c+∞
when ẋ = F(x(t),c(t)) for all t ≥ 0.

Definition IV.1. (Echo State Property [54]): A reservoir
F ∶ X ×C → X defined on compact sets X and C satisfies
the echo state property with respect to C if and only if
for any right infinite input sequence c+∞ ∈ C+∞ and any
two right infinite state vector sequences x+∞1 ,x+∞2 ∈ X+∞
compatible with c+∞, there exists a sequence {�t}∞t=0 such
that �x1(t) − x2(t)� ≤ �t, where limt→∞ �t = 0.

The echo state property relates to the asymptotic conver-
gence of the state of the reservoir, which is influenced by a
driving input. It can be thought of as the concept of fading
memory, in that trajectories of the reservoir should converge
to the same point given the same input, regardless of the
prior history of the reservoir.

Necessary and sufficient conditions for the echo state
property to hold are dependent on both the reservoir matrix,
J, and the activation function, F . Regardless of the activation
function, guaranteeing the echo state property depends on the
stability of the reservoir matrix1.

What remains is to train the reservoir computing frame-
work to get an accurate estimate ỹ of the output y. The
defining feature of reservoir computing is that we only
train the output vector Jout, rather than the internal weights
of the reservoir matrix, J. In order to train the reservoir
output matrix, we take a training input {cT (t)} and drive
the system (8) using this input, getting a driven training
output timeseries {yT (t)}. Then, using the training signal
{cT (t)}, we drive the reservoir (9) to get a timeseries of
driven reservoir states {xT (t)}. Compiling the set of training

1Much of the reservoir computing literature is in discrete time, which also
impacts sufficient conditions for the echo state property. In the discrete-time
case with F (⋅) = tanh(⋅), a sufficient condition for the echo state property
is that J is diagonally Schur stable.

outputs and driven reservoir states into matrices YT and
XT , we compute the output matrix Jout using a Tikhonov
regularization,

argminJout
�YT − JoutXT �2 + ��Jout�2 , (10)

where � > 0 is a regularization parameter. The performance
of the reservoir computer for predicting outputs can then
be measured by using the trained system to provide a
prediction of a second set of arbitrary inputs and comparing
the accuracy with the true outputs for this set. The main
parameter for how well the reservoir computer works is
the size of the reservoir, N . As N increases, the higher-
dimensional reservoir can then exhibit an increasingly large
number of possible behaviors, especially relatively to the
size of the system being predicted. Then, in the process of
training the system, we are able to relate these behaviors
to the system trajectories through the linear output operator
Jout. Based on this, with a randomly defined reservoir, by
increasing N sufficiently, the reservoir computer can achieve
good prediction of the system outputs. Parameters such as the
reservoir weight matrix J, the input matrix Jin, the training
input, and the regularization parameter � can also impact the
quality of the output prediction.

B. Reservoir Computing as a Controller

We are interested in applying a reservoir computer as a con-
troller for a dynamical system, with the goal of controlling
the system to a given reference trajectory [45]. Consider a
dynamical system

ẋ(t) = f(x(t),c(t)) y(t) = g(x(t)), (11)

where x(t),c(t) ∈ Rn are the state variables and inputs,
respectively, and y(t) ∈ Rm is the output of the system. The
functions f and g define the system evolution and measur-
able outputs, and potentially are unknown. Let r(t) ∈ Rm

denote a desired reference trajectory for the output. The
reservoir dynamics is defined as

u̇(t) = F (Ju(t) + Jiny(t) + Jrefr(t + �)), (12)

where u(t) ∈ RN is the reservoir state, J ∈ RN×N defines
the internal reservoir connections, Jin ∈ RN×m scales the
system output y(t) into the reservoir, Jref ∈ RN×m scales
the reference signal, and � > 0 dictates how far ahead we
provide a desired reference value. The function F is the
activation function, and we assume that F and J are chosen
such that the reservoir has the echo state property. We then
connect the output of the reservoir dynamics (12) with the
input of the system (11) by defining

c(t) = Joutu(t).
Figure 1 illustrates this setup.

To train the reservoir computer, we use an open-loop
version of the schematic shown in Figure 1 with a training
input and a delay on the output. Here, instead of inputting
the reference trajectory into the reservoir, we use the current
system output, y(t), along with the future output, y(t + �),
which is directly computable from the system and training
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FIGURE 1: A reservoir computer steers the dynamical system (11)
to a reference signal r(t).
input. The future output acts in the role of the reference
signal, with the goal of determining how the training signal
moves the system from y(t) to y(t + �). The reservoir
training dynamics is then

u̇(t) = F (Ju(t) + Jiny(t) + Jrefy(t + �)).
Figure 2 illustrates this training setup. The output vector

FIGURE 2: Schematic for training a reservoir computer to steer
the dynamical system (11) to a desired reference trajectory.

for the reservoir computer, Jout, is then trained using the
Tikhonov regularization (10) to minimize the difference
between ctrain and the reservoir prediction, Joutudriven. This
setup can be extended by providing different information
to the reservoir, either about the reference signal r(t), or
the system output, y(t). A common choice is providing
the reservoir with ẏ(t). However, this is typically discretely
estimated from y(t) and as such it is just a transform from
providing y(t) [45]. Instead, in our treatment, we provide
additional information regarding the reference signal, in
particular ṙ(t), which we can compute since it is known in
advance. This leads to the final schematic for the reservoir
controller in Figure 3.

FIGURE 3: Schematic for using a reservoir computer as a con-
troller incorporating additional information on the reference signal
r(t).
C. Next-Generation Reservoir Computing

The observation, cf. [55], that the underlying equations of
the reservoir computing framework have similarities with

nonlinear vector autoregression (NVAR) and dynamic mode
decomposition led to the construction of the next-generation
reservoir computing (NG-RC) framework [46] based on
NVAR. We explain this framework below, both for prediction
and control.

1) NG-RC for Prediction

Similarly to the classical RC, we consider the dynami-
cal system (8). Instead of defining a reservoir, we define
two feature vectors, Olin,t and Onl,t, defined as follows:
Olin,t = c(t)⊕ c(t − i1)⊕ ⋅ ⋅ ⋅ ⊕ c(t − ip) is the linear feature
vector defined for p discretely sampled prior points of the
system inputs. Onl,t is a nonlinear feature vector that is
an arbitrary nonlinear function of the vector Olin,t. Any
nonlinear function can be chosen, albeit it is common [46]
to employ the monomials up to some order k. These feature
vectors are then used to predict the outputs of the unknown
system (8) in place of the activity of the reservoir (11).

The two feature vectors are concatenated, commonly with
an additional constant d ∈ R, to give Ototal,i = d ⊕ Olin,i ⊕
Onl,i and the output of (8) is predicted by ỹ(t) = JoutOtotal,t.
To achieve an accurate prediction the output vector Jout is
predicted with a Tikhonov regularization as

argminJout
�y(t) − JoutOtotal,t�2 + ��Jout�2 , (13)

which requires running the system with a minimum of ip+1
inputs in order to fully determine the vector Ototal,t. This
setup, with one prior time step and quadratic monomials, is
shown in Figure 4.

FIGURE 4: Schematic for using next-generation reservoir comput-
ing to predict system outputs with quadratic monomials used for the
nonlinearity. The matrix Jout is trained with a known input/output
sequence {(c(t),y(t))} with a minimum length of two points,
before being able to predict future outputs based on the input.

2) NG-RC for Control

Similarly to the RC, we are interested in applying the NG-
RC as a controller to bring a dynamical system to a desired
reference trajectory. To do so, we use an open-loop training
period followed by a closed-loop control period. To construct
the NG-RC controller we follow the approach in [47] and
consider an extension to employ multiple NG-RCs, which
we leverage in our simulations.

We consider the control system given by (11). We define
linear and nonlinear feature vectors Olin,t and Onl,i. Unlike
NG-RC for prediction, Olin,t is not dependent on prior time
steps and instead Olin,t = y(t), the observable outputs. The
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nonlinear feature vector is then a function of the outputs,
where again we typically use polynomial expressions.

What differs between the prediction and control setups is
the definition of the total feature vector, Ototal,t. Rather than
just combining the linear and nonlinear feature vectors with
a constant, we also include the system input, giving Ototal,t =
c(t)⊕ d ⊕Olin,t ⊕Onl,t. With this feature vector, Tikhonov
regularization (13) is used to learn the output vector Jout in
an open-loop fashion such that the prediction is given by
ŷ(t) = JoutOtotal,t, as in the top schematic of Figure 5.

Then, for the purpose of defining a control, we split the
output and feature vector in the following way.

JoutOtotal,t = JX
out

�������

d
Olin,t
Onl,t

�������
+ Jc

outc(t) = JX
outOX,t + Jc

outc(t).

From here, a closed-loop system is created where the ma-
trices JX

out and Jc
out, along with the reference signal r(t),

are used to define the control term. With the error term
e(t) = x(t) − r(t), the control is defined by

c(t) = (Jc
out)−1[r(t + �) − JX

outOX,t +Ke(t)], (14)

where K is a proportional control matrix determined by trial-
and-error to optimize performance. The closed-loop control
period is shown in the bottom schematic of Figure 5. This
control is derived in [47] for a discrete-time system with the
control input entering linearly, i.e., of the form y(t + 1) =
F(X(t)) +Bc(t). While the LTN dynamics is not of this
form, our simulations in Sections V and VI show that this
control still achieves satisfactory performance.

We can also extend this approach to construct a controller
out of multiple NG-RCs rather than just one. In this ap-
proach each successive NG-RC is used to minimize the error
remaining from the control determined by the prior NG-RC.
The additional NG-RC layers are added by training output
vectors Jout,i for each layer with the feature vector Ototal,t
such that the output prediction is

ỹ(t) =
M

�
i=1Jout,iOtotal,t,

where M is the number of layers. The layers are trained
successively, with each layer being dependent on the output
of the layers before. Each successive layer is trained using
Tikhonov regularization on the error between the true output
and the predicted output by the sum of the layers before.
Formally, if we denote ỹ1∶i(t) to be the predicted output
from the first i layers, the output vector for layer i + 1 is
determined by the following

Ji+1
out = argmin �(ỹ1∶i(t) − y(t)) − Ji+1

out Ototal,t�
2 + ��Ji+1

out �
2
.

The control signal is then given by

c(t) = (
m

�
i=1J

c
out,i)−1(r(t + �) +

m

�
j=1(J

X
out,jOX,t) +Ke(t)).

We note that this process could be modified to use different
feature vectors across the multiple NG-RC’s. The process
for computing the output vectors would be the same, with

some differences appearing in the determination of the final
control signal.

Remark IV.2. (Comparison of Parameter Selection in RC

and NG-RC): The selection of parameters is of paramount
importance to the performance of the RC and NG-RC
algorithms. One of the benefits of RC compared to traditional
machine learning algorithms is that there are significantly
fewer parameters to optimize [48]. This is even more so for
NG-RC, cf. [46]. In comparing RC and NG-RC, one of the
biggest differences is in the number of parameters that need
to be selected, and the difficulty in their selection. In RC,
the parameters to be selected are the reservoir matrix, J, the
activation function, F, the input vector Jin, the regularization
parameter, � and the training signal, ctrain. Of these, the
most important is the selection of the reservoir matrix,
which is typically done randomly, and its relation with
the activation function to guarantee the echo state property.
Despite significant research into choices of the reservoir [48],
[49], [56], [57] an optimal choice is not known. In NG-RC
for control, the parameters to be tuned are the nonlinear
feature vector, Onl,t, the proportional control vector K, and
the training signal, ctrain. In NG-RC for prediction, one needs
to additionally choose the linear feature vector, Olin,t. ●

Remark IV.3. (System Output for Reference Tracking):

We note that in in this section we have defined the reservoir
computing framework for an arbitrary system output y(t),
while in Problem II.2 we aim for reference tracking of
the system state. As such, in the following applications we
consider the specific case of y(t) = x(t), which matches the
problem description.

V. Application to Selective Inhibition and Recruitment
In this section, we provide our first illustration of the use of
RC and NG-RC controllers to achieve reference tracking for
linear-threshold networks. We consider the problem of selec-
tive inhibition and recruitment, and illustrate the recruitment
of a subset of a network to a chosen reference signal for
a network structure motivated by the hierarchical nature of
the brain [58] and studies of selective attention [59]. We do
this with both the RC and NG-RC controllers and include a
comparison of their performance.

Selective inhibition and recruitment is the problem of
reacting to stimuli by inhibiting task-irrelevant neuron pop-
ulations to zero, while recruiting the remaining task-relevant
neuron populations to a particular activity pattern. Due to the
hierarchical nature of the brain [58], this problem has been
studied in networks composed of subnetworks operating at
different timescales, and leads to the following formalization
of the network structure. Consider a network composed
of N subnetworks, each of composed of ni nodes and
with corresponding timescale ⌧i. We construct a hierarchy
by organizing the subnetworks such that ⌧N ≤ ⌧N−1 ≤
⋅ ⋅ ⋅ ≤ ⌧1 and each subnetwork is connected only to the
subnetworks directly above and below it in the hierarchy,
cf. Figure 6. Subnetworks at the bottom of the network,
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FIGURE 5: The top schematic shows the open-loop learning component of using the NG-RC as a controller. The closed-loop control
component is shown in the second schematic, with the control given as in (14).

with fast timescales, represent regions in the brain that
operate quickly, such as sensory areas, while the top of
the network represents regions such as the prefrontal cortex,
which operate relatively slowly.

The problem of selective inhibition and recruitment is then
formalized as follows. For each subnetwork let x1

i ∈ Rri

denote the set of task-relevant nodes and x0
i ∈ Rni−ri denote

the set of task-irrelevant nodes. Then, determine a control
c∗i ∶ R≥0 → Rni such that the task-relevant nodes are
recruited to a non-zero reference trajectory r∗i ∶ R≥0 → Rni ,
i.e., x1

i = r∗i (t) and the task-irrelevant nodes are inhibited to
zero, i.e., x0

i (t) = 0.

⋮

⋮
Subnetwork i − 1

Subnetwork i

Subnetwork i + 1

FIGURE 6: Hierarchical brain network considered for selective
inhibition and recruitment. Nodes are divided between excitatory
(red), inhibitory (blue), and those to be inhibited (gray). Edge
colors match the direction of the node from which they originate,
indicating that they provide either an excitatory (red) or inhibitory
(blue) connection, while gray labels indicate that their node of origin
has been inhibited and the connection provides no activity.

This problem has been addressed in [19], [20] for constant,
recursively-defined reference trajectories r∗(t) = r. How-
ever, this involves the explicit computation of a control with

complexity that increases significantly with scale based on
the size and hierarchical nature of the network. Here, instead,
we show how the problem can be solved in a data-driven way
using the RC and NG-RC frameworks. Once the readout has
been learned, the reservoir computer determines a control
that produces the desired reference tracking behavior.

A. Setup

We consider a network composed of three subnetworks,
each one being an excitatory-inhibitory pair. We then aim
to recruit one node in each network, while inhibiting the
other to zero using reservoir controllers. In this example,
the controllers are representing the impact of other neuronal
populations, outside the explicitly modeled ones, that impact
behavior. The subnetworks considered are defined by the
following randomly generated synaptic weight matrices:

W1 = �
0.0112 −0.9903
0.4101 −0.5115� , W2 = �

0.4614 −0.7342
0.0950 −0.5115� ,

W3 = �
0.1136 −0.2110
0.7732 −0.0800� .

These networks are combined with the timescales ⌧1 = 4,
⌧2 = 1 and ⌧3 = 1�3 to create a hierarchy. The interconnec-
tions between the networks are also randomly generated, cf.
Section C.

When tuning the RC and NG-RC controllers, as the size
of the network increases, the number of parameters and
difficulty in tuning them all concurrently increases drasti-
cally. As such, instead of training an RC or NG-RC to
control the entire network at once, we begin by training
each subnetwork individually. Following the determination
of a controller for each individual layer, we train a second
RC on the error remaining from using the first controller on
the interconnected network.

We use a randomly generated 100-node reservoir, and
provide inputs related to both the reference signal and its
derivative. For the NG-RC, we use a nonlinear feature
vector composed of the unique quadratic monomials, and
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the constant term in the feature vector Ototal,t is equal to
0.5. The training signals for the networks are created by
sampling a N (0,0.1) distribution.

In the following sections we illustrate that the with this
reservoir and NG-RC the proposed controllers provide suc-
cessful convergence to provided reference signals. The plots
in Figures 7-9 show this visually, with details and error
values in the text.

B. Individual Layers

We begin by training each excitatory-inhibitory pair individ-
ually to track a given reference signal without the intercon-
nections in the network. While training both RC and NG-RC,
we tune the regularization parameter � (RC and NG-RC)
and feedback vector K (NG-RC) for each layer. Figure 7
shows plots of both the RC and NG-RC converging to the
desired reference signal. In each plot, the system evolves
without control until t = 25 when the controller is turned
on. Control parameters are provided in Table 1, along with
the root-mean-square error (RMSE) between the reference
and actual signal, calculated from the point the controller
is turned on. Further parameters related to the training and
control of the systems are discussed in Section D.

For the top layer, we recruit the excitatory node to the
reference signal r∗(t) = sin( ⇡t

100) + 2, while the inhibitory
node is inhibited to zero, cf. Figure 7(a). Here we see that
both the NG-RC and RC controllers track the reference
signal successfully, though the RC works slightly better in
terms of tracking, with a RMSE of 0.0293 versus a RMSE
of 0.0401 for the NG-RC.

NG-RC
Layer � K RMSE

Top 0.5 −5 0.0401
Middle 1.2 −1 0.0805
Bottom 0.7 −0.1 0.0752

RC
Layer � RMSE

Top 0.3 0.0293
Middle 0.5 0.0255
Bottom 0.1 0.0835

TABLE 1: The parameters and errors for the NG-RC (left) and RC
(right) controllers for each network layer. The NG-RC parameters
are the regularization parameter � and the proportional control K.
For the RC we consider only the regularization parameter. For
both controllers, the RMSE is between the reference signal and the
network state, including both the excitatory and inhibitory nodes.

For the middle layer, we again recruit the excitatory node,
this time to the reference signal r∗(t) = sin( 2⇡t100) + 2, cf.
Figure 7(b). Again both the NG-RC and RC controllers
result in the tracking of the reference signal, though for this
network and timescale, the NG-RC fluctuates rapidly around
the desired values rather than following it exactly. This is
reflected in the RMSE, where the NG-RC takes a value of
0.0805 versus a value of 0.0255 for the RC controller.

For the bottom layer, we recruit the inhibitory node to
the triangle wave with frequency 1

100 Hz and amplitude 1,
centered at 2, while inhibiting the excitatory node to zero,
cf. Figure 7(c). Both the NG-RC and RC controllers result
in effective recruitment to the desired signal, with the NG-
RC (resp. RC) controlled system lying slightly above (resp.
below) the reference signal. Here the RMSE for the NG-RC
is slightly lower than for the RC, at 0.0752 versus 0.0835.

(a)

(b)

(c)

FIGURE 7: Selective inhibition and recruitment without consid-
ering interconnections between the layers using NG-RC and RC
controllers for the subnetwork in the (a) top, (b) middle, and (c)
bottom layers. Control parameters and the RMSE between the
system and reference signal are given in Table 1.
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C. Interconnected Network

We now consider an interconnected system defined by the
subnetworks W1,W2, and W3. Due to the difficulty in
tuning the parameters as the network size increases, we do
this by using a multi-layer approach, as described for the
NG-RC in Section IV. We use the reservoir controller as
determined for the individual layers before training a second
layer to cover the error introduced by the interconnection.
Here we show that as the magnitude of the interconnection
weight increases it becomes more difficult to control the
overall network, and also illustrate that the NG-RC controller
is more robust to changes in the weights of the network
interconnections than the RC controller.

We consider a network W defined by Wlayers +
�Wconnections, with

Wlayers =
�������

W1 0 0
0 W2 0
0 0 W3

�������
,

Wconnections =
�������

0 W12 0
W21 0 W23

0 W32 0

�������
,

where W12,W21,W23 and W32 are interconnection matri-
ces between the layers, while � ∈ R≥0 weights the connection
strength. The interconnection matrices are randomly gener-
ated and scaled such that �Wconnections� ≈ 0.01. In this way,
small � values give a network that is close to having no
connections.

For a interconnection weight � = 20, Figure 8 shows that
the two-layer NG-RC controller tracks the desired reference
signals for each layer. This occurs after re-tuning weights,
in particular the regularization parameter for the deep layer
and the feedback parameter K. For the same interconnection

FIGURE 8: Selective inhibition and recruitment for all three layers
in the interconnected network with � = 20 using the two-layer
NG-RC controller. With this level of interconnection, the controller
provides performance similar to the single-layer recruitment, with
RMSE errors for each layer being 0.0433,0.0819, and 0.0572 for
the top, middle, and bottom layers, resp.

weight, Figure 9 shows the performance of the two-layer RC
controller, exhibiting general recruitment of the network to
the reference signal, but with worse performance than both
the individual-layer recruitment and the NG-RC controller.
In particular, we note that recruitment is not achieved as well
for the middle layer, with the network moving both above
and below the reference at different points.

FIGURE 9: Selective inhibition and recruitment for all three layers
in the interconnected network with � = 20 using the two-layer RC
controller. With this level of interconnection, the controller provides
similar levels of performance to the individual networks for the top
and bottom layers, while some additional error is introduced in the
middle layer. The errors for the top, middle, and bottom layers are
0.0308,0.1222 and 0.0716, resp.

To directly compare the performance of the NG-RC and
RC controllers, Figure 10 plots the RMSE of the signals
with the references for both controllers as the interconnection
weight � increases. The NG-RC controller is significantly
more robust to increasing interconnection weights compared
to the RC controller, which quickly moves away from satis-
factory recruitment of the network to the reference trajectory.
One explanation for this improved robustness by the NG-RC
controller is in the determination of the control input. For the
RC controller, the control input is determined strictly from
the output of the reservoir. Meanwhile, the NG-RC controller
additionally reconsiders the error between the reference sig-
nal and the system state, and modifies the control accordingly
using the parameter K. Therefore, despite the increasing
magnitude of interconnections adding additional error to the
attempted tracking, the NG-RC controller is able to control
these errors for longer due to its proportional control term.

D. Comparison between the RC and NG-RC Frameworks

From the results and plots above, we see that the RC and
NG-RC frameworks both have scenarios where they more
successfully selectively recruit the system to a reference. In
particular, for smaller networks, the RC framework produces
a similar, or slightly improved, quality recruitment. Mean-
while, the NG-RC controller is more robust to increasing
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FIGURE 10: Comparison of recruitment error between the NG-
RC and RC controllers as the magnitude of interconnections in the
multilayer network increases. The NG-RC controller maintains a
smaller error for significantly larger interconnections than the RC
controller, before both become unsuccessful with large interconnec-
tions.

the magnitude of interconnections between layers. However,
these comparisons are made only on the error between the
reference signal and predicted signal. Depending on the
situation, further metrics may be important in comparing the
two controllers, such as training signal length, training time,
and control signal and magnitude. In Table 2, we compare the
training parameters and times, listed for the single-layer NG-
RC controller, the single-layer RC controller, the multilayer
NG-RC, and multilayer RC controller2.

Network
Signal

Length

Training

Time

Control

Time

NG-RC Single 500 0.0093 1.1543
NG-RC Multi 500 0.0655 1.6158

RC Single 80000 4.9564 6.0179
RC Multi 80000 26.18 18.17

TABLE 2: Comparison of training parameters and times.

Table 2 shows that the NG-RC framework allows for
a much shorter training signal, and results in much faster
times, both for the learning and controlling portion of the
simulation. This aligns with the discussion of the frameworks
in Section IV and illustrates that, if training time is important
when using these frameworks, NG-RC performs significantly
better. We note that the training signal lengths for both
frameworks was determined after experimentation, with the
lengths chosen to be the minimum lengths ensuring that
performance in terms of recruitment error were acceptable.

Figure 11 shows the control signal being generated by
the RC and NG-RC controllers for the bottom layer without
any interconnections, and compares it with the one obtained
in Theorem III.2. It is clear that while the two frameworks
use similar controls to achieve selective recruitment, for
selective inhibition they use significantly different controls in
terms of magnitude (this is consistent with our observation
in Remark III.3). In particular, both frameworks apply a
control to the node being inhibited that is significantly higher

2Simulations were all computed in MATLAB r2023a on a 2019 MacBook
Pro with a 2.8GHz Quad-Core Intel Core i7 processor.

FIGURE 11: The control signals generated by the RC and NG-RC
controllers when recruiting the bottom layer of the network individ-
ually. Both the RC and NG-RC controllers generate control inputs
that match the analytically determined control in Theorem III.2 for
the recruited node, in this case the inhibitory node. Meanwhile, the
excitatory node is inhibited to zero using excessive inhibition, with
significantly more inhibition being used by the NG-RC controller.
Both result in high-performance tracking.

magnitude (more inhibitory) than the analytically determined
control from Theorem III.2. Further, the NG-RC control is
significantly higher magnitude than the RC control. Due
to the observed difference in generated controls, depending
on physical system constraints (such as those on control
magnitude), the RC controller could be preferred, despite
the longer training time.

VI. Application to Seizure Rejection
In our second application of reference tracking for LTN dy-
namics using reservoir computing, we consider the problem
of epileptic seizure rejection. Epilepsy is a disease which
impacts 50 million people worldwide and up to 30 percent
of those have drug-resistant epilepsy [60], which instead can
be treated with neuromodulation [61]. Data-driven methods
have been been used in seizure detection [62] to predict
seizure activity based on electroencephalogram (EEG) data.
During epileptic seizures, brain activity becomes highly
synchronized in a pathological manner, which results in the
seizure symptoms. A key problem in epilepsy research is
the detection of seizures in the early stages before symptoms
begin to appear. This is desirable as then an interjection could
be made in order to prevent the remainder of a seizure, and
ideally, prevent most or all of the associated symptoms. Here
we wish to look at how the reservoir computer controller
network design, representing an external neurostimulation
device, can be used to apply the control action to prevent
seizure behavior upon detection through having the network
track a desired ‘safe’ signal.

We first train a LTN model of a brain network with
input and output restrictions to track EEG data that includes
seizures. Then, we use the reservoir controller so that, when
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a seizure is predicted, the network activity is brought to a de-
sired pattern that does not exhibit seizure symptoms. In this
work we utilize an arbitrary ‘safe’ signal that does not predict
seizure activity using a synchrony-based approach. However,
in clinical application the desired reference trajectory during
intervention would be carefully determined by physicians to
avoid any other possible pathological behaviors. Following
the intervention we then allow the brain network to return to
normal function without additional input from the controller.

A. Overview of the Approach

We consider EEG data taken from the “CHB-MIT Scalp
EEG Database” [63], [64]. In the data, the seizure locations
are noted and are also predicted in [65]. The seizure pre-
diction method in [65] is based on the synchrony measure
weighted phase lag index (WPLI) [66], which we also
use here. Other seizure prediction approaches are discussed
in [67].

WPLI is defined to measure synchrony between two
signals, and is used in particular to compare electrophys-
iological signals. In [65], this is used comparing channels
of an EEG for the purpose of seizure prediction. While
their prediction technique involves further analysis on top
of computing the WPLI, what is important to note is that
the metric attains a high value (excessive synchrony) before
a seizure. In our seizure rejection approach, we aim to have
the network track a signal that reduces the WPLI between
the brain regions as determined by the EEG data, in order
to move away from seizure activity. In particular, whenever
the WPLI is computed and determined to be above threshold
mintervene, we will intervene with a control term, computed
using a RC, for a predetermined amount of time tintervene,
that drives the network to a safe activity pattern, rsafe. After
this, the intervention will be stopped and only begin again
if the next computation of the WPLI is above the threshold.
This procedure is summarized in Algorithm 1.

B. Weighted Phase Lag Index and Data Processing

The WPLI measures synchrony between two signals based
on the instantaneous phase of the two signals over a given
time window. We compute the instantaneous phase through
the Hilbert transform of a signal [68]. In particular, the
instantaneous phase of a signal x(t) with Hilbert transform
x̂(t) is given by

�(t) = arctan� x̂(t)
x(t)
� .

For a time window �t containing N points, the WPLI
between signals x1(t) and x2(t) is then defined as:

WPLI�t =
� 1N ∑

N
p=1 sin(�1(t) − �2(t))�

1
N ∑

N
p=1 � sin(�1(t) − �2(t))�

. (15)

The WPLI takes values in the interval [0,1], with low values
corresponding to no coupling between the signals or a phase
difference equal to 0 (mod ⇡), while stronger phase locking
gives higher values for the WPLI. If the signal is phase-
locked with a non-zero difference, then the WPLI is equal
to 1.

Algorithm 1 Seizure Rejection with RC Controller
Input: T,mintervene, t0, tintervene, rsafe

1: Train RC on brain network model
2: Initialize control v(t0) = 0
3: Initialize counter k = 1
4: while t ≥ t0 do

5: if t = kT + t0 for k ∈ Z and not intervening then

6: Compute and update WPLI
7: k = k + 1
8: end if

9: if WPLI >mintervene and t < (k − 1)T + tintervene then

10: Compute control v(t) with RC to drive system to
rsafe

11: Propagate brain network model with control v(t)
12: else

13: Do not intervene and set v(t) = 0
14: Propagate brain network model with control v(t)
15: end if

16: end while

Using the WPLI to compare to EEG signals on raw data
fails to capture any trends due to the artifacts and noise
characteristic of EEG. We therefore take two steps to process
the raw signal and reduce noise. First, the data is filtered
using a bandpass filter on a specified, typically small, band.
These are typically experimentally determined and we use,
following [65], the range of 8−13 Hz. Second, the signal is
differentiated with respect to time and the absolute value
is computed. This is done to flatten the basic noise and
emphasize the peaks of the signal [69].

C. Reproducing the EEG Data

As seizure activity is based on synchrony between brain
regions, and the WPLI is computed between two signals,
we consider a network with two outputs, each representing
a channel of the EEG. In particular, we consider an 6-
node brain network governed by linear-threshold dynamics,
with two outputs. In addition, to match neurostimulation
constraints due to implanting electrodes, we also limit the
inputs to two of the nodes. Here, we consider the second
seizure of patient 3 in the MIT EEG database, which is
clinically found to occur at time t = 730 seconds within
the EEG file and lasts 65 seconds. Following [65], we let
the network outputs represent channels F4-C4 and T8-P8 of
the EEG. We use a NG-RC setup as in Figure 5 to learn a
control signal, c ∶ R → R2, such that each network mimics
the EEG data of channels F4-C4 and T8-P8.

The synaptic weight matrix of the randomly generated
network is given by

W =
�������

0.3711 0.0642 0.3530 −0.2614 −0.2079 −0.0668
0.1369 0.03837 0.1442 −0.0067 −0.1887 −0.3239
0.1001 0.1440 0.2700 −0.1189 −0.1174 −0.0091
0.2363 0.0310 0.0015 −0.2568 −0.1436 −0.1791
0.0542 0.0760 0.1080 −0.557 −0.0440 −0.3020
0.2213 0.1887 0.1996 −0.2418 −0.3127 −0.0345

�������
, (16)
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with inputs in nodes 1 and 3. The outputs are defined by

�yF4−C4

yT8−P8
� = �1 0 0 0 0 1

0 0 1 0 1 0
�x, (17)

and actuation is limited to the first and third nodes. The
replication of the EEG data is done using an NG-RC
controller with a 500-point training signal sampled from a
N (0,0.1) distribution. Figure 12 illustrates the replication
of the EEG data, along with the original data, shown for a
9-second time period preceding the seizure by tracking the
original data with the NG-RC controller. For the purposes
of computing the WPLI and seizure rejection, we consider
the data from t = 490 seconds to t = 855 seconds, which
corresponds to four minutes before the seizure and one
minute after the seizure. On this timescale, it is more difficult
to visually observe the success of the replication of the EEG
data using the NG-RC. Figure 13 shows the EEG replication
over the extended time period along with the WPLI over this
time. The WPLI computed from the original data is also
included to illustrate accuracy of the replication. For both
the replicated and original data, the WPLI is computed with
a time window of 6 seconds and overlap of one second as
in [65]. It is evident that as the seizure approaches the WPLI
is increasing, reaching the maximum value of 1 prior to the
seizure (which begins at t = 730), before dropping to a low
level during and after the pathological behavior.

D. Rejecting Seizure Behavior

Medical interventions will seek to prevent the seizure be-
havior displayed in Figure 13. In this section, we apply
the seizure rejection method described in Algorithm 1 to
accomplish this by interjecting in the model to keep the
WPLI between the channels F4-C4 and T8-P8 below a
threshold. To do so, we run the system with the base control
c learned in the prior section using the NG-RC, so that the
network exhibits the same behavior as the EEG data. Then,
we interject the system with an additional control v ∶ R→ R2

each time the computed WPLI reaches or exceeds a threshold
of 0.8, so that the WPLI is reduced by utilizing the NG-RC
controller to have the network track a pair of signals that do
not exhibit excessive synchrony.

In our simulations we use a control (determined by the
NG-RC controller) that modulates the network to a pre-
determined safe signal for a period of 60 seconds, a du-
ration based on the average length of a generalized tonic-
clonic seizure [70]. We define our safe signal based on two
sinusoids with different frequencies to guarantee a lack of
synchrony and add white noise to match the noisy nature
of EEG measurements. Figure 14 illustrates the application
of Algorithm 1 to the EEG with a first rejection at t = 625,
when the WPLI first meets the threshold of 0.8, and a second
intervention at t = 700. We see from here on that, with the
intervention, the WPLI stops increasing towards the upper
limit of 1 (which is the expected marker for leadup to seizure
behavior [65]).

VII. Conclusions and Future Work
We have tackled the problem of control design for refer-
ence tracking in linear-threshold firing rate network models
through the reservoir computing framework. We first for-
mally designed explicit open- and closed-loop controllers
that achieve reference tracking under suitable conditions
on the synaptic connectivity. To overcome the difficulty
of determining precisely the strength of interconnections
in the brain, required by these controllers, and the fact
that the identified conditions become increasingly difficult
to check with network size, together with considerations
of biological implausibility, we have proposed the use of
reservoir computing to synthesize the control signals. We
have shown how the RC and NG-RC frameworks can be
used as controllers for the problem of selective recruitment
and inhibition of LTN networks, allowing for an arbitrarily
chosen reference trajectory. We have also used an NG-RC
controller to replicate EEG data as well as reject epilep-
tic seizure activity. Future work will apply the reservoir
computing control framework to larger networks, with the
limiting factor being the determination of optimal parameters
for learning. Another direction for future work is the study
of how the composition of the network and reservoir, and
symmetries between them due to their structure as linear-
threshold networks, could be exploited to achieve improved
control performance. Finally, we will investigate how dif-
ferent reservoir or feature vector structures can improve
performance and explore reference tracking with limited
sensing.
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[31] J.-P. Laumond, Robot motion planning and control, vol. 229. Springer,
1998.

[32] J.-C. Latombe, Robot motion planning, vol. 124. Springer Science &
Business Media, 2012.

[33] A. Tsiamis, A. Karapetyan, Y. Li, E. C. Balta, and J. Lygeros,
“Predictive linear online tracking for unknown targets,” arXiv preprint
arXiv:2402.10036, 2024.

[34] Y. Xu, Z. Wu, W. Che, and D. Meng, “Reinforcement learning-based
unknown reference tracking control of HMASs with nonidentical
communication delays,” Science China Information Sciences, vol. 66,
no. 7, p. 170203, 2023.

[35] G. Baggio, D. S. Bassett, and F. Pasqualetti, “Data-driven control of
complex networks,” Nature Communications, vol. 12, no. 1, pp. 1–13,
2021.

[36] Y. Qin, T. Menara, S. Oymak, S. Ching, and F. Pasqualetti, “Represen-
tation learning for context-dependent decision-making,” in American
Control Conference, (Atlanta, GA), pp. 2130–2135, 2022.

[37] V. Narayanan, J. T. Ritt, J. Li, and S. Ching, “A learning framework for
controlling spiking neural networks,” in American Control Conference,
pp. 211–216, IEEE, 2019.

[38] J. Z. Kim and D. S. Bassett, “A neural machine code and programming
framework for the reservoir computer,” Nature Machine Intelligence,
vol. 5, no. 6, pp. 622–630, 2023.

[39] L. M. Smith, J. Z. Kim, Z. Lu, and D. S. Bassett, “Learning continuous
chaotic attractors with a reservoir computer,” Chaos, vol. 32, no. 1,
2022.
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