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ABSTRACT

Background: Software development relies on collaborative problem-

solving. Understanding previously addressed problems in software

is crucial for developers to identify and repurpose functionalities

for new problem-solving contexts.

Objective: We explore the barriers programmers encounter dur-

ing code repurposing and investigate how access to historical con-

text about the original developer’s goals may affect this process.

Method: We present an exploratory study of 16 programmers

who completed two code repurposing tasks in different code bases.

Participants completed these tasks both with and without access

to the historical information of the original developer’s goals. We

explore how programmers use analogical reasoning to identify and

apply existing software artifacts to new goals.

Results: We show that programmers often failed to notice analo-

gies, made false analogies, and underestimated the value of reuse.

Even when useful analogies were made, programmers struggled

to find the relevant code. We also describe the patterns of how

participants utilized code histories.

Conclusion: We highlight the barriers programmers face in

noticing and applying analogies during code reuse. We suggest

design recommendations for future tools to allow lightweight eval-

uation of code to help programmers identify reuse opportunities.
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1 INTRODUCTION

Code reuse is an integral part of software development. Not only

does reuse allow formore efficient development, it can improve code

quality by leveraging weather-tested software components. While

recent advances in large language models (LLMs) have rapidly
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changed the way programmers generate code examples, these snip-

pets are limited in that 1) they are untested, and prone to introduce

errors, and 2) they are small in size and complexity.

In 1991, Barnes and Bollinger argued that łgood reuse is not the

reuse of software per se, but the reuse of human problem solvingž

[5]. The portfolio of human problem-solving is much larger than

what LLMs are currently capable of generating. Programmers reuse

the problem-solving of others through opportunistic design, mesh-

ing together functionalities of existing software for new purposes

[24, 55]. This type of reuse relies on tested, proven code. However,

reusing small pieces from non-related projects often leads to code

incompatibilities that can be difficult to overcome [17].

Large, existing projects include a wealth of useful software func-

tionalities that are compatible with each other by design. In this

paper, we explore code reuse through re-purposing in which pro-

grammers modify an existing codebase to achieve new high-level

goals.

Reusing the problem-solving of other developers presents its

own challenges; developers struggle to understand the problems

that led to design decisions behind unfamiliar software artifacts

[36]. This information is often not readily apparent in either code

base nor git repository, so developers prefer to consult with the

original developer in order to better understand these artifacts

[36]. However, developers today frequently change employers and

projects, or are otherwise unavailable, and may leave behind little

to no knowledge about their intentions during development.

However, some of this information can be captured as programs

are created. As developers solve problems and write code, they

often consult numerous resources on the Internet. They search for

information and visit official documentation, forums, and other

learning sources online [2]. This activity of information-seeking

provides a rich context of the problems the original developer has

wrestled with through the development process. Currently, we are

not aware of any code history tools that include this information. In

order to better understand how this information may be helpful, we

designed a subgoal-aware code history tool which links developers’

stated intentions, web searches, and website visits during devel-

opment to the code changes they make. In this paper, we explore

the process of how programmers attempt to reuse code, and how

access to this historical information may impact the process.

In this paper, we frame the process of identifying and re-purposing

existing functionalities in a code base to a novel problem as a form

of analogical reasoning. We present an exploratory study of 16

programmers completing two code re-purposing tasks: one in the
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context of each of two distinct code bases. One task has been con-

structed to include obvious surface-level analogies between source

code and target problem, while the other task’s analogies are hidden

within the logic of the code itself. We investigate how programmers

explore each code base, draw analogies between existing functional-

ities and their current goals, and make changes to the code bases to

implement novel functionalities. We also examine how access to the

history of the original developer’s stated subgoals and information

searches impacts this process.

We address two distinct research questions:

1) Where in the process of analogical reasoning does code re-

purposing break down?

2) How can historical information about software improve its

ability to be repurposed?

Programmers in our study frequently performed surface-level

program comprehension, which led to struggles in the analogical

reasoning step of noticing similarities between their goals and the

original developer’s goals. Programmers made false analogies and

invalid assumptions, which often resulted in łinsurmountable" pro-

gramming barriers[34]. Further, even when programmers did draw

correct analogies, they struggled to locate the code responsible for

the desired behaviors.

Code histories helped some programmers to notice reusable,

analogical functionalities by surfacing the sub-problems the original

developers solved. Programmers leveraged the histories to link

desired functionalities to relevant, concrete code in the code base.

Specifically, we identify three usage scenarios in which historical

information can be helpful: 1) locating an entry point, 2) scanning

the code for relevant changes, and 3) when struggling and stuck.

We use these findings to guide a discussion on how future code

history tools should be designed to help programmers identify what

problems a code base has already solved, make better analogies be-

tween solved problems and novel problems, and locate the relevant

code in the software. These features, we argue, will improve the

opportunity for łgood reuse" to occur.

2 BACKGROUND: ANALOGICAL REASONING

In this paper, we consider the process of code reuse through re-

purposing as a form of analogical reasoning, or reasoning that

applies the structure of understanding one problem towards solving

another problem. Research suggests that people are better at solving

łtarget" problems with access to analogous łsourcež problems than

without [19, 28]. Further, the process of Analogical reasoning tends

to be more successful when those analogous problems are very

similar to the target problem [8, 28].

Gick and Holyoak proposed that analogical problem solving is a

three step process:

• Noticing that there is a relationship between the source and

target problems. This step is critical and can be supported

by prompting [19].

• Mapping the parts of the source problem to corresponding

parts of the target problem.

• Applying the problem map in order to create a solution that

is appropriate for the target problem based on the source

solution.

Figure 1: Surface vs Structural Analogies: While an ostrich’s

wings [3] are analogically similar at a surface level to airplane

wings [56], they are structurally similar to a boat’s rudders

[48], as they help the ostrich turn the same way a rudder

turns a boat. Research shows it is more difficult for people to

notice structural similarities than surface level similarities

between concepts.

2.0.1 Surface vs Structural Analogies. Research suggests that both

the surface details and the underlying structure of the problem can

impact a problem solver’s ability to successfully form an analogy be-

tween the source and target problems [47]. To demonstrate surface

and structural similarity, consider an ostrich’s wings. It may be easy

to notice the analogy between an ostrich’s wings and an airplane’s

wings, as they appear similar on the surface level. However, it may

be more difficult to notice the analogy between an ostrich’s wings

and a boat’s rudder; while they serve the same function, there is

not as much surface similarity between the two, as shown in Figure

1. Lacking similar surface details, problems solvers can struggle

to notice the correspondence between source and target problems

[18]. We replicate this findings within the context of programming,

but also identify a new problem: the use false source-target corre-

spondences that are based on incomplete program comprehension.

3 RELATEDWORK

Our work builds on and contributes to prior research in code reuse,

analogical reasoning and programming, and code histories.

3.1 Code Reuse

For successful software reuse to occur, the cost of finding and

reusing software must be less than the cost of creating it from

scratch [4]. Thus, work in this area has focused on program com-

prehension and code adaptation. Researchers have also explored

how to design code to encourage and support subsequent reuse.

3.1.1 Program Comprehension. Before reusing code, programmers

must understand the code, a process that is often inefficient [33] and
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cognitively overwhelming [12, 40]. During program comprehen-

sion, programmers inefficiently browse information [34, 58] while

attempting to answer questions about the code base [14, 49]. In par-

ticular, programmers find it hard to understand the reasoning for

the implementation decisions of the original developer [33, 36, 37].

Programmers may employ some combination of bottom-up or

top-down strategies when understanding a program’s behavior

[38, 39]. Bottom-up strategies involve deducing program behaviors

by looking at lines of the lowest level of code in order to build up

their understanding of the software [7, 46]. Top-down strategies

generally consist of programmers mapping high-level steps of the

application domain to functionalities within the software [6, 51].

Often, programmers begin with a top-down approach in order to

find specific functional implementations, and then rely on a bottom-

up approach to understand the implementation itself [11].

3.1.2 Re-purposing Code. Once programmers have an understand-

ing of the source code base, they must begin to reason about con-

nections between the source and target problems [5, 13, 50], and

their corresponding code bases [44].

While past work has identified problems that programmers en-

counter during reuse, little research explores the process of code

reuse. Some work shows that developers may reuse large portions

of software projects as łtemplates" for new projects [43]. Haefliger

[22] investigates the characteristics of API and library based reuse

by open-source developers using a combination of interviews and

code analysis over time. Other work in this area also evaluates

open-source developers’ likelihood of reusing code based on their

attitudes and organizational characteristics through code analy-

sis [44] and survey data [50]. Code analysis is able to analyze a

large amount of reuse cases, and has shown that code reuse can

lead to increased productivity, but may also introduce bugs [44].

Surveys show that efficient reuse is difficult when trying to solve

challenging problems [50].

Much of this existing work is based on retrospective research,

and, consequently, does not provide a full picture of the process of

reuse. Further, the existing literature has tended to focus more on

reuse via libraries and APIs as it is easier to identify in a code base.

Our study focused on the process of software reuse via re-purposing.

Using a lens of analogical reasoning, we identify challenges that

arise through the reuse process.

3.1.3 Designing to Support Reuse. The final branch of research in

this area focuses on designing software that is more readily reusable.

To date, most code reuse research focuses on the importance of

designing software to be reusable [5, 29, 42], including designing

modular software [5, 42], providing adequate documentation [16],

and reducing costs of searching relevant code [31]. Our work con-

tributes insights into the needs of secondary programmers.

3.2 Analogical Reasoning and Programming

Fundamentally, code reuse requires programmers to reason about

the connections between code they have access to and problems

they are trying to solve [5, 13, 50]. This process can be seen as a

form of analogical reasoning [23]. Research in analogical reasoning

suggests that people are more successful in reusing solutions from

analogous problems that are more similar to their target problem

[8, 28]. Similarly, Krueger [35] suggests effective code reuse prac-

tices should minimize the cognitive gap between the original idea

of a system and its eventual executable implementation. One study

found that programmers were better able to recognize abstract

analogies, but more able to use concrete analogies [53]. Generally,

research around analogical reasoning and programming falls into

two groups: 1) exploring the relationship between analogical rea-

soning and programming skill and 2) proposing tools that leverage

analogical reasoning to support reuse.

Some existing research around analogical reasoning and pro-

gramming has explored the degree to which the underlying skills

are related. Research suggests that analogical reasoning ability pre-

dicts novice programming ability [9] but programming instruction

does not consistently improve analogical reasoning [21] [54].

Some work proposes using analogical reasoning as a basis for

reuse tools and works towards the technical ability to build such

tools [20, 52]. Neither of these tools were directly integrated into a

programming environment or evaluated with programmers.

While prior work has recognized the relationship between ana-

logical reasoning and programming, we are not aware of prior work

that has explored actual code reuse tasks through the lens of ana-

logical reasoning. This paper contributes by 1) identifying several

conditions that lead to programmers failing to make meaningful

analogies between their goals and source code they have access

to, 2) describing barriers programmers face after identifying useful

analogies, and 3) proposing design guidelines for future tools to

improve programmers’ ability to find and use relevant analogies in

source code.

3.3 Code Histories

Research suggests that history information is valuable to developers

during program comprehension and that current ways to capture

it are insufficient.

LaToza and Myers [36] surveyed software developers about the

questions they typically have about code that are difficult to an-

swer. They found that the most commonly reported hard-to-answer

questions involved the design decisions behind the code, which are

typically not documented in a code base [36]. Ko et al corroborates

this finding when observing developers as they worked [33].

Today, historical information for a code base typically comes

through versioning control. Research suggests that git commits are

not enough to answer developers’ questions and highlight several

issues. Developers often incorporate multiple unrelated changes

into a single commit [26, 27, 32]. These łtangled commits" can make

it difficult for programmers to accurately determine the reasoning

for particular code changes [25, 27]. In response, some work ex-

plores capturing more detailed code histories such as keystroke

level data [45, 59, 60]. However, keystroke level data, while arguably

complete, contains a lot of information that is not helpful, leading

to a new challenge: extracting relevant information [40].

We are unaware of any work that explores programmer usage

of code history tools that include the information-seeking web

activities of the original developer, or includes subgoal labels at

this level of granularity. In addition, our work contributes an initial

exploration of how code history information can be used during a

code reuse process.

111



CHASE ’24, April 14ś15, 2024, Lisbon, Portugal Allen and Kelleher

4 METHODS

To better understand the reuse through re-purposing process and

the potential impact of code history information, we conducted

an exploratory study of sixteen student-programmers completing

two code re-purposing tasks in a lab setting, with and without

access to code history information. Tasks were designed to repre-

sent a breadth of reuse scenarios, and capture two phases of code

reuse: 1) identifying which functionalities can be reused, and 2)

mapping desired functionalities to the source code responsible. For

one task, participants had access to a web page including historical

information about the related code base.

4.1 Participants

We recruited sixteen participants via a university e-mail list in-

cluding both graduate and undergraduate students in computing

based degree programs at a private university. To ensure that par-

ticipants had adequate computing backgrounds to make progress

on reuse through re-purposing tasks, we recruited only students

who had taken at least four programming classes or who had at

least three months of work or internship experience programming.

In practice, our participants had significant experience, reporting

an average of more than nine computing courses and more than six-

teen months of work experience. Twelve participants were enrolled

in undergraduate programs, and one was concurrently pursuing

a Master’s. The remaining four participants were pursuing their

PhD. All participants were in degree programs focused on either

Computer Science or Computer Engineering.

4.2 Study Procedures

Participants met in person with the researcher in a one-on-one lab

setting, and completed two reuse tasks. For one of their two tasks,

participants had access to a code history. To control for the effects

of task order and story access order, we employed a within-subjects

Latin-squares design to balance the possible combinations of task

and story access order.

A researcher began each session by briefly describing the partici-

pant’s first task and instructing the participant to think-aloud while

working. Participants then had thirty minutes to complete the task.

At either the end of the thirty minutes or upon task completion,

the researcher conducted a brief semi-structured interview. The

interview focused on understanding the participant’s specific strate-

gies and knowledge gaps. The second task followed an identical

structure. On the task in which the user was given code story ac-

cess, the researcher opened the code story in a web browser, briefly

described its purpose, and demonstrated how to browse through

the history information.

4.2.1 Data Collection. During each user test, we logged the web

searches and websites each participant visited, the text of all code

files each time participants saved them, and the times when partici-

pants tested their code or consulted the code history. In addition, we

collected screen and audio recordings of participants’ programming

tasks and interviews, as well as high-level field notes of perceived

or stated activities during each test. All interviews were transcribed

and used for thematic analysis and behavior identification.

4.3 Thematic Analysis

To extract themes from participants’ utterances either while work-

ing on a task or during the interview, we first transcribed the audio

from each user test. One author created a set of quotes for analysis

by excluding utterances that focused on building rapport, contained

incomplete thoughts, consisted of reading something on screen

aloud, focused on syntax, or were unrelated to the reuse task. To

uncover themes in the quotes, we analyzed the quotes in three

distinct passes by 1) reading through them as a team 2) discussing

emergent themes and 3) assigning quotes to groups based on the

themes that emerged. These themes are not directly included in

our results, but were used to identify routes of investigation.

4.4 Labeling Participant Strategies

The research team summarized each user test into discernible goals

and strategies participants took that could be mapped to concrete

actions such as code changes, web searches, or verbalized quotes.

For example, programmers’ łattempted strategies" are based on

either 1) think-aloud verbalization during the task, or 2) tangible

code additions paired with confirmatory post-task interview ques-

tions. We then counted each time these identified strategies were

pursued by programmers.

5 EXPERIMENTAL TASK DESIGN

We designed two tasks which require participants to re-purpose

elements from a given code base, ensuring that each code base

represented a real-world project that was developed in an authentic

way. We presented two tasks in order to capture a wider breadth of

code reuse scenarios, and insights across the range of the steps of

analogical reasoning.

In particular, we designed one task to include deep structural

similarities that are not immediately obvious, and the other task to

contain visually obvious, high surface similarity analogies with

the provided code base.

This dichotomy is intended to highlight barriers within the spe-

cific steps of the analogical reasoning process, from 1) noticing

similarity between target and source problems, to 2) mapping and

applying source code solutions to a target problem.

5.1 Structural Analogy Task: Image Processing
Project

The structural analogy task is intended to identify barriers during

programmers’ processes of noticing analogies between the source

code and a novel problem. This task requires participants to solve

an image processing task when given access to a code base that

already addresses many related image processing problems, but has

few surface-level parallels.

5.1.1 Code base: Photo Mosaic Generator. The Photo Mosaic Gen-

erator code base is a program that takes a target image and creates a

photo mosaic of that target image using a library of images that can

be part of the mosaic. The implementation is written in Python in

a modular style, with functions that handle specific sub-problems.

The Photo Mosaic Generator code base takes two inputs: a

target_photo and a Photos/ directory, which includes several
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Figure 2: The łideal" reuse scenario for the structural analogy

task includes participants reusing this logic from the Mosaic

Generator.

Figure 3: Memory Matching Game: This task requires par-

ticipants to transform a Wordle clone (1) into a Memory

Matching game (2). The matching game visually shares many

surface features to the original Wordle game.

hundred images. The code uses these inputs to generate a mosaic

of the target_photo with pictures from Photos/ (see Figure 2).

5.1.2 Experimental Task: Identify Similar Photos! The PhotoMosaic

Generator reuse task challenged participants to create a console

application to identify highly-similar images, so that they can be

excluded from a photo album. As with the original program, the

target program should take a source image and then a directory of

images to scan for similar photographs. The output should be a list

of photographs that are similar to the source image.

5.1.3 Ideal Reuse Strategy: Identify Similar Photos! The function-

alities to complete this task are already implemented in the Photo

Mosaic code base. Figure 2 shows how the task can be implemented

using functionalities from the Mosaic Generator code.

5.1.4 History Capture: Photo Mosaic Generator. This project was

developed by a member of the research team. To capture the history,

we used a history capture tool we developed that is integrated into

VSCode and Chrome. Instead of manually labeling each action and

appending it to a database, the capture tool saved code changes,

web visits, and output automatically.

5.2 Surface Analogy Task: Tile Games

The surface analogy task is designed to identify barriers after the

programmer łnotices" an analogy. This task requires participants

to create a tile-matching game when given access to another tile-

based game. In this task, the reuse analogy is easy to identify, but

the program is sufficiently complex such that finding and reusing

specific program features will require more effort.

5.2.1 Code Overview: Wordle Clone. The code base for this task is a

simple implementation of the online word game, łWordle". The code

is written in HTML, JavaScript, and SASS, and is compiled using

Gulp, a system that automates build tasks in web development. In

the code base, Gulp [41] is used to minify the Javascript and compile

SASS to CSS.

While the structure of the game tiles (shown in Figure 3-1 is

created by index.html, the general interactivity logic of theWordle

clone, in app/js/script.js, is as follows:

• A) Choose random word from list of possible words

• B) When user types a letter, display the letter

• C) When user łEnters" a five-letter word, update tile styling

to give information about the presence of each guessed letter

in the solution word

The JavaScript file consists largely of helper functions which

are integrated into the logic of a main łkeydown" listener, which

controls the flow of logic for the program.

5.2.2 Experimental Task: Memory Matching Game. The high level

reuse through re-purposing task for the Wordle Clone code base

was to create a matching game. Programmers needed to create a

memory tile-matching game in which they have a 4x4 grid of tiles,

with two tiles each assigned with the first 8 letters of the alphabet

at random. The tiles should begin facing down, with their letters

hidden from the player. When the player clicks a tile, it should

flip over, revealing the letter on the tile. When the player clicks

a second tile, the second tile should also flip. If the two revealed

letters match, then they stay in the flipped state. If they do not

match, both letters flip back over and the player tries again. This

process continues until all tiles are matched together. The original

and target program outputs are shown in Figure 3.

5.2.3 Ideal Reuse Strategy: Wordle Clone. The Memory Matching

task requires locating and understanding the code implementation

of desired behaviors. Programmers need to 1) determine where

game elements and interactivity are defined, and 2) figure out how

the different files (JS, HTML, CSS) communicate to implement these

behaviors. To complete the task, participants should:

• Find and edit the HTML responsible for the Wordle clone’s

5X7 grid, and transform it into a 4X4 grid.

• Locate the Wordle event-driven structure and change the

main function to be triggered upon a łclick" event, rather

than a łkeydown" event.

• Reference HTML tiles from the JavaScript side.

• Create new logic for the memory matching game.
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Figure 4: Code history displayed as an interactive webpage

that features collapsible items nested within discretely la-

beled subgoals of the original developer.

5.2.4 History Capture: Wordle Clone. YouTube now contains a sub-

community of developers who record videos of themselves coding.

The Wordle Clone code was originally created by the popular code

streamer łCoder Coder" [10]. Coder Coder recorded her process in

a nearly five-hour YouTube video, during which she develops this

code for the first time in a raw, unedited recording while describ-

ing to her viewers her current goals and challenges at any given

time. Our team watched the video, captured all code changes, web

searches, web visits, and organized them into developer goals.

5.3 Code History Implementation

The thought processes behind a programmer’s design choices are of-

ten unclear [33, 36], as programmers often attempt and fail various

alternative approaches before implementing their ultimate solution

[57]. In order to explore how programmers referenced this informa-

tion during code reuse, we created a code history tool which reveals

all the sub-problems and solution attempts the original developer

had during the development phase.

For one of their two experimental tasks, participants had access

to the code history corresponding to their source code base. These

code histories were presented through a webpage (see Figure 4)

and featured a list of subgoals the original developer pursued while

building the relevant code base. Each subgoal could be expanded to

reveal activities related to that subgoal, including 1) diffs of changes

to modified code, and 2) thumbnail links for web pages that the

original developer visited while working on that subgoal.

6 RESULTS

We address two distinct research questions:

• 1) Where in the process of analogical reasoning does code

re-purposing break down?

• 2) How can historical information about software improve

its ability to be repurposed?

We find that programmers struggle in noticing re-usability of

structurally-analogical functions that lack surface-level analogical

similarities to their goals, leading them to make false analogies with

the code and attempt to reuse components that are not helpful to

them. When programmers do notice analogical functionalities, they

struggle to identify and modify the code responsible for the desired

behavior. Additionally, we find that participants underestimated the

value of reuse when analogies were not immediately obvious, and

did not always invest time in trying to identify analogies between

their problem and those which the program had already solved.

Second, we find that code histories were helpful when used,

and identified specific scenarios in which history information was

valuable for programmers: 1) locating an entry point, 2) scanning

existing code, and 3) when stuck or struggling.

6.1 Structural Analogy Reuse: distinguishing
relevant functionalities

The first step in successful code reuse is distinguishing which func-

tionalities of a program can be reused [35]. Similarly, the first step

in analogical reasoning is łnoticing" the analogy between a source

problem and a target problem [28]. We found that programmers

often failed to make ideal analogies, and thus never łnoticed" the

reusability of useful functionalities. This arose in two ways: failing

to select existing code that minimized new development and creat-

ing analogies based on incorrect understanding of code behavior.

6.1.1 Shallow program comprehension led programmers to miss

reuse opportunities. The structural analogy reuse task focused on

identifying similar photos by re-purposing a program for creating

photo mosaics. In the research team’s opinion, the ideal way to

approach the task is to reuse the existing logic that 1) reads in and

resizes the images, and then 2) to compare the similarity of images.

Hereafter, we refer to this as the ideal approach. Using the ideal

approach, a programmer would only need to loop through the im-

ages and print their file names if they are marked as łsimilar" to the

target image, this process is shown in Figure 2. Participants almost

never holistically studied the code before settling on a strategy, and

thus rarely identified the ideal reuse scenario.

The majority of participants developed an initial plan to solve

the problem and did not revise it throughout the duration of the

task. Participants typically identified one łanchoring" method that

they could envision as part of the solution and attempted to de-

velop a solution based on this anchor. Our observations suggest

participants’ plans were based on a shallow understanding of the

code largely based on method names. For example, after User 4

stated łWhen I started looking at [the code], and for the first few

minutes, definitely I was like, Oh my lord, like, what does this even

mean?". At the end of the period User 4 describes, they found the

get_avg_pixel method as relevant, and ignored all other helper

functions. When asked how they selected what code to try to reuse,

User 4 responded by admitting łI kind of just stuck to like what I

decided my goal was, which was [to] compare the average pixels."
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To successfully use the majority of the program’s methods, users

needed to be able to load and scale the images. Thirteen partic-

ipants (81.25%) reused code to load images into memory. Of the

remaining 3 participants, one made no code changes, and the other

two attempted to load images from scratch.

Only six of the sixteen users (37.5%) correctly identified the func-

tionality for image similarity as an important element to reuse. Of

those, three (18.75%) were able to fully complete an implementation

following the ideal approach. It is worth noting that these were the

only three participants to complete the task, resulting in an 18.8%

overall success rate.

6.1.2 Programmers created false analogies based on incorrect un-

derstanding of code, and stuck with them. Eight of our sixteen par-

ticipants (50%) attempted strategies based on false analogies during

the structural analogy task. We define a false analogy as one in

which the programmer has an incorrect interpretation of how a

given section of code relates to their current problem, and uses it as

the basis for a solution plan. Because the underlying assumptions

about the code’s behavior are incorrect, any plans the programmer

created based on these assumptions were consistently invalid as

well. The plans arose when participants assumed code behavior

based on surface features, often method names.

Five of sixteen participants (31.25%) created a plan based around

reusing the code for comparing the similarity of a pixel within

a photograph to the pixel averages of available photographs in

the image set. User 14 formed an initial plan around comparing

pixel averages. They quickly calculated the average pixel value for

the target image and each of the comparison photos. When they

felt stuck, they turned to the code history and found a subgoal

relating to comparing image distance (the function used in the

ideal approach). They briefly experimented with this code, but did

not pass the right parameters. They quickly reverted back to their

original and ill-fated average pixel approach.

Three participants identified the code for using KMeans to per-

form clustering. These participants assumed, incorrectly, that KMeans

was clustering images. In fact, KMeans was used to cluster the pix-

els within a given image. The participants in this group verbalized

plans to cluster the images, and then identify duplicate images based

on the cluster groupings produced. This is not a feasible solution,

since there is no way to ensure Kmeans clusters will represent dupli-

cate or near-duplicate images. User 2 attempted this approach, and

successfully printed clusters of pixels for each of the comparison

photos but then was unsure of how to proceed. łI don’t necessarily

know how to compare one set of RGB to another set of RGB now

perhaps there’s a method I’ve forgotten about so I’m gonna go look

for that. I know there’s some comparison methods". Along the way

User 2 notices and rejects the ideal path. łI can compare image to

image, like I can [call] compare_image_distance() but to do that

now I don’t think that works based on what I’ve built up so far."

They reluctantly continued their approach, later reflecting łThe

reason I didn’t want to do that is because that will scale horribly."

In summary, participants made false assumptions that led to

invalid reuse strategies, and were reluctant to switch strategies

even after finding a more promising approach.

6.2 Surface Analogical Reuse: identifying
relevant code

During the surface analogical reuse task, participants successfully

identified analogies betweenWordle and a Memory Matching game,

but encountered three barriers: 1) locating interface elements in

code, 2) testing changes, and 3) adapting method calls.

6.2.1 Locating Interface Elements in Code. Participants overwhelm-

ingly began the Wordle clone task by attempting to find where

the tiles are created. Since the tiles contain no characters initially,

searching for interface text is not helpful. Instead, some participants

used a keyword search for numbers matching the dimensions of the

existing board. This led some participants to irrelevant, hard-coded

game logic. When they modified these numbers, they were unable

to observe changes in the output. Others unsuccessfully browsed

the JavaScript and SCSS files looking for the tiles.

User 3 exemplifies a mixture of these approaches. He began

with the goal of converting the 5X7 Wordle grid to a 4X4 grid, and

immediately focused on script.js, which handles the interaction

of the Wordle site. He noticed that there are łfor loops" that iterate

five times. Although the loops handle game logic, he believed, based

on the number of iterations, that these loops generated the tile

layout. Accordingly, he modified the loop to iterate 4 times, but

observed no output changes. As in the structural reuse task, a

shallow understanding of the code led to false assumptions and an

unsuccessful solution plan.

6.2.2 Testing Changes. In our surface analogy reuse task, partici-

pants sometimes struggled to evaluate whether their changes were

moving in a productive direction. Participants faced some chal-

lenges with the project’s build structure and the web context. At

the core, these challenges were related to knowing which code was

going to be called and where to find its output.

After editing the for loops and not seeing output changes, User

3 next attempted to print to the console. He checked the terminal

console rather than the browser console and thus did not see any

feedback. He then located dist/script.js, a minified version of

the script intended for web distribution. It is formatted for efficiency

and is not intended to be human readable. Yet, User 3 tried to

reformat it in the hopes of finding a solution starting point.

The Wordle project used a common build structure in which the

local javascript files are compiled into a single distribution file for

efficiency. Five participants (31%) had issues involving the dist/

files. Three of these participants attempted to manually reformat

the dist/script.js file to increase readability. This was a tedious

process that took an average of over 10 minutes.

User 16 exemplifies the frustration programmers felt trying to

trace through minified code, stating łThat’s where I got stuck. Be-

cause the [script] that the HTML was calling has only one line [of

minimized code] where apparently everything is being inserted.

Yeah, so I just decided I’ll just do it from the scratch instead of me

trying to figure it out what exactly is going on."

6.2.3 Adapting Method Calls. While attempting to modify theWor-

dle code base into a matching game, participants encountered situ-

ations where they needed something similar to a method call in the

source code base, but struggled to adapt the existing method call to

suit their needs. For example, this arose in the context of reusing a
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JQuery call similar to one created by the original developer. Partici-

pants struggled to understand the naming conventions the original

developer applied to access the tiles and were therefore unable to

adapt the needed JQuery call. Only half (eight participants) were

able to adapt the JQuery call for their new use case.

6.3 Use of Code History

The code histories were used rarely; only half of our participants

ever referenced them. However, when used, participants benefited

substantially from viewing the Code History. We observed that his-

tory information was relevant when participants were: 1) locating

an entry point, 2) scanning existing code, and 3) struggling.

6.3.1 Locating an Entry Point. The provided code histories were

best suited for a top-down style of problem solving in which par-

ticipants could use them at the beginning to find a good starting

point for their current subgoal.

User 15 illustrates one successful use of code history to find an

entry point into the code. User 15 began the structural analogy

reuse task by scrolling through the Photo Mosaic code, noting that

łthis is a lot of functions". Perhaps overwhelmed, they turned to

and read through the code history. User 15 noticed the subgoal

associated with ensuring similar-looking images are not placed

adjacently in photo mosaic. They clicked this subgoal and studied

the associated code added by the original developer. Because the

subgoal provided high confidence that this section of code was

relevant, User 15 began trying to understand it. ‘I think this should

give me a number." they stated while highlighting the line of code

responsible for determining if photos are łsimilar" (łif mse < 90:").

łAnd if they’re similar, it should print the file". User 15 then copied

the code into their code base and quickly completed the task.

6.3.2 Scanning Existing Code. One of the strategies participants

employed for both tasks was reading and scanning code. Partici-

pants did not refer to the code histories while scanning existing

code, but their behavior and struggles suggest it represents an

opportunity to integrate history information. When faced with

reading an entire code base, even one of modest size, participants

were reluctant to commit to attempting to fully comprehend the

code. Instead, they relied on information scent cues in order to

determine whether code was likely to be helpful. This was a greedy

process in which participants often picked an initial strategy and

stuck with it, even when it was not going well, as described in Sec-

tion 6.1. Yet, the subgoal information contained in the code history

for the sections of code participants scanned could have provided

another form of low cognitive cost evaluation that may have helped

to steer them towards more relevant code sections.

6.3.3 Struggling. Participants who referred to the code histories

when struggling were largely successful, although the successful

strategies of use were different for the structural and surface anal-

ogy reuse tasks.

Participants working on the structural analogy reuse task most

frequently turned to the code history when they couldn’t make

sense of the source code. The most successful uses were ones in

which the participant browsed the history with no particular goal in

mind. This encouraged them to browse through abstracted subgoals

as opposed to raw code, exposing them to an overall sense of what

the developer worked on, and giving them ideas on where to start.

Four programmers identified reuse strategies when browsing the

history without any explicit information goal.

In contrast, users working on the surface analogy reuse task

turned to the code history when they struggled to find the imple-

mentation of a particular element. These uses were most successful

when programmers had a specific information need in mind. Four

users (25%) searched for information in the surface analogy task.

All of these code history uses were successful, revealing needed

information including the locations of elements of interest such as

the tile definitions or a needed event-handler.

For example, User 5 turned to the code history after failing to find

where the tiles were created using the grid size. In reading through

the code history, User 5 found a subgoal related to defining tiles,

and expanded it, revealing modifications to index.html. When

asked about it later, he stated łThe HTML file took me a while to

find, because I was looking for this, but I was looking in the wrong

place... I figured it would be somewhere in the... Because I think

CSS is like the look of the site, so I figured it would be there, but it

was in the HTML."

6.4 Underestimating the Value of Reuse

Research shows that programmerswill often choose to re-implement

a given functionality over trying to reuse it [4]. In our study, domain

expertise appeared to play a role in this decision.

User 3 went straight to attempting to implement the image simi-

larity task from scratch, without ever consulting Photo Mosaic code,

or its history. When asked why, the participant cited a Master’s

degree in statistics and said łSo I’m almost certain that this cross

correlation is the best or close to the best way out of the box to

do [image similarity]. If you showed me something I’ve literally

never seen, I’m gonna read documentation. But if I have a really

good idea of how to do it, I’m just gonna go ahead and try my

best." It is worth noting that User 3 attempted to re-solve multiple

sub-problems completed by the original developer, such as loading

images into Python and resizing them, but did not complete these

sub-goals during the allotted time.

In contrast, User 10 who had not worked with images before,

stated łI have to reuse [the code] because off the top of my head, I

don’t know how to write code to analyze images. So this is the part

that I’m gonna have to pull from this Photo Mosaic code." User 10

ended up successfully reusing code to read in and compare image

similarities, while neither of the two programmers who attempted

the solution from scratch did.

This represents an interesting design challenge going forward.

Even for programmers with significant domain expertise, adapta-

tion has the potential to be more efficient than re-implementation.

Integrating reuse support into developer’s natural workflow better

may help to highlight reuse opportunities for domain experts.

7 DISCUSSION AND DESIGN GUIDELINES

Our findings highlight several opportunities for code histories to

improve the code reuse process. We describe design guidelines for

future code history tools based on our study.

We argue that code history tools should 1) be incorporated into

the natural workflow of developers, 2) allow lightweight evaluation

116



An Exploratory Study of Programmers’ Analogical Reasoning and Software History Usage During Code Re-Purposing CHASE ’24, April 14ś15, 2024, Lisbon, Portugal

of code by linking code segments to the relevant subgoals of the

original developer, 3) clearly mark historical code that is no longer

present in the final code, and 4) support noticing reuse opportunities

through search.

7.1 Integrating Code History Tools into the IDE

While the code histories were lightly used during this study, the

usages we observed were largely successful. The sub-goal infor-

mation and its connection to specific code helped programmers

to make higher confidence assessments of code relevance. When

programmers were more confident that a given segment of code

was relevant, they also appeared more willing to invest effort into

program comprehension. However, the code histories were not well

integrated into programmers’ natural workflow. For example, code

history information might enable programmers to make more ac-

curate assessments of code function when searching for potentially

relevant code. Since the code history information was presented in

a separate web page, programmers were not able to leverage it in

their programming context. From a cognitive load perspective, the

separate web page may have introduced extraneous cognitive load,

dividing programmers’ attention and increasing the cost of use.

We suspect that some of the light usage may also have been due

to lack of familiarity. Programmers already had established habits

for exploring unfamiliar code bases. We introduced programmers to

code histories but did not ask them to complete an introductory task

using a code history. Future studies should include warm-up tasks

that more fully introduce code histories. Several of the participants

who explored the code histories commented about how useful the

information was. As user 13 reflected, łLooking at the code history

was useful as a supplement to the actual code. It was telling me

what they (the original developer) were thinking at that time.. Like,

is it similar to what I’m thinking? That’s actually how I found the

[game] tiles, looking at the code history.. I wish I’d looked more

in depth at the code story. "Going forward, our results point to

opportunities to introduce code history information within the

programming environment to align with the reuse strategies we

observed.

7.2 Enable quick evaluation of software by
linking code with relevant subgoals

Participants in our study were frequently overwhelmed by the

amount of irrelevant code they had to sift through in order to find

relevant functionalities. However, the irrelevant code often included

useful information that standalone snippets do not.

As User 1 stated, łHaving the irrelevant code is nice in that some-

times it can have like [usage] snippets [of the desired functionality],

but at the same time, I found it really noisy and I find it really hard

to concentrate on the parts that I actually wanted."

Code history tools should allow for lightweight evaluation of a

codebase by maintaining a two-way connection between abstract

subgoals of the original developer(s) and code elements. The subgoal

descriptions provide another source of surface features program-

mers can easily evaluate, as well as a pathway to get more details

relevant to them. As we saw among the code history users, the

availability of subgoals would support programmers in two of the

three history usage scenarios we identified: locating an entry point

and scanning existing code.

7.2.1 Connecting subgoals to code. Code history tools should sup-

port programmers attempting to locate an entry point by allowing

programmers to scan through high-level logic and jump into the

code where they deem appropriate. In the surface analogy task,

participants easily identified reusable functionalities, such as tile

flipping and the board’s design, but struggled to find the relevant

underlying software elements in the code base. Four participants

(50% of those with Wordle history access) were able to use the

code history to identify which files were edited to contribute to

specific functionalities, however, this process could be improved

by tools that directly link historical changes to their existing imple-

mentations in the code. This design goal is in-line with Krueger’s

recommendation that reuse is improved through abstraction [35];

by linking code elements to the abstract subgoals of the original

developer, history tools can improve future programmer’s ability

to reason about abstract functionalities to be reused.

7.2.2 Connecting code to subgoals. Code history tools should ex-

pose relevant subgoals for code segments to enable programmers

to make more accurate assessments of code function.

Digging into an unfamiliar code base is a cognitively demanding

task, one that multiple participants indicated was overwhelming

at times. As User 5 described the matching game task, łThere was

like no way I could have done that. I have done matching in Java,

but it was with like my own objects. I had like an object setting up

the board, an object that divides the color, but this [code base] had

nothing like that."

Perhaps in response to the cognitive demands, participants seemed

to scan the code for a shallow understanding of the behavior of

given segments of the code, using cues that required little cognitive

effort such as method names and comments to hypothesize the

code’s function, often leading to incorrect deductions about code

function.

Further, participants used a greedy approach to finding a reuse

plan, often building on the first method they found that seemed

promising. Once programmers had begun to implement a plan

based on a non-ideal starting code selection, they were hesitant to

change course, even when they found other code that seemed more

promising. This behavior is consistent with the sunk cost fallacy.

Taken together, these two tendencies suggest that it is important

to support accurate lightweight evaluation of unfamiliar code.

7.3 Identifying removed code

Code history tools should clearly indicate when historical code

additions are longer incorporated into a code base, and point to

existing code that is related to the deleted code whenever possible.

Two participants found code additions in the software history that

they found relevant, but were no longer included in the final code.

This introduced a few issues. First, participants invested more time

in the hopeless search of trying to find the lines of code they were

interested in within the final code. Second, participants were try-

ing to use code snippets that had been abandoned by the original

developer, which has the potential to lead to errors down the road.

While linking subgoals to code may help prevent these errors, we
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suggest that code history tools also explicitly denote changes that

are no longer included in the present code state, and point to the

moment in the history where they are ultimately discarded. This

may help the user identify how the original developer addressed

the same functionality with a different, more preferred strategy.

7.4 Using search to support for noticing
analogies

Code history tools should detect when programmers make similar

searches as the original developer and help them find related code

that is already integrated into the program.

As a result of not fully comprehending the code base, program-

mers struggled to notice functional analogies between existing code,

and code they wanted to write. During the structural analogy task,

we frequently observed participants attempt to re-solve problems

that had already been solved in the Photo Mosaic code base (7

(43.8%) participants).

When doing this, participants often made similar searches, and

visited websites with semantically similar titles as the original de-

veloper. This happened for two reasons. Users used web resources

to better understand what the code was doing, and second, par-

ticipants turned to web resources in their own attempt to solve a

problem that the original developer already worked on. In either

scenario, identifying searches similar to those in the history may

provide another entry point that helps programmers to make use

of existing codebases.

For example, User 4 attempted to add key listeners dynamically

when the page loaded during the Structural Task. In doing so, he

searched for łdocument load javascript". Unsatisfied with the re-

sults, re-framed his search to łdocument load javascript event" and

ultimately łdocument load javascript event DOM". Eventually, he

found a relevant example and integrated it into the code base.

However, the original Wordle developer of the code base had

already added a similar functionality. When designing the random

letter selection, the original developer searched łjavascript run

function on page load", before adding code to her script to generate

a new random word each time the page was loaded. In retrospect,

this was a potential point at which a codebase-grounded search

result could have directed the user towards 1) the relevant resource

the original developer referenced when working on the same prob-

lem, and 2) the code the original developer created after finding

said resource. Future code history tools should consider analyzing

developer searches as an entry point to present relevant history.

8 LIMITATIONS

Internal threats to validity include the task time constraints, and

the potential for programmers to gain experience with code reuse

between the first and second tasks. The Latin-squares design min-

imizes the impact of any experience effect by evenly distributing

task orders. We note that the time limitation may have encouraged

programmers to continue pursuing unsuccessful strategies, due to

the potential time cost of re-starting. Finally, a lack of familiarity

with the history tool may have led to its light usage.

External threats to validity include the small and narrow partici-

pant pool and the limited set of reuse tasks. Our task selection pro-

cess was designed to get participants to recycle real-world projects,

does not account for all reuse scenarios. For example, some forms

of code reuse involve the step of finding and selecting reusable code.

We removed this step in order to focus on the analogical alignment

and code modification aspects of reuse. Future work should include

a broader subject pool and a wider variety of tasks.

9 FUTURE WORK

There is relatively little work exploring the process of reuse and

even less exploring how code history can support reuse. We believe

that future work should concentrate on: 1) broadening research

combining analogical reasoning and code reuse, 2) designing and

evaluating code histories that integrate into the workflow of code

comprehension and reuse tasks in a variety of domains, and 3)

exploring techniques for fully automatic code history generation.

9.1 Analogical Reasoning and Code Reuse

Our study explored reuse through repurposing, but analogical rea-

soning is a potentially useful lens through which to consider a

broader cross section of code reuse activities. In our study, ana-

logical reasoning helped highlight the problem of false analogies

due to incomplete program comprehension. Future studies should

consider other types of code reuse through the lens of analogical

reasoning to generalize these results and identify differences in

programmers’ needs based on reuse type.

9.2 Integrating code histories with
programmers’ workflow

The code histories contained information that was helpful to par-

ticipants during reuse tasks. However, utilization remained low,

perhaps due to unfamiliarity and lack of integration with program-

mers’ workflow. Future research should further characterize pro-

grammers processes across diverse reuse contexts to identify where

and how these tasks may be supported using code history informa-

tion. While our study focused on the reuse process, code histories

may also be be helpful in helping programmers to evaluate the

potential utility of code when making decisions about reuse.

9.3 Automatic code history generation

While our current code histories are created in a semi-automatic

process, they still require hand annotation of the subgoals and

activities. It is well documented that developers do not wish to

spend more time documenting their code [1, 15], and do not want to

invest much time in explaining their intentions while writing code

[30]. As such, tools should investigate capturing and annotating this

information passively. Future work should explore techniques to

fully automate the capture of code history information, potentially

by leveraging Large Language Models (LLMs).

10 CONCLUSION

Our study suggests that code reuse can be limited by program-

mers’ tendency to use incomplete program comprehension while

planning their reuse strategy. Programmers’ surface-level under-

standings of code led to failures to notice analogies between code

they had access to, and problems they were trying to solve. In our

study, this resulted in participants making sub-optimal analogies
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and pursuing reuse strategies that had little merit. Further, once

programmers selected an approach, they were unlikely to switch

to a new one, even after noticing functionalities more aligned with

their original goals. Programmers also struggled mapping desired

functionalities to their actual software implementations.

Programmers’ uses of the code history suggest that history in-

formation can support programmers’ in making lightweight evalu-

ations of program function. This support is relevant to the primary

barriers our study identified for locating reusable software compo-

nents and their code implementations. However, code histories need

to be more tightly integrated with developers workflow patterns.

Specifically, code histories should support developers in 1) quickly

evaluating code function and relevance, 2) enabling bi-direction

exploration of code changes and goals, 3) clearly identify histori-

cal code that has been removed, and 4) leverage web searches to

identify possibly relevant subgoals within the code history.
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