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ABSTRACT

Context. Multi-messenger observations of binary neutron star mergers can provide information on the neutron star's equation of state
(EOS) above the nuclear saturation density by directly constraining the mass-radius diagram.

Aims. We present a Bayesian framework for joint and coherent analyses of multi-messenger binary neutron star signals. As a first
application, we analyze the gravitational-wave GW170817 and the kilonova (kN) AT2017gfo data. These results are then combined
with the most recent X-ray pulsar analyses of PSR J0030+0451 and PSR J0740+6620 to obtain new EOS constraints.

Methods. We extend the bajes infrastructure with a joint likelihood for multiple datasets, support for various semi-analytical kN
models, and numerical-relativity (NR)-informed relations for the mass ejecta, as well as a technique to include and marginalize
over modeling uncertainties. The analysis of GW170817 used the TEOBResumS effective-one-body waveform template to model the
gravitational-wave signal. The analysis of AT2017gfo used a baseline multicomponent spherically symmetric model for the kN light
curves. Various constraints on the mass-radius diagram and neutron star properties were then obtained by resampling over a set of ten
million parameterized EOSs, which was built under minimal assumptions (general relativity and causality).

Results. We find that a joint and coherent approach improves the inference of the extrinsic parameters (distance) and, among the
intrinsic parameters, the mass ratio. The inclusion of NR-informed relations marks a strong improvement over the case in which an
agnostic prior is used on the intrinsic parameters. Comparing Bayes factors, we find that the two observations are better explained by the
common source hypothesis only by assuming NR-informed relations. These relations break some of the degeneracies in the employed
kN models. The EOS inference folding-in PSR J0952-0607 minimum-maximum mass, PSR J0030+0451 and PSR J0740+6620 data
constrains, among other quantities, the neutron star radius to R™v = 12.30/%" km (R™v = 13.20/%" km) and the maximum mass
to M = 2.28/%% Mr (M = 2.32+%% Mo), where the ST+PDT (PDT-U) analysis of Vinciguerra et al. (2024. Apl. 961. 62) for
PSR J0030+0451 was employed. Hence, the systematics on the PSR J0030+0451 data reduction currently dominate the mass-radius
diagram constraints.

Conclusions. We conclude that bajes delivers robust analyses in line with other state-of-the-art results in the literature. Strong EOS
constraints are provided by pulsars observations, albeit with large systematics in some cases. Current gravitational-wave constraints
are compatible with pulsar constraints and can further improve the latter.
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1. Introduction

The observation of a gravitational wave (GW) signal GW170817
from a binary neutron star (NS) merger and its electromag-
netic counterparts from the merger aftermath opened up new
prospects of constraining the nature of NS matter (Acernese
et al. 2015; LIGO Scientific Collaboration 2015; LIGO Scientific
Collaboration and Virgo Collaboration 2017¢c,b, 2019b). The
GWs from the late-inspiral-to-merger frequencies carry the
imprint of short-range tidal interactions between the two
NSs (Damour & Deruelle 1986, Damour & Nagar 2010). The
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measurement of tidal polarizability parameters, in particular
the reduced tidal parameter, A, appearing in the leading-order
term of the GW phase (Damour et al. 2012; Favata 2014), con-
strains the nuclear equation of state (EOS) (LIGO Scientific
Collaboration and Virgo Collaboration 2018; De et al. 2018,
LIGO Scientific Collaboration and Virgo Collaboration 2020).
For GW170817, various analyses indicate posterior distributions
peaking in the interval 100 < A < 800, which can be mapped
onto an NS radius! constraint of R™v = 12.5+Jg km with 90%
credibility (Gamba et al. 2021b).

| As common in the literature, we call NS radius the radius R™y of
nonrotating, cold beta-equilibrated NS of fiducial gravitational mass

AS1, page | of 13

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.Org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
This article is published in open access under the Subscribe to Open model. Subscribe to A&A to support open access publication.



Breschi, M,, et al.:

Electromagnetic counterparts can complement such con-
straints by delivering information on the merger remnant.
For example, the high-energy emission from a jet-like source
of GRB170817 (LIGO Scientific Collaboration and Virgo
Collaboration 2017b; Savchenko et al. 2017) is associated with
the presence of a remnant black hole and can thus constrain
the maximum NS mass (Margalit & Metzger 2017; Shibata
et al. 2017; see also Margalit et al. 2022 for a revision of
the first calculation). The intepretation of the kilonova (kN)
AT2017gfo (Coulter et al. 2017; Chornock et al. 2017; Nicholl
et al. 2017; Cowperthwaite et al. 2017; Plan et al. 2017; Smartt
et al. 2017; Tanvir et al. 2017; Tanaka et al. 2017, Valenti
et al. 2017) requires different mass ejecta components (LIGO
Scientific Collaboration and Virgo Collaboration 2017a; Villar
et al. 2017; Perego et al. 2017b; Breschi et al. 2021b), and thus
excludes prompt black hole formation (Margalit & Metzger 2017;
Bauswein et al. 2017). Further, the necessity of including a
massive disk wind to interpret the light curves implies a lower
limit (as opposed to the GW upper limit) on the reduced tidal
parameter (Radice et al. 2018c,b).

Rigorous analysis of multi-messenger astrophysics (MMA)
data requires a Bayesian approach. Bayesian inference of
GW170817 and related counterparts with application to the NS
EOS has been performed by various authors (Radice & Dai
2019; Coughlin et al. 2019; Capano et al. 2020; Coughlin &
Dietrich 2019; Jiang et al. 2020; Essick et al. 2020; Dietrich
et al. 2020; Al-Mamun et al. 2021; Nicholl et al. 2021; Breschi
et al. 2021b; Raaijmakers et al. 2021a; Ayriyan et al. 2021; Huth
et al. 2022; Pang et al. 2022; Brandes et al. 2023; Zhu et al.
2023; Fan et al. 2024). These analyses provide bounds or poste-
rior distributions on fiducial NS masses, radii, quadrupolar tidal
polarizability parameters, pressure (or energy density), sound
speed at fiducial points, or even nuclear parameters (given an
EOS parameterization). Some results about the NS radius are
collected in Fig. 12 of Breschi et al. (2021b), indicating a sub-
stantial agreement among various analyses, with R™v - 12 km
and 90% credible intervals at the kilometer level, depending on
the specific assumptions. In several cases, these analyses incor-
porate an assumption about the EOS (Jiang et al. 2020; Greif
et al. 2020; Huang et al. 2023; Fan et al. 2024) including avail-
able experimental nuclear data (Danielewicz et al. 2002; Hebeler
et al. 2013; Le Fevre et al. 2016; Russotto et al. 2016). Despite
the potential for MMA observations of NS mergers, data from
GW170817 and its counterparts alone do not yet significantly
constrain the nuclear physics of dense NS matter (Al-Mamun
et al. 2021; Greif et al. 2020). The lower bound of the maxi-
mum NS mass, (“minimum-maximum mass’’), provided
by pulsar observations (Demorest et al. 2010; Miller et al. 2019;
Romani et al. 2022; Godzieba et al. 2021), gives the strongest
constraint on nuclear matter. Those data rule out a large number
of EOS models, including some containing hyperons or decon-
hned quark matter (Hebeler et al. 2013) (though the latter are
still viable; see e.g., Annala et al. 2020). The most massive NS
identified so far is PSR J0952-0607, a millisecond pulsar in
a binary system, with Mm740+6620 = 2.35 + 0.17 Mé& (Romani
et al. 2022). Recent X-ray observations of isolated pulsars have
been performed by NICER and XMM-Newton (Miller et al.
2019, 2021; Riley et al. 2019, 2021). These observations tar-
geted PSR J0030+0451 (Miller et al. 2019; Riley et al. 2021;
Raaijmakers et al. 2019) and PSR J0740+6620 (Miller et al.
2021). The former NS has a best radius and mass estimates

\AMa. These general-relativistic equilibrium configurations are calcu-
lated by solving the Tolmann-Oppenheimer-Volkhoff equations.
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of Rj0030+0451 - 12.7D|'|g km and MJ0030+045i - 1-24+"}! Mé&
(68% credibility) (Miller et al. 2019) (see also Riley et al.
2019). The latter NS has the second-heaviest reliably determined
mass to date, Mm740+6620 = 2.08 + 0.07Me, with a radius of
J(j0740+6620 = 13.7+pj km (68% credibility) (Miller et al. 2021).
Opverall, these data constrain the mass and radius of the NS at a
level of <5%. Several MMA analyses have combined BNS merg-
ers with pulsar data; that is, they have used data from multiple
sources to improve astrophysical EOS constraints (Jiang et al.
2020; Essick et al. 2020; Dietrich et al. 2020; Al-Mamun et al.
2021; Nicholl et al. 2021; Breschi et al. 2021b; Raaijmakers et al.
2021a; Ayriyan et al. 2021; Brandes et al. 2023; Fan et al. 2024).
Recently, Vinciguerra et al. (2024) reanalyzed PSR J0030+0451
with an improved pipeline, finding updated measurements of
both the mass and radius of the pulsar depending on the hotspot
model employed: (M,R)J0030+0451 = (E4+g ™~ M0, 11.71+°"!! km)
(ST+PDT) or (M,a)joo30+tM5i = 14.44+°~ km)
(PDT-U).

Methodologically, MMA analyses share several common
features. We comment on three such common elements, which
are later incorporated into our work, (i) The use of phenomeno-
logical relations from numerical-relativity (NR) simulations,
incorporating remnant constraints into GW analysis. Accurate
simulation results are, for example, available to build equal-
mass prompt collapse models (Hotokezaka et al. 2011; Bauswein
et al. 2013a; Agathos et al. 2020; Kashyap et al. 2022; Perego
et al. 2022). Simple models describing kinematic quantities of
dynamical ejecta (Dietrich & Ujevic 2017; Radice et al. 2018b;
Kruger & Foucart 2020; Nedora et al. 2022) and remnant disk
masses (Radice et al. 2018b; Kruger & Foucart 2020; Nedora
et al. 2022) in terms of the binary properties are also available.
However, such relationships are subject to significant systemat-
ics, depending on the physics input of the simulations (Nedora
et al. 2022). (ii) The assumption of an EOS catalog in order to
map the posteriors of the inferred parameters into another set of
parameters. The typical sample size of this catalog ranges from
a few tens of EOS curves to a few thousand. These EOS sets
may be constructed from model-agnostic piecewise polytropic
representations (Jiang et al. 2020; Raaijmakers et al. 2021a) or
by assuming nuclear theories such as Chiral effective theory and
perturbative quantum chromodynamics in their regime of valid-
ity (Essick et al. 2020; Fan et al. 2024). This implies different
prior assumptions between different analyses, and makes a direct
comparison of the results problematic. However, it should be
noted that the vast majority of the EOS sets employed include
constraints coming from massive pulsars (Antoniadis et al. 2013;
Cromartie et al. 2019), sharing part of their prior information
(additional details are provided below), (iii) The MMA analyses
are often performed independently for each dataset, combin-
ing in post-processing the posterior distributions for the relevant
parameters. While this approach isjustified for data coming from
independent sources, the analysis of different data from a single
source may benefit from joint coherent analyses, especially in the
case of large correlations between parameters describing the dif-
ferent dataset and in the presence of modeling systematics. The
single-source-multiple-data scenario can be rigorously handled
within the Bayesian framework by joining the single-messenger
likelihoods and performing a combined sampling of'the full pos-
terior probability distribution (Biscoveanu et al. 2020; Pang et al.
2022); we refer to these analyses as “joint and coherent.”

In this work, we present a new framework forjoint and coher-
ent MMA Bayesian analyses. We apply our framework to the
case of GW170817 and AT2017gfo and provide updated con-
straints on the NS EOS. The structure and summary of the
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paper is as follows. Section 2 describes the methods employed
in our analysis, and presents the extension of the bajes
pipeline (Breschi et al. 2021b) to MMA data. Section 3 describes
the results of applying baj essMMA to GW 170817 and AT2017gfo
data. We employ a state-of-the-art effective-one-body (BOB)
template and a spherically symmetric multicomponent semi-
analytical kN model. We compare single-messenger analyses
to joint and coherent analyses using either an agnostic prior
on intrinsic parameters or an NR-infonned prior on intrinsic
parameters. Section 4 discusses EOS constraints from our new
analyses. We use a set of ~10 million parameterized EOSs built
under minimal assumptions; namely, assuming general relativity,
causality, and a minimum-maximum mass of 2.09 M) (Romani
et al. 2022). We combine GW170817+At2017gfo data with inde-
pendent pulsar data and include, for the first time, the recent
reanalysis of Vinciguerra et al. (2024). Conclusions and an
appendix on new fitting formulas close the paper.

2. Methods

Our analyses are based on Bayesian probability, which delivers
information on the source parameters in terms of their poste-
rior probability distributions, an accurate characterization of the
correlations among parameters, and the possibility of ranking
different hypotheses to explain the data (e.g. Jeffreys 1939).
Given the observed data, d, and a set of parameters, 0, which
characterize a model of the data (hypothesis H), the informa-
tion on the parameters is encoded in the posterior distribution,
p(0ld, H). Using Bayes theorem, p(0|d, H) can be computed as
the product of the likelihood function, p(d|0, H), and the prior
distribution of the model parameters, p(0\H). The evidence,
p(d\H), is instead employed in the context of model selection
in order to discriminate between different models. Given two
different hypotheses, say H4 and HB, the Bayes factor (BE),

A _ V(dHA)
B p(d|%)

encodes the support of the data in favoring hypothesis A over
hypothesis B (within the assumption of a uniform prior on

1)

For multi-messenger astrophysics data, the high-dimensional
parameters’ posterior distribution can have nontrivial correla-
tions and multi-modalities. Numerical stochastic methods are
essential tools for performing parameter estimation (PE). We
employed the bajes pipeline (Breschi et al. 2021b) together
with the the nested sampling algorithm (e.g. Skilling 2006;
Feroz et al. 2009), implemented in the DYNESTY nested sampler
(Speagle 2020). All the PE runs presented here were performed
with 5000 live points and using bajes parallel capabilities. In
the following, we describe the data, the likelihood functions, the
models, and the prior utilized in the analyses.

2.1. Gravitational wave inference

The time series recorded by the ground-based interferometers
LIGO and Virgo can be modeled as the sum of a noise contri-
bution, n(t), and a GW transient, Aif); that is, dil) = hit) + n(t).
The signal observed by the interferometers was computed from
the GW polarizations, A+iX, as

A(t) = FH((r, d, ) A+(D) + Fx((r, d, ™) Ax(f), 2)

2 In order to lighten the notation, the explicit dependency of a statisti-
cal quantity, p(.r|/f), on the corresponding underlying hypotheses, H. is
made implicit when not necessary, i.e., p(x|H) > p(x).

where F+x are the antenna pattern functions of the employed
detector (see, e.g. Anderson et al. 2001), which are functions
of the source location, {a, 6/, and the polarization angle, 7~ We
analyzed the GW data segment, din, from the Gravitational-
Wave Open Science Center (GWOSC) centered around GPS
time 1187008857 with a duration of 7 = 128 s and sam-
pling rate 0of4096 Hz (LIGO Scientific Collaboration and Virgo
Collaboration 2017¢, 2019a).

We analyzed the GW signal, /(?), assuming a quasi-circular
binary neutron star (BNS) merger and employing the BOB
model TEOBRESUMS (Bernuzzi et al. 2015; Nagar et al. 2018,
2020; Akcay et al. 2019; Gamba et al. 2021a) with tidal and
non-precessing spin interactions. We included the dominant
quadrupolar (2,2) mode of radiation in the waveform construc-
tion, and for efficiency used the post-adiabatic method (Nagar
& Rettegno 2019) for the BOB dynamics and the stationary-
phase approximation for frequency domain waveforms (Gamba
et al. 2021a). We stress that this FOB model is faithful to NR
within its error bands, and that systematic errors due to modeling
choices are sub-dominant with respect to statistical uncertainties
in the GW analysis (LIGO Scientific Collaboration and Virgo
Collaboration 2019b; Gamba et al. 2021b).

The GW template, A(%; 0g,,), was parameterized by 11 degrees
of freedom,
@°w — {Wtl, Al, Ao, (0, U frnrg® O Omrg)> 3)
where mB2 are the component masses,”*1,2 are the components of
dimensionless spins aligned with the orbital angular momentum,
AIO are the dimensionless quadrupolar tidal polarizabilities, /)f"
is the luminosity distance, tgw is the inclination angle between
the line of sight and the total angular momentum of the system,
and fmrg8” and <)),,g are, respectively, the time and the phase at
merger. The GW supersript means that these parameters are the
ones associated with the GW signal, and the need for this dis-
tinction is made clear below. For simplicity, the sky position was
fixed to the location of the optical counterpart (LIGO Scientific
Collaboration and Virgo Collaboration 2017d); that is, a right
ascension of 13h 09m 48s and a declination of-23.3814 degrees.
We assumed that mi > m? and introduced a total binary mass
of M = rm + m) and a mass ratio of ¢ = mi/m2. The leading
order tidal contribution in the GW template was parameterized
by the reduced tidal polarizability, A, defined as (Damour &
Nagar 2009; Favata 2014)

~ 16 (mi + 12m2)m4
A=— Al +(1 <2 4
- (12 )
Data analyses of GW transients rely on assumptions about
the stationarity and Gaussianity of noise in each detector, from
which we can write a Gaussian likelihood function in the Fourier

domain as

Ly dif) - hp

T
logp(<fgwl4gw) log [%Sn(fi)] s (5)

where A(f) is the Fourier transform of 4if) (and analogously
for d(/)), while S,, (f) is the power spectral density (PSD) of
the noise segment (LIGO Scientific Collaboration and Virgo
Collaboration 2019a). The sum in Eq. (5) is on the sam-
pled frequencies and evaluated over the frequency interval
[23 Hz, 2 kHz]. We note that Gamba et al. (2021b) showed that
GW analyses up to 2 kHz are affected by larger systematics than
those at | kHz in the tidal sector, with the latter choice being
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more robust but also more conservative. Since the systematics
effects are genetically smaller than other systematics effects dis-
cussed in this paper, we use here the more commonly used 2 kHz
cutoff. Under the assumption that noise fluctuations recorded
in different detectors are not correlated, the likelihood of the
detector network was computed as the product of the individual
likelihoods. We included spectral calibration envelopes with ten
logarithmically spaced nodes for each detector (see, e.g. Vitale
et al. 2012).

The priors were the same as those discussed in Breschi et al.
(2021b), with the mass ratio bounded to ¢ < 3, and isotropically
distributed spins, x\.Z, constrained to lxi,i\ < 0.5.

2.2. Kilonovae inference

We analyzed the AT2017gfo AB magnitudes, db(?),
observed by various telescopes in the photometric bands
b=¢{UB,gV,RIzJ HKKs\ (Villar et al. 2017). The data
provide a time coverage of ~20 days. These data were provided
with their associated standard deviations, <rb, and corrected
for reddening effects due to interstellar extinction (Fitzpatrick
1999).

The kN model employed in our analyses is a multicomponent
semi-analytical template for isotropic homologously expanding
ejecta shells based on (Grossman et al. 2014; Perego et al.
2017b). Nuclear heating rates are described following Korobkin
et al. (2012); Barnes et al. (2016). The model includes two ejecta
components, each of which is characterized by three parame-
ters: the ejected mass, Mej, the root-mean-square velocity, v,
and the gray opacity, x. From a physical point of view, the
less massive and fastest component may be associated with the
dynamical ejecta (e.g. Rosswog 2013; Radice et al. 2016), and
the slower ejecta component with baryonic winds radiated from
the disk (e.g. Perego et al. 2017a; Radice et al. 2018a). Thus, we
have labeled the first component "d" (i.e., dynamical ejecta) and
the second “w” (i.e., baryonic wind). In the inference, however,
we do not enforce specific information about the nature of these
components, and at the analysis level these just constitute label-
ing indices used to count the components. We prevented mode
switching by ordering the components by decreasing velocity,
with "d" the fastest component. The model was implemented
and released in bajes, which is designed to host more complex
semi-analytical models (e.g. Perego et al. 2017a; Ricigliano et al.
2024).

Together with the ejecta parameters, the kN light curves,
4(0, also depend on the extrinsic parameters of the source:
the luminosity distance, £kn, the inclination angle, /kn, from the
polar direction, and the time, Urg”l, of coalescence. Moreover,
differently from Breschi et al. (2021b), we fixed the heating rate
parameter, e, = 2x1018 erg g 1 s 1, according to Korobkin et al.
(2012). The AB magnitudes were parameterized by nine degrees
of freedom,

4% M, ~]. 6)
In our analysis, the assumption of isotropic kN removes the
dependency on the inclination angle, tkn, which in principle can
be restored by employing anisotropic ejecta profiles (Breschi
et al. 2021b). However, in the following discussion on joint
parameters, we include this parameter for generality.

We assumed that measurements performed at different times
do not correlate and introduced a Gaussian likelihood for each
observed data point (Villar et al. 2017; Perego et al. 2017b;
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Breschi et al. 2021b). Similarly to Villar et al. (2017), we
included an additional correction to the data’s standard devi-
ation. These corrections were inferred during the PE and are
useful to mitigate systematic errors of the simple kN model used
for the inference. However, unlike Villar et al. (2017), we intro-
duced a correction, 2b, for each photometric band, since the
kN template can be diversely affected by systematic errors at
different electromagnetic wavelengths. The kN likelihood is
PPN 2

logpWUW 4D

(7

log \ln (crgtiU + S2)],

where 4(f) represents the kN model described above, & runs
over the observed times. Compared to the GW likelihood, the kN
likelihood has a different normalization and is smaller than one
(hence the log-likelihood is negative.) This is not problematic,
since the posteriors are normalized and the evidence is always
relative.

The priors were taken uniformly for M(™ e [0,0.5] Me,

v() e [0,0.333] ¢, and 4° e [0,50] cm2 g 1 for all components,
with i running on the components d, w. We did not impose any
specific information about the dynamical or wind nature of the
component in the prior (cf. Breschi et al. 2021b). The prior on the
systematic deviations, 2b, was taken as log-uniform constrained
to log Eb < 5 magnitudes. This choice corresponds to the (unin-
formative) Jeffreys prior for standard deviation parameters of
normal distributions (see Jaynes 1968).

2.3. Joint and coherent inference

The likelihoods in Egs. (5) and (7), together with the related prior
assumptions, provide a Bayesian framework for inferring the GW
and kN parameters. Within the assumption of different sources
(“DS”), the joined prior space is just the space product of the
GW and kN parameter spaces,

p(0gw,0kn|DS) = p(0Ogw)p(Okn). (8)

There is no correlation between the GW and the kN parameters
in Eq. (8), i.e. 0g,, fi dkn = 0. However, if the GW and kN tran-
sients (are assumed to) have originated from the same source,
the spaces in Egs. (9) and (6) share coimnon parameters. This
implies a change of'the prior and the sampling, as is discussed in
the following.

Observations from a single source (“SS”) are related by their
extrinsic parameters - that is, distance D™ = DfN - and it is
similar for the inclination, t, and merger time, /mrg, parameters.
To impose the above, we introduced the joint set of parameters:

©

We defined the subset of common parameters per given hypoth-
esis as

Ao

Further, by defining

$gw — "gw/gwt  “kn —  i/kn> (11)
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with "/" standing for set subtraction, the set of parameters not
shared among the two observations is then:

dj = 6gw U dkn- (12)
For concreteness, we note that

13)
and that
05 = 03U0J. (14)

The prior distribution on the joint parameters can thus be derived
as

p(0j|SS) = J'p(ffew, dkn, 04, Sj) ddgwddkn- (15)

Since the parameters not shared among the sources are indepen-
dent of the shared ones, this simplifies to

p(Oj|ss) = p(6j) -~ p(dgW,dkn,dj)ddgwddkn. (16)

Now we can impose the coimnon source hypothesis, which
implies that

p(%[SS) = p0j) Tp(Ogw)"gw-")"-")d" gw(0Okn, (17)

where 6(x) is the Dirac distribution. This irmnediately yields

p(0j[SS) = p(0pp("). (18)
The case discussed above enforces a “minimal connection” for
a single source, and is weakly dependent on the specific models
employed to describe the data. In the following, as p(0j), we use
a volumetric prior on the inclination, rl, and luminosity distance,
D/J, and a uniform prior on /mrgl, with boundaries large enough
to encompass the full posterior mass. For ease of notation, below
we are going to drop the J superscript on the signal parameters.
Further correlation among instrinsic parameters may be
introduced, assuming a particular source model. For exam-
ple, NR simulations can provide phenomenological relations
between the binary parameters and the mass ejecta proper-
ties (e.g. Radice & Dai 2019). The relations considered here
specifically relate the dynamical ejecta mass and velocity and
the wind’s mass, de] = !AT', Fl, AT"j, to the binary masses and
the tidal polarizability parameters,
Hej #ej = FNR(»11,»12, AT,A2). (19)
By assuming Eq. (19), with the same formalism as above, we
removed the dependency on 0O¢j and extended the set of common
parameters to 0j = {min, Ai 2, DL, i, /mrg|. Appendix A describes
in detail the construction of FNR used in this work. We coimnent
here on two aspects. First, we fit data from a large and heteroge-
neous set of NR simulations. This provides only a conservative
model and a proxy for the current systematic uncertainties on
affecting ejecta and kN light curves (Radice et al. 2022; Zhu
et al. 2021; Barnes et al. 2021; Zappa et al. 2023). For the same
reason, we did not consider information on the average electron
fraction, which could in principle also be folded into the anal-
ysis (Breschi et al. 2021b). Second, NR relations carry errors

on the order of ~20% that need to be taken into account dur-
ing PE. Within our Bayesian approach, we accounted for these
uncertainties by including auxiliary recalibration parameters and
marginalizing over these additional degrees of freedom (Breschi
etal. 2021b, 2022).

Given a prior on the employed parameters, the missing ingre-
dient to define a Bayesian model is the likelihood function.
Assuming that the GW and the kN observations are statistically
uncorrelated, we write the joint likelihood as the product
p(dgw, dki ((gw! (kii) = p(dgw|dgw) plr/*ndkn )n (20)
We note that the analytical form of Eq. (20) does not depend
on the prior choices. While the case discussed here is specific
to GW-kN, bajes implements a general framework for multi-
messenger datasets and related analyses.

3. Results

We first performed PE on GW170817 and AT2017gfo, assuming
the two signals to have originated from different sources, and
then conducted two joint analyses: one assuming a “minimally
informed” prior and another using the NR-informed prior. The

results of our analyses are summarized in Table | and Figures !
and 2.

3.1. Single-messenger analyses

We start by briefly discussing the inference on GW and kN
signals, when analyzing each dataset separately.

For the GW170817 analyses, we obtain a binary (detector-
frame) mass of M - 2.9+02 M0 and a mass ratio of ¢ =

while the measurement of the reduced tidal parame-
ter yields A = 160+". The luminosity distance is constrained

to £5L = 3fV  Mpc. These results are consistent with previ-
ous analyses (see, e.g. LIGO Scientific Collaboration and Virgo
Collaboration 2019b; Breschi et al. 2021a; Tissino et al. 2023).
We note that the mass ratio can be sensitive to sampling errors, in
particular showing a tail extending to large values (Tissino et al.
2023).

For the AT2017gfo analysis, we measure AT, = S”x 10~2 Me

and rd = 0.30+°°“ ¢ for the mass and velocity of the first

component, respectively. For the second component, we obtain
M” = 1.0+Q"x10"l M@ and rw = T.G+"x10"2 c. These ejected

masses and velocities are broadly consistent with previous esti-
mates using spherically symmetric models (e.g. Cowperthwaite
et al. 2017; Villar et al. 2017; Coughlin et al. 2018; Breschi et al.
2021b). Despite our agnostic prior choice, the PE points toward
one component being less massive and significantly faster than
the second one. The inferred ejecta velocities for the lighter
(heavier) and faster (slower) components are compatible with the
average values predicted by NR simulations for the dynamical
and wind ejecta (Nedora et al. 2021a), with the heavier com-
ponent being interpreted as a massive wind emerging from the
delayed collapse ofthe remnant NS (Radice et al. 2018b; Nedora
et al. 2019; Kiuchi et al. 2023; Radice & Bernuzzi 2024). How-
ever, the inferred dynamical ejecta mass overestimates current
NR results by about one order of magnitude. This appears to be
a coimnon feature in most of the analyses performed so far, and
indicates the need for more sophisticated kN models.

The gray opacities’ inferred values are more difficult to inter-
pret. On the PE side, this parameter is highly degenerate with
distance inclination and total mass, since it controls the signal
luminosity. On the modeling side, it is known that the complex

AS1. page 5 of 13
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Table 1. Median and 90% credible interval of relevant parameters for the different analysis configurations.

GW170817  AT2017gfo
M (Mo) oA -
M Mg) 1-1976—— -
q 1-7% -
Xeff 0-05% -
A i6o:” -
-T+118

<SA '7-84 -
K X10-'(Mo) - 8:3
vd c - 0-30%
/ (cm2 g'"1) - 0-16%

X10-2(Mo) - 10jJ
ww c - 0.046!2:%
KW (cm2 g"1) - 0.5%
DL (Mpc) 36% 45::
i (rad) 9403 1.5:1
log(-£vmax) 528.92 -158.22

atomic and radiation transport physics cannot be adequately cap-
tured by a single, averaged, and time-independent parameter (see
Ricigliano et al. 2024 for a recent discussion). The luminosity
distance is constrained to DL = 45" Mpc, consistent with GW
estimates and measurements of the host galaxy NGC 4993.

In Fig. 3, we show the reconstructed light curves. The kN
model employed allows one to capture the bulk ofthe data trend.
The quantitative behavior of the light curve is reproduced over
the ~20 day period analyzed for several photometric bands. An
exception is the pre-peak behavior in the K-band, which is not
accurately reproduced. Further investigations are needed to inter-
pret this feature. Comparing this to our previous work (Breschi
et al. 2021b), the light curves and opacities were better captured
with the parameters and prior choices made there3. We stress
that the spherical model used here is not the best-fitting semi-
analytical kN model for these analyses, but is employed here as
a first step toward more complex inferences.

3.2. Joint and coherent analyses

We now discuss the impact of the joint analysis on the poste-
rior distribution of the two sets of parameters when performing
ajoint and coherent analysis.

3.2.1. Agnostic prior on intrinsic parameters

For this analysis, we assume a coimnon source but no additional
NR-informed priors.

Concerning the GW parameters, a noticable improvement
is observed in the distance (and indirectly in the inclination
parameter, as is discussed below), now shared between the two
models, with a significant tightening of the posterior volume.
The chirp mass of the binary remains consistent with the GW-
only measurement, with its error bars shrinking. This is not due
to direct information on the parameter itself, but an indirect con-
sequence of the shrinkage in the mass ratio posterior, whose tail

3 Note that also a different sampler from Del Pozzo & Veitch (2022)
was utilized in that work.

AS1, page 6 of 13

GW170817+AT2017gfo  GW170817+AT2017gfo (NRI)
2-8% L7503
1-1976%g) LAGT O
1-4%, 1.2%
0.02:gg3 0.00%|
684% 667%
@] 266%

0.1% -
0.30%: -
23% 0.20:%
12:: -
0.01%: 0.03%|
0.02:22» 0.4:gi
42:3 36"
g 044
286.69 366.52

is significantly cut by the additional information, pointing toward
a comparable-mass system. The improvement in the mass ratio
measurement can in turn be traced to the better measurement of
the source distance, due to the shared impact that these parame-
ters have on the GW signal amplitude. The system is now located
further away, an effect that can in part be compensated for by
a higher GW intrinsic luminosity obtained for a more equal-
mass system, or by changing the inclination angle. Similarly, the
correlation between g and A implies that larger values of the
effective tidal parameter are now favored. Instead, 64 is weakly
affected and remains consistent with zero.

Concerning the kN parameters, the velocity of the dynamical
component remains essentially unaffected by the joint anal-
ysis. The dynamical ejecta mass instead shifts toward much
smaller values. This effect is again due to the reduced distance
value, which increases the intrinsic source luminosity, and hence
requires a lower amount of ejecta to remain consistent with the
data. For the wind parameters, the mass remains consistent with
the single-source analysis, while the velocity and opacity are
pushed toward smaller values, albeit attaining values within the
same order of magnitudes with respect to the previous analysis.

3.2.2. Numerical-relativity-informed prior on intrinsic
parameters

For this analysis, we assume a common source and the addi-
tional NR-informed prior descibed above, and thus constrain a
subset of the kN intrinsic parameters through binary ones. Con-
cerning the GW parameters, the chirp mass of the binary keeps
remaining consistent with the GW-only measurement, with its
error bars slightly shrinking again. This happens for the same
reason explained above, as can be appreciated by the overlap
between the green posterior in the top left panel of Fig. | and
the blue posterior. The mass ratio is further shrunk by the NR
information, becoming even more consistent with unity, with an
impact on A similar to the one discussed in the case ofan agnos-
tic analysis. The inclination remains consistent with the joint
analysis performed under the agnostic prior, albeit with a smaller
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cr
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Fig. 1. Posterior distribution of GW-relevant parameters under the various assumptions. The contours report the 50% and 90% credibility regions.
Blue posteriors were computed from GW170817 data only. Orange (green) posteriors correspond to the joint GW-kN data without (with) NR-

informed mappings.

error bar due to a better measurement of the mass ratio, as was
discussed in the previous case. The NR information also helps
to break the degeneracy of the mass ratio with distance (bot-
tom rightmost panel of Fig. 1). The largest impact from the NR
information is imparted on <5A. While still consistent with the
previous measurement, its posterior now prefers nonzero values.

Concerning the kN parameters, the source is now inferred
as closer and more off-axis, pushing the wind mass to smaller
values. The mass of the dynamical component again becomes
consistent with the single-source analysis. The velocities are only
mildly affected by the NR-infonned prior, with the wind velocity
moving away from zero toward values that are again consistent
with the kN-only analysis.

3.2.3. Bayes factors

Within a Bayesian framework, and exploiting the nested sam-
pling algoritinn we employed above, it is immediate to compare
the evidence for different hypotheses explaining the dataset
under consideration, when marginalizing over the whole param-
eter space. Specifically, we are interested in comparing two
hypotheses: the “coherent” one, in which GW and kN data are
simultaneously modeled by a single coimnon source, which we
refer to as “SS” following Eq. (17), and the “incoherent” hypoth-
esis, in which the two datasets are each explained by independent
and disjoint sources, which we refer to as “DS” following

Eq. (8).
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Fig. 2. Posterior distribution of kN relevant parameters under the various assumptions. The contours report the 50% and 90% credibility regions.
Blue posteriors were computed from AT2017gfo data only. Orange (green) posteriors correspond to the joint GW-kN data without (with) NR-

informed mappings.

The BF comparing these hypotheses can be obtained through
the coherence ratio introduced in Veitch & Vecchio (2010):

ss S ddjp(djISS)p(dgwidj, SS)p(dknl6j. SS)
_7ddgwP(0gw|SS)p(dgw|dgW, SS) 7 ddknP(dkn|DS)p(dkn|dkn.DS)
21

As was discussed in Veitch & Vecchio (2010) in more detail,
this ratio intuitively compares the integral of the product with
the product of the integrals of the distributions, a measure of
how much information is gained by assuming ajoint hypothesis.
Additionally, we label as “SS-NR” the hypothesis obtained when
considering the NR-calibrated relation, Eq. (19). When applying
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this computation to the above results, we find that

log,(Z") = -44.23 £0.2, (22)
without assuming NR relations, and that
log,(g%%-™) = 46.49 + 0.2, (23)

when assuming NR-calibrated relations.

These results indicate that, within the available dataset and
under the employed models, the two observations are bet-
ter explained by the coimnon source hypothesis (SS) only
assuming NR-infonned relations. An incoherent explanation
(DS) is instead favored when assuming that only the distance,
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Fig. 3. Light curve reconstruction from the inference for AT2017gfo. The bands represent the parameter variation within their 90% credible regions.

inclination, and coalescence time are common parameters. Since
the kN model is spherical, the key parameter is the distance, but
the distance is compatible among the single-messenger analyses.
Thus, the negative value of loge(S*|) simply reflects the fact that
the distance is consistent in both single-messenger analyses and
a coherent analysis does not help in fitting the data more than the
single-messenger analyses. Overall, this result is related to the
simplified kN model used in this work and the high degeneracy
in the kN parameter space discussed above. This underlines the
relevance of systematics in kN modeling, and enforces the impor-
tance of informing the models with full numerical solutions by
connecting them with binary parameters.

4. Equation of state constraints

In this section, we discuss the constraints on the EOS from
our analysis. We followed an approach similar to the one pre-
sented in Breschi et al. (2021b, 2022), with a few key differences.
First, we used the updated EOS-insensitive NR relations devel-
oped here. Second, we computed a new set of ~10 million
phenomenological EOSs by employing minimal assumptions
(Godzieba et al. 2021). The set was generated with a Markov
Chain Monte Carlo approach by fixing the crust EOS and assum-
ing only i) general relativity, and ii) causality at higher densities.
Hence, it is agnostic on nuclear physics and not affected by
nuclear physics uncertainties. The set includes EOSs with and
without first-order phase transitions. Unlike (Godzieba et al.
2021) , we did not include any constraints from GW170817 and
we sampled EOSs such that AM/™ > 2.09 M0 (Romani et al.
2022) a posteriori, as is described below. Third, we folded in
the pulsar results from Miller et al. (2019); Vinciguerra et al.
(2024). In order to consistently account for the information
listed above, we sampled over the EOS index in our 10 mil-
lion set, :Eos, as well as over the masses of PSR J0030+0451
(Memo) and PSR J0740+6620 (M10740), and the masses of the
two components of the GW170817 progenitor system (mi,mn)

(Foreman-Mackey et al. 2013). Denoting <MM = !mi, in-, A|,
<fjoo30 = {A/10030,2?10030}, and tfrovio = {Memo, Ajovroi, the like-
lihood we employed is given by

p(d\iuos,mi, HC, Memo, Memo) = PMMWMMIIEOS, mi, m2)
x PJ0030(<fj0030k:EOS, Mr0030) X Pj0740Wj07401?EOS, Mr0740X  (24)
where PMM(-1m), PiocB0O '), pjo74o(- 1m) were obtained as
a Gaussian Kernel Density Estimation (KDE) of posteri-
ors from the respective analyses. Similarly, the priors on
Mo740,Mroo30,»ii,»i2 were obtained from their marginalized
one-dimensional posterior, while the prior on the EOS index was
assumed to be uniform.
The results are displayed in Fig. 4 and summarized in
Table 2. The addition of kN data to the GW analysis results in a
systematic shift of the R™y posterior to larger radii of ~0.5 km.

This is essentially related to the larger A median and, physi-
cally, to the fact that the kN places a lower bound on A due
to the disk wind (Radice et al. 2018c). The addition of the NR-
infonned relations to the inference has a relatively small impact
on the EOS constraints, with the estimated values of R™yv and
Ai 4 being compatible within the error bars with the same quan-
tities from the joint analysis. This result is not surprising, as the
recovered A and A distributions of the two analyses are largely
consistent (see Fig. 1).

The impact of NICER data on the allowed EOSs, instead,
is substantial. The permissibility of certain EOSs (e.g. MS1b)
depends on the specific hotspot model employed (PDT-U or
ST+PDT). The estimated distributions of R™v are shifted by
~1 km between the two models, indicating large systematic
errors in the NICER analyses (Vinciguerra et al. 2024). Notably,
while the evidence of the NICER analysis favors the PDT-
U model, the hotspot configuration predicted by the ST+PDT
model was found to be more consistent with the gamma-ray
emission associated with PSR J0030+0451 (Kalapotharakos
etal. 2021).
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Table 2. EOS constraints obtained from our multi-messenger PEs,

#TOV

Data 4T Acla tvmax 10§10 +(2psat)  logic WPsat)
(km) (Mo) (km)

Prior 12-95%  540%° 220952 11.90%  34.72:%% 35-50%
13-23%  620%" 222939 12-15%  34.76:°g 35-54%
M™y+NICERST+PDT 12.08% 360% 22%%% 11.30%  34-61% 35 57+0.4
MTMNICERst+pdt+GW H86% 330% 22°°7% 11.15%  34-56% 35 53+0.13
MTMENICERST+PDT+GW+KN fo.gost 410% 225972 11.48%  34-65% 35 54+0.14
+NICERST+PDT+GW+KN (NRI)  12-30%  400:%% °°2'°%° H-53%  34-64% 35 54+0.14
M T NICERPDT-U 13-64%  740% 225939 12.54:%  34-61% 35 53+0.14
MTMINICERpdt"u+GW 12-86%  540% 2-30% 12-08%  34.74:°:° 35 53+0.18
MTMNICERPDT U+GW+KN 13-30% 640% 2-30% 12-33%  34.77:°° 35 5440.17
MT™NICERPDT-u+GW+kN (NRI)  13-20%  620% 222939  12-21%  34-76:°:% 3324017

Notes. Starting from our agnostic prior set of 10 million EOS, we progressively added the information coming from PSR J0952+0607 (M”" >
2.09 MG), PSR J0030+0451 and PSR J0740+6620 (NICER), and GW170817 (GW) and AT2017gfo (kN). We report the median and 90% credible

intervals of the relevant EOS-dependent properties.

Vinciguerra et. al. (PSRJ0030+0451) : PDT-U

— DD2
SFHo

Vinciguerra et. al. (PSR J0030+0451) : ST+PDT

— DD2
SFHo

=a NICER — SLy == NICER — SLy
=a NICER+GW BLh =a NICER+GW+kN (NR fits) BLh
= NICER+GW+kN (NR fits) H4 == NICER+GW+kN H4
=a NICER+GW+kN MSIb == NICER+GW MSIb
BHBIp BHBIp

_ PSRJ0952-0607 _

R [km]

PSRJG952-G607 _

R [km]

Fig. 4. Constraints on the EOS obtained by resampling the posteriors of the GW-only (blue), joint (red), and NR-informed joint analysis (green)
using 10 million EOSs and folding in the NICER information of Vinciguerra et al. (2024), Miller et al. (2021) and the measurement of >
2.09 MO (Romani et al. 2022). Depending on the hotspot model employed for the analysis of PSR J0030+0451 (PDT-U or ST+PDT, respectively
shown in the left and right panels), the EOS constraints shift by -1 km, indicating that (i) NICER data provides strong constraints on the EOS, and

(ii) the systematic errors in such analyses are large.

5. Conclusions

We have introduced bajes-MMA, a multi-messenger Bayesian
pipeline for analyses of signals from BNS mergers. The key
features of bajes are: (i) The use of NR relations for the ejecta
mass and velocities; (ii) The use (and concurrent marginal-
ization) of suitable recalibration parameters, which widen the
credible ranges of inferred parameters accounting for system-
atic uncertainties; (iii) The possibilities of performing joint
and coherent analyses. Regarding (ii), this technique has been
applied here to handle the systematics of phenomenological NR
relations used to link remnant properties with the binary proper-
ties. More generally, the same methodology could be employed
to deal with other types of uncertainties, for example in the EOS
set. We note that the open source bajes-MMA implementation
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is generic and can accoimnodate different likelihoods, datasets,
and models.

Our inference results confirm previous findings on the pres-
ence of multiple kKN components: a faster and lighter “dynam-
ical” component and a slower and heavier “wind” component
(Villar et al. 2017; Perego et al. 2017b; Breschi et al. 2021b).
They also indicate a consistency in the source distance param-
eter between GW and kN data. Within spherical kN models, a
coimnon GW-kN source is favored by our joint and coherent
analysis only when assuming NR-informed relations between the
ejecta components and the binary parameters, which are capable
of significantly breaking the correlations in the GW-kN param-
eter space. This result also highlights the impact of systematics
in kN modeling, and that the degeneracies in the kN parameter
space can be effectively reduced by incorporating the inference
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parametric relations with binary parameters (Raaijmakers et al.
2021b).

Multi-messenger analyses with multiple sources can help
to improve mass-radius diagram constraints. Current observa-
tions of GWs and PSRs along with minimal EOS assumptions
(validity of general relativity, causality) point to NS maximum
masses of M ™ ~ 2.25-2.32 with errors of ~11% and NS radii
of R™y ~ 12-13 km with ~1 km uncertainty and systematics
on the same order of magnitude. Our results indicate that cur-
rent GW constraints are compatible with pulsar constraints, in
line with other similar analyses. Pulsars constraints, however,
may be particularly sensitive to systematics. For the data consid-
ered here, this is clearly the case for J0740+6620 (Vinciguerra
et al. 2024). Our mass-radius constraints can be translated into
pressure-density constraints for the EOS. For example, at dou-
ble the saturation densities we find log P(2psaj) - 34.61-34.76
(depending on systematics; see Table 2). Interestingly, such a
constraint potentially excludes some of the EOSs commonly
employed in NR simulations. Future observations of BNS might
improve the precision of these constraints and also help to break
systematics effects.

In order to compare our new inferences to previous work, it is
useful to focus on the NS radius, which is a commonly inferred
parameter. Our results are in good agreement with some of the
first inferences performed on this set of data (Radice & Dai 2019;
Coughlin et al. 2019) (see Fig. 12 of Breschi et al. 2021b for a
collection of various results). On the one hand, we confirm the
robustness of the constraint in joint and coherent analysis. On
the other hand, we point out out that part of the agreement is
related to the dominant effect of the minimum-maximum mass
constraint from pulsar data. Additionally, our work leverages the
recent pulsar analysis of Vinciguerra et al. (2024) to show that
the systematics in the radius measurement from pulsar data can
be significantly larger than those from GW-+kN.

Future work will be devoted to exploring more sophisticated
kN models like those included in the xkn framework (Ricigliano
et al. 2024), as well as kN afterglow models (Hajela et al.
2020; Nedora et al. 2021b). As was discussed in Sect. 3.1, a
main issue in the PE with analytical kN models appears to be
the interpretation of the effective gray opacity parameters. On
the one hand, it is unrealistic to expect that such a parameter
can capture the complexity of the atomic physics in kN (Zhu
et al. 2021; Barnes et al. 2021). On the other hand, the opacity
modeling is also a significant issue when numerical models are
employed (Bulla 2023). In that case, very simplified models
are also employed4, but because they are not inferred, they
often remain hidden in the model assumption. Overall, photon
transport, hydrodynamical interaction, and atomic/nuclear
physics in kN modeling remain standalone key challenges (in
large part independent of Bayesian PE.)

Improved NR relations can be created by utilizing a more
homogeneous set of microphysical simulations (Nedora et al.
2022) and including the contribution of the disk winds from
upcoming long-term simulations Kiuchi et al. (2023); Radice &
Bemuzzi (2023). This is another avenue that we plan to explore
in the future.

We also plan to extend the bajes-MMA framework to
include likelihood and models for GRB and afterglow data (e.g.,
Biscoveanu et al. 2020; Hayes et al. 2020; Farah et al. 2020;
Gianfagna et al. 2023). The inclusion of this messenger can
improve the inference of the extrinsic parameters of the source,

4 For example, the recent analytical model of Ricigliano et al. (2024)
applies the same prescription as in some numerical models (Bulla
2023) ;and opactities can be either prescribed or inferred.

in particular the viewing angle, with implications for cosmolog-
ical parameters. However, the inclusion of GRB data in joint
analyses is not expected to provide valuable extra information
on the EOS because the link between the GRB emission and
the NS matter properties is still unclear (e.g., Piran et al. 2013,
Hotokezaka et al. 2018; see also Farah et al. 2020 for similar
consideration of'the jet structure).
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Appendix A: Numerical-relativity-informed
relations for ejecta properties

We derived updated NR-informed EOS-insensitive relations for
the dynamical ejecta mass, Md, the dynamical ejecta velocity,

vd, and the disk mass, /«disk- We employed the NR data collected
from (Hotokezaka et al. 2013; Bauswein et al. 2013b; Dietrich
etal. 2015,2017; Lehner et al. 2016; Sekiguchi et al. 2016; Radice
et al. 2018b; Vincent et al. 2020; Kiuchi et al. 2019; Perego et al.
2019; Endrizzi et al. 2020; Bernuzzi et al. 2020; Nedora et al.
2022), as it is available for each quantity. The dataset includes
262 NR simulations of non-spinning BNS mergers spanning the
ranges of M e [2.4,4] Af0, ¢ E [1,2.05], and A e [50,3200],
The ejecta data refer to simulations with different degrees of
physical accuracy (Nedora et al. 2022). Some simulations do not
include microphysics and/or neglect neutrino absoption, which
are known to be important to describe the mass ejecta (Perego
et al. 2017b). Nonetheless, we employed the entire dataset to pro-
vide a conservative constraint within the Bayesian analysis (see
below).

The mass of the dynamical component was calibrated using
a factorized empirical analytical form,$

log = ti0 G(v) F(ml,m2,A1,A42), (A.D)

which includes effects on the syimnetric mass ratio, v
mimn/M2,

G(y) = 1+ god-4y), (A2)
and in the BNS parameters,
F(/«1,/«2, Ai, Aj) = 1 + biA" + Ci | +(1 <> 2). (A.3)

The coefficients, [ao, - 2, ci .2l, were calibrated on NR data using
a differential evolution method. We find the optimal coefficients
to be

do—-21+4, go—-2+3,
bi =0.004 +0.001, ci=-0.5+0.3,
63 = -0.0025 £ 0.0009, (3 =-0.2+0.5, A

P=1r2, y=-1/4,

with%- = 4.91 and a standard deviation of the residuals equal to
13.6%. For the velocity of the dynamical ejecta, we employed a
similar fitting formula, where the coefficients are

cio =0.09 +0.06, go=-5+2,

b\ =—-0.02+0.01, ci=-02+0.9,
bn =0.01 +0.01, C=13+0.6,
)o=1/2, y=lI,

withx? = 12.1 and a standard deviation of the residuals equal
to 21.0%. We calibrated the disk mass, mdisk, extracted from NR
data using the following fitting formula:

log(Ni?) = alx(M + hn)F(mi,mn, hi,hn), (A.6)

5 Here, the notation log(.) indicates the natural logarithm.
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where%(Ai + A2) is a correction introduced for small As (Radice
et al. 2018b),

(x- Ap\ |

1
1 +Xo 7-Tarctan\ 20 ) o, (A7)

The coefficients, [czo, 61,3, C|.2,%,,, A0,20], were calibrated on NR
data using a differential evolution method. We find the optimal
coefficients to be

do — —14+7,
6i=(5+£3)x1Q-\ c¢i =-0.5 £0.3,
6B3=Q2+1)xIQ-* (3=03+04, (A.8)
P=2 7=2,
Xo =-1.00+0.01, A0 =550+30, 20= 180+ 30,

with%- = 2.64 and a standard deviation of the residuals equal to
16.4%. As has also been shown by previous studies (Radice et al.
2018b), the total amount of disk mass increases for increasing
tidal polarizability that is consequence of the small compactness
of'the progenitors; that is, m/R - 0.1. We assume that a fraction,
£, of the total disk mass contributes to the winds, M ™

(A.9)

None ofthe relations proposed here is singular on the calibration
range, and all formulas are stable in the limit A, -> 0.

As was discussed above, these NR relations carry non-
negligible uncertainties, quantifiable at a level of -20%. In order
to marginalize over these theoretical uncertainties, we introduced
appropriate calibration parameters, 6k, in the PE. These calibra-
tion parameters affect the predictions of the dynamical ejecta
properties as (Breschi et al. 2021b, 2022)
log /M) = (1 +di) log

/M)" (A.10)

¢"=(1+&) , (ATD)
where the superscript “fit” denotes a prediction of an NR-
informed relation. The calibration parameters, PT.2, were
assumed to be normally distributed, with variance prescribed by
the residual errors. The disk mass fraction, £, was taken to be
uniformly distributed within the range [0,1],
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