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Sketches are single-pass small-space data summaries that can quickly estimate the cardinality of join queries.
However, sketches are not directly applicable to join queries with dynamic filter conditions — where arbitrary
selection predicate(s) are applied — since a sketch is limited to a fixed selection. While multiple sketches for
various selections can be used in combination, they each incur individual storage and maintenance costs.
Alternatively, exact sketches can be built during runtime for every selection. To make this process scale,
a high-degree of parallelism — available in hardware accelerators such as GPUs — is required. Therefore,
sketch usage for cardinality estimation in query optimization is limited. Following recent work that applies
transformers to cardinality estimation, we design a novel learning-based method to approximate the sketch of
any arbitrary selection, enabling sketches for join queries with filter conditions. We train a transformer on each
table to estimate the sketch of any subset of the table, i.e., any arbitrary selection. Transformers achieve this
by learning the joint distribution amongst table attributes, which is equivalent to a multidimensional sketch.
Subsequently, transformers can approximate any sketch, enabling sketches for join cardinality estimation.
In turn, estimating joins via approximate sketches allows tables to be modeled individually and thus scales
linearly with the number of tables. We evaluate the accuracy and efficacy of approximate sketches on queries
with selection predicates consisting of conjunctions of point and range conditions. Approximate sketches
achieve similar accuracy to exact sketches with at least one order of magnitude less overhead.
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1 INTRODUCTION

Cardinality estimation is fundamental to cost-based query optimization, enabling fast query execu-
tion in databases. However, query optimization is a time-sensitive process and accurate estimation
cannot be afforded at the cost of low query latency. In the popular open-source PostgreSQL database
management system [25], cardinality estimation defaults to univariate histograms and tracking the
most common values per column. Although simple, these versatile statistics are generally applicable
to many queries. However, for join queries, cardinality estimation methods notoriously assume that
data are independent and uniform, which is often unrealistic. Sketches are lightweight probabilistic
data structures that can quickly estimate the cardinality of joins without such strong assumptions.
However, their rigid requirements make them less general than histograms.
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Count-Min [6] and Fast-AGMS [5] are hash-based sketches that use hash functions to efficiently
summarize the distribution of their underlying data—a selection. This selection is defined prior
to creating the sketch and cannot be changed afterwards, limiting the queries that each sketch is
applicable to. Despite this, sketches appeal as efficient to create and maintain, needing just a single
pass over the data. This lends towards their suitability for streaming data, where data might only
be observable once. Additionally, sketches are quick to infer and produce estimates. For example,
the cardinality estimate for the join of two selections can be inferred by a dot product between a
pair of vectors, their sketches.
Yang et al. [32] applied the ubiquitous transformer [28] to model the distribution of relational

data, thus training an extremely accurate cardinality estimator. This method, titled “NeuroCard: One
Cardinality Estimator for All Tables”, requires prior knowledge of the join relationships between all
tables in the database. This allows the transformer to be trained on the full outer join of all tables,
thus modeling the joint distribution of all tables and columns. As discussed in section 6, a number
of research papers follow this direction — modeling the outer join between tables, rather than the
individual tables themselves. Though provably effective, it remains to be seen how such methods
can scale to large databases.

Our motivation is twofold. Sketches are efficient but are not directly applicable to queries outside
of their specific selections. Meanwhile, transformers can accurately estimate the cardinality of any
selection, but current methods require prior knowledge of the join schema for a database, as well
as precomputing its full outer join. Our work combines both, mixing the strengths and eliminating
the weaknesses of each individual method. By using transformers to individually model each table,
rather than the full outer join, it is possible to approximate the sketch of any arbitrary selection
in a table. Sketches, in turn, allow transformers to perform join cardinality estimation without
training on the full outer join.

By individuallymodeling tables, our approximate sketchingmethod scales linearly with each table
in the database. In experiments, we use two datasets derived from the Join Order Benchmark [20]
to evaluate the cardinality estimation accuracy of our approximate sketches compared to actual
sketches and NeuroCard [32]. We also evaluate their efficacy when integrated in PostgreSQL’s
query optimizer, to analyze the difference between modeling tables individually or together as their
full outer join. We observe only slight differences in performance between approximate and actual
sketches. Source code is available at [27].
Our main technical contributions are as follows:

• An approximation method for Count-Min sketches of arbitrary filter conditions, including
point and range predicates. This approximation replaces upstream sketch creation and can
be applied to other downstream sketch applications, including two-way and multi-way joins.
• A method for converting Count-Min sketches to Fast-AGMS sketches, which is applicable to
both approximate and actual sketches. Classically, Count-Min sketch estimates are upper
bounds, but converting to Fast-AGMS allows unbiased estimation.
• A novel upper-bounded variant of our approximation formula that is computationally more
tractable. In this work, we propose 4 variations of approximate sketches: Count-Min or
Fast-AGMS, and upper-bounded or exact.
• A comprehensive evaluation on JOB-light and JOB-light-ranges showing that our approxima-
tions are on par with actual sketches. To the best of our knowledge, this is the first evaluation
of Count-Min sketches on these workloads, particularly as unbiased estimators.
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2 PROBLEM DEFINITION

In databases, cardinality refers to the number of records returned by a query. Our goal is to
use sketches to estimate the cardinality of any query, specifically for join queries with arbitrary
point and range selection predicate(s). This setting is identical to the one in [29]. Join queries are
notoriously difficult to estimate the cardinality of and query optimizers may simplify it as the
Cartesian product between selections:

|f (�) ⊲⊳ f (�) | ≤ |f (�) | × |f (�) |

The resulting product greatly overestimates the cardinality of the join between selections f (�)
and f (�). Sketches may more accurately estimate it as the inner product of two vectors projected
from the selections using a hash function, ℎ (f (�)) = 0 and ℎ (f (�)) = 1:

|f (�) ⊲⊳ f (�) | ≈ 0 · 1

However, these sketches may not be readily available if the selections are not specified beforehand.
Additionally, sketches are inapplicable to other selections, so an application may have to keep
multiple sketches—one for every selection. The cost of maintaining these sketches can quickly
add up, especially for multidimensional data — there can be an intractable number of selections to
sketch.
This brings us to our problem: obtaining sketches 0 and 1 for their respective selections f (�)

and f (�), which can be any arbitrary conjunction of point and range predicates. As mentioned,
the naive solution of maintaining multiple sketches is undesirable. Moreover, such a solution [29]
was only proposed for primitive AGMS sketches [1, 2], which are not based on hashing. The
only alternative is sketching the selection at query execution time [16], which trades the cost
of maintaining sketches that might not ever be used in favor of the on-demand cost of exactly
sketching only relevant selections. We go further and avoid the sketching process by approximately
generating the sketch as the output of a transformer model.
We find that any Count-Min sketch can be expressed in terms of probabilities that can be

estimated from a transformer trained on a superset of the sketch selection, i.e., the entire table.
More exactly, the Count-Min sketch 0 of the selection f (�) can be expressed as the following:

0 = ? |f (�) |

where ? is a probability vector that describes the probability mass distribution of the sketch of
f (�). Scaling this probability vector by the size of f (�) is equivalent to the Count-Min sketch of
the selection. The crux of our work is proposing a method for training transformers to output ? for
any arbitrary selection. Additionally, since |f (�) | is not exactly known prior to query execution,
we explain how our model can estimate it.

3 PRELIMINARIES

3.1 �ery Optimization

Query optimization in databases relies on cardinality estimation to predict and minimize the
runtime of queries. The cardinality of a query and the subqueries in its execution plan is strongly
indicative of its runtime. For example, consider a query joining 3 selections f (�), f (�), and f (�).
Which join should be executed first — should f (�) ⊲⊳ f (�) or f (�) ⊲⊳ f (�) go first? Additionally,
since a join is a commutative operation, f (�) ⊲⊳ f (�) can also go first. Either way, the query will
have the same result that is f (�) ⊲⊳ f (�) ⊲⊳ f (�).

While a query may have many correct execution plans, most are suboptimal in terms of runtime.
Accurate cardinality estimation is vital to guiding the query optimizer’s search for an optimal
plan. An optimizer enumerates potential plans, evaluating each with a cost function based on their
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the sketch is updated by a hash function ℎ : R → [1,F]. For example, inserting an element G
increments the corresponding counter in vector 0 such that 0ℎ (G ) ← 0ℎ (G ) + 1. Likewise, deleting
an element subtracts from the corresponding counter. It follows that the cardinality of a query for
a point G is upper-bounded by 0ℎ (G ) . To tighten this bound, 3 independent Count-Min sketches can
be kept, each with their own hash function, as depicted in Figure 1. The upper-bound is then the
minimum of the independent estimates:

|fG | ≤ min
{

01,ℎ1 (G ) . . . 03,ℎ3 (G )
}

(1)

Since data is hashed, the Count-Min sketch requires additional specialization for range queries.
Before hashing, first consider which interval(s) the element belongs to. For example, the element G
belongs to the ⌊G/32⌋-th interval of size 32. A Count-Min sketch for size 32 intervals would then
be updated by hashing ⌊G/32⌋ instead of G . Such a sketch infers tighter upper-bounds of range
queries, especially for closed ranges of sizes up to 32. Additionally, sketches of various interval sizes
can efficiently handle large ranges. Any interval of size = can be exactly partitioned into O (log=)
dyadic intervals [11] which are disjoint intervals sized 28 and can be uniquely identified by the
quotient of G divided by 28 :

�8 (G) =
⌊ G

28

⌋

(2)

The cardinality of a join query is estimated by the dot product between Count-Min sketches that
share the same hash function. The cardinality of the join between streams� and � is upper-bounded
by the dot product of their sketches 0 and 1, respectively. Intuitively, the elements in � whose
hash is 8 may only join with elements in � with the same hash, resulting in the upper-bound of
0818 . Rather than an upper-bound, Count-Min can perform the unbiased estimation presented as
Count-Mean-Min by Deng et al. [7], where sketches 0 and 1 are denoised before computing their
dot product:

0′8 =
F − 1

F

(

08 − 0̄ +
08

F

)

(3)

The denoised Count-Min sketch of 0 is denoted as 0′. It is computed by deducting the average of
all other counters – besides itself – from each counter. Deng et al. [7] intuitively explained that this
“removes the noise and returns the residue” in each counter. Afterwards, the dot product 0′ · 1′, is
an unbiased cardinality estimate of � ⊲⊳ �. Since the estimates are no longer an upper-bound, the
median of 3 unbiased estimates should be taken as the final estimate.

3.5 Fast-AGMS

Like Count-Min, Fast-AGMS is also a hash-based sketch that can estimate cardinalities of point and
join queries. Whereas Count-Min only uses one hash function per sketch, Fast-AGMS uses two:
one ℎ : R → [1,F] for determining which counter to update and another b : R → ±1 to decide
whether to add or subtract. For example, inserting an element G updates a counter in vector 0 such
that 0ℎ (G ) ← 0ℎ (G ) + b (G). Cardinality estimation is performed identically to Count-Min, except
the resulting estimates are inherently unbiased.
While Count-Min and Fast-AGMS sketches are univariate, their cardinality estimation for join

queries do not assume that data is statistically independent. By using hash functions, sketches
instead assume that elements with the same hash can join together. However, being univariate, a
sketch cannot be applied to selections that are subsets of its own data. Although a sketch can be
applied to a larger selection, since every sketched element is included, the same guarantee cannot
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be made if the sketch is applied to a smaller selection. As such, sketches are ideally made for specific
selections, rather than for the full data.

3.6 Transformers

Rather than maintain sketches for various selections, our work uses transformers to approximate
the sketch of any arbitrary selection. Transformers output conditional probabilities, which sketches
can be seen as a function of. This class of neural networks is based on attention mechanisms [28],
which generally consists of multiple heads that each learn to extract relevant features from inputs
before aggregating them. These state-of-the-art models have become ubiquitous, even outside of
natural language processing (NLP).
In NLP, the masked language modeling problem is particularly relevant to our work. Masked

language modeling uses models for the task of filling in the blank orMASK token. For example,
consider the sentence “I went to the grocery store for milk” where each word can be represented by
an embedding. Embeddings are defined as vectors which each correspond to their own specific
concept — in this case a specific word — that they represent. We replace the embedding of “milk”
with a special MASK embedding that indicates an omitted word. The MASK embedding is used to
represent missing or unknown values and can be used to train models to fill in those values. We can
train a transformer model to predict the omitted — masked — word in the sequence by using the
original sequence as the target label. The transformer outputs a probability distribution over the
words in its dictionary of embeddings. This probability distribution takes the form of a probability
vector of size<, where< is the number of words represented in its embedding dictionary. This
is conditioned on other words in the input e.g. % (-8 |G1 = I, G2 = went, . . . , G7 = for) ∈ R< which
denotes a probability vector for the 8th masked word conditioned on the other known words.

3.7 NeuroCard

Transformers were applied to cardinality estimation before, specifically for point and range queries
in Naru and then extended to joins by Yang et al. in NeuroCard [32]. These methods utilize self-
supervised models as to learn the joint distribution amongst columns. In Naru, Yang et al. [33]
trains a unidirectional transformer on an entire table, treating each row as a sequence of columns.
For each row, the transformer predicts the value of the first column G1, then the value of the second
G2 given G1, then the value of the third G3 given G1 and G2, and so on. At each step, the transformer
outputs the probability distribution of a column conditioned on prior columns. By using the chain
rule, the product of these conditional probabilities is a joint probability equal to the selectivity of a
point query:

|fG1∧G2∧···∧G= | ∝ % (G1, G2, . . . , G=)

∝ % (G1)% (G2 |G1) . . . % (G= |G1, G2, . . . ) (4)

Point predicates are denoted as G1, . . . , G= whose point value is represented by an embedding. When
a column has no predicate, it can be considered an unknown — a wildcard — and represented by
theMASK embedding. Without the MASK embedding, the transformer would otherwise infer a
probability for each possible value of the wildcard column — summing these probabilities marginal-
izes the wildcard from the joint probability. To efficiently handle wildcards, Naru implements a
sampling algorithm to reduce the number of inferences. This sampling algorithm also handles
range predicates, i.e., the sum of probabilities for all values within a range equals its selectivity.
For joins, Yang et al. proposed NeuroCard, which simply extends Naru beyond a single table.

NeuroCard trains a single unidirectional transformer on the full outer join of all tables in the
database. To remain tractable, only a small sample of the full outer join is used for training. This
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method has clear drawbacks, such as requiring prior knowledge of the join schema and having to
potentially model extremely high dimensional data, which may not always be viable. However,
if successful, the model can then treat join queries as a query on a view of the full outer join. In
cardinality estimation methods, each additional join in a query typically incurs significant error,
but this seems not to be the case for NeuroCard, which treats the full outer join as a single table.

NeuroCard demonstrates that transformers can be highly accurate cardinality estimators, even
for joins. However, it may not always be feasible to train on the full outer join or expect a single
model to learn its joint distribution. As a more scalable alternative, our work eschews the join
schema and trains just one model per table, relying on sketches to handle joins.

4 APPROXIMATE SKETCHES

4.1 Notation

We describe the notation in this section. Firstly, 3 andF are reserved for the depth and width of
sketches, respectively. A hash function ℎ3 : R → {1, . . . ,F} may have a subscript to denote that it
belongs to one of 3 independent sketches. If a hash function is without a subscript, then the context
assumes it corresponds to a singular sketch.
The inputs to our models are embeddings — vectors which represent all possible hash values.

Additionally, there is also a MASK embedding vector, which does not represent a hash value, but
instead the lack of any. The MASK embedding is required to obtain the probability distribution of
a particular column. All embeddings are randomly initialized prior to training.
It is assumed that the output of our models represent the probability distribution of hashes —

specifically a probability vector denoted as % (ℎ(- )) ∈ RF , where capital - is a specific column or
attribute. When the column is capitalized, e.g., - , then % (ℎ(- )) ∈ RF is a vector ofF probabilities
that represents the distribution of the hashes of - . We abuse notation to let ℎ(- ) refer to the
multiset of hashes of the values in- e.g., {ℎ(G)∀G ∈ - }. Otherwise, lower-case G refers to a specific
value and % (ℎ(G)) ∈ [0, 1] is the scalar probability of the hash ℎ(G) being in the multiset of hashes.
This is equivalent to a point predicate for the equality - = G and a upper-bound of its selectivity
% (G) ≤ % (ℎ(G)) Note that the selectivity of the point predicate is referred to as % (G) while implying
that it is estimated from our model as % (ℎ(G)).

When there are multiple point predicates {G1, . . . , G=} their joint selectivity — the joint probability
of satisfying all predicates — may be referred as % (G1, . . . , G=) when = is given. Otherwise, their joint
selectivity may also be denoted as % (G: ∀:) when there can be an arbitrary number of predicates.
The subscript variables 8 , 9 , and : subscript an arbitrary predicate or hash function.

4.2 Model

We use bidirectional transformers [8] to approximate sketches. It differs from the unidirectional
transformer in NeuroCard, which estimates a column’s probability distribution conditioned only on
predicates of preceding columns. The order of columns is fixed prior to training, so a unidirectional
transformer cannot estimate conditional probability distributions for columns that precedes a
predicate column. Therefore, they cannot be used to approximate sketches of selections with
predicates subsequent to the sketch column — the column whose hashes are used to update the
sketch.
In contrast, bidirectional transformers can estimate a column’s probability distribution condi-

tioned on predicates of both preceding and subsequent columns. For any given row, a bidirectional
transformer predicts the values of all masked columns at once, whereas unidirectional transform-
ers predicts for each column one by one, conditioning the estimate of each column on those
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prior to it. For example, consider a table ) containing columns (-1, . . . , -=) and also its predi-
cates G1, . . . , G= represented by the embeddings of their point values or the MASK embedding
for wildcard predicates. Taking those embeddings as input, a bidirectional transformer outputs a
conditional probability for every wildcard, conditioned on every embedding that is not a wildcard.
In the case where only G1 is a wildcard, then the model outputs a single conditional probability
vector % (-1 | G2, . . . , G=) that describes the probability mass distribution of Π-1

(

fG2∧···∧G= (- )
)

— the values of -1 within the predicate selection. When every predicate is a wildcard, then the
model instead outputs a probability vector for each column: % (-1), . . . , % (-=). As such, the order of
columns does not prevent our models from approximating the sketch of any arbitrary column and
selection. In practice, even a simple multilayer perceptron may estimate a probability conditioned
on both left and right contexts. However, we choose to use bidirectional transformers because of
its ubiquity in masked language modeling

As transformers uses embedding vectors to represent discrete values such as hashes, we cannot
directly apply our models to range predicates, as ranges are continuous. Instead, we focus on point
queries. Range queries can then be handled by discretizing intervals and treating range predicates
as multiple point predicates.

4.3 Training Data

To train, we preprocess each table with hash functions. For each row of a table, the hash function
ℎ : R → {1, . . . ,F} is applied to each column. Thus we replace each individual element with
its hash value. We also initialize embeddings for all possible hash values — corresponding to F
embedding vectors per column. Embeddings are not shared between columns, as to not assume
that their hashes have the same distribution.

When approximating 3 independent sketches, we repeat the process for each hash function. This
produces 3 × = hashes, where = is the number of columns — each column is hashed 3 times. We
concatenate these hashes and treat it as a single row. Again, embeddings are not shared between
columns nor hash functions. This allows the model to learn the joint probability distribution of all
of a table’s hashes:

%
(

ℎ8 (- 9 ) ∀9 < = ∀8 < 3
)

(5)

Intuitively, multiple hash functions can represent exponentially more distinct values. A single hash
function can only representF distinct values, whereas 3 hash functions can representF3 distinct
values. In total, we createF × 3 × = embeddings per table, each representing a hash value.

During training, each row is considered a single training sample and all preprocessing e.g.,
hashing, can be performed on the fly. As in masked language modeling, columns are randomly
masked — their embeddings are replaced by aMASK embedding. The model’s objective is to predict
the masked hash value, by outputting a probability vector of sizeF where the 8-th element is the
probability of the masked hash value being 8 . By running gradient descent over an entire table, the
model eventually learns the joint probability distribution of (the hashes of) its columns.
After training, we can infer the model for approximate sketches of arbitrary selections. While

point queries and range queries do not require explicitly require approximating sketches from the
model, its cardinality estimates are equivalent to Count-Min estimates. Only join queries require
explicitly approximating sketches, whose inner products estimate the cardinality of joins.

4.4 Point�eries

Point queries are handled similarly to Naru, by estimating its selectivity as a joint probability,
factorized as the product of conditional probabilities. Unlike Naru, which directly learns the
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distribution of columns, our models learn the distribution of their hashes. Additionally, using a
bidirectional model means joint probabilities can factorized in any order via the chain rule in
Equation 4.
Consider a point query on a =-column table ) and predicates with point values (G1, . . . , G=) on

columns (-1, . . . , -=). Its cardinality equals the size of ) times its selectivity — equal to the joint
probability of satisfying all predicates:

|fG1∧···∧G= | = |) | × % (G1, . . . , G=) (6)

This joint probability can be estimated from a model trained on table ) . The point values for each
predicate are converted to = ×3 hashes {ℎ8 (G 9 ) ∀9 < = ∀8 < 3} which are each represented by their
corresponding embedding. Since bidirectional models can factorize joint probabilities in any order,
let 8 and 9 be arbitrarily chosen and replace the embedding of ℎ8 (G 9 ) with theMASK embedding,
masking it. Wildcards — columns without predicates — default to the MASK embedding.

Themodel takes the embeddings of those point values and outputs conditional probability vectors,
%
(

ℎ8 (G 9 ) | ℎ: (G; ) ∀: ∀; ≠ 9
)

∈ [0, 1], one for eachmasked column hash, e.g.,ℎ8 (G 9 ). Maskingℎ8 (G 9 )
indicates the model to output a probability vector for the distribution of ℎ8 (- 9 ) conditioned on
other predicates — the ℎ8 (G 9 )-th element of this vector is an upper-bound of the scalar probability
of satisfying predicate - 9 = G 9 given that all other predicates -; = G; are satisfied. The process
is repeated with arbitrary 8 and 9 until all predicates are masked once, estimating a conditional
probability for each predicate. Their product is the joint factorization:

% (G1, . . . , G=) ≤ %
(

ℎ8 (G 9 ) ∀9 < = ∀8 < 3
)

≤

3,=
∏

8, 9

%
(

ℎ8 (G 9 ) | ℎ: (G; ) ∀: ∀; > 9
)

(7)

This estimates (an upper-bound of) the selectivity of all predicates. Scaling by the size of the table
|) | produces the cardinality estimate of the point query. Since our model is trained on hashes, the
resulting cardinality estimate is an approximation of a Count-Min estimate, hence an upper-bound.
However, in practice, the model may produce errors such that the estimate is not an upper-bound.

year
23 22 21 20

[2000, 2008) ⊃ [2004, 2008) ⊃ [2006, 2008) ⊃ 2006
[2008, 2016) ⊃ [2012, 2016) ⊃ [2012, 2014) ⊃ 2012
[2008, 2016) ⊃ [2012, 2016) ⊃ [2012, 2014) ⊃ 2012
[2008, 2016) ⊃ [2012, 2016) ⊃ [2012, 2014) ⊃ 2013
[1984, 1992) ⊃ [1984, 1988) ⊃ [1984, 1986) ⊃ 1984
[2000, 2008) ⊃ [2004, 2008) ⊃ [2004, 2006) ⊃ 2004

Table 1. Dyadic intervals containing the values of a continuous column, year. Interval sizes are user-specified

and treated as another column for training.

4.5 Range�eries

Since embeddings represent discrete values, we discretize ranges. We adopt dyadic intervals as our
discrete units, following their original proposal in Count-Min [6]. We propose a general algorithm
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to decompose ranges into (dyadic) intervals, which are each be treated as a point. This allows us to
reduce range queries into dyadic range queries which are effectively point queries. For our model
to handle dyadic range queries, we augment our training data to include dyadic intervals.

As shown in Table 1, we create virtual columns during training that correspond to various dyadic
interval sizes e.g., 21, 22, . . . , 2: . Virtual columns are treated the same as other columns, though
they did not originally exist in our table. For a numerical column value G , a virtual column for
interval size 28 will contain �8 (G) which uniquely identifies the 28 sized interval containing G . Each
numerical column may have its own corresponding virtual columns. As before, virtual columns are
hashed and assigned embeddings like other columns.
Any range can be decomposed into a minimal dyadic cover, which is the unique set of dyadic

intervals that exactly covers the given range. A range of size = can be decomposed to O
(

log2 =
)

dyadic intervals. The exact number of intervals in the decomposition depends on how many and
what interval sizes the model is trained with. Large interval sizes reduce ranges into fewer point
queries, but increase the number of embeddings to train.
A decomposition may still involve exceedingly many intervals, especially when the model is

trained with smaller interval sizes. Furthermore, not every interval may be relevant to a range
query. Intervals which contain frequent points can be considered more informative than others. The
frequency of points within an interval can be estimated via univariate statistics such as histograms.
Naru implements a progressive sampling algorithm that exploits their model to infer the frequency
of points in a range. We implement Algorithm 1 to decompose ranges into closed intervals while
using a frequency estimator to prune less relevant intervals.
Our algorithm decomposes a range [U, V] by finding a cover with the largest interval size and

iterates on refining the left and right-most intervals of the cover. Large intervals are preferred over
small ones — each interval is treated as a point. A large interval can only be replaced by smaller
intervals that are less noisy. An interval’s noise is its difference or the frequency of its points that
are not within the original range [U, V]. Frequency is inferred from a given function 5 , which can
be our model or a simple histogram.

Algorithm 1 Decompose Range

Input: Range [U, V],
Interval Sizes S,
Sampling Limit : ,
Frequency 5 : [0, 1] → number of rows in [0, 1]

Output: Intervals I
Initialize set I ← intervals of size maxS covering [U, V]
Sort S in descending order
for remaining sizes B ∈ S do

[0, 1) ← interval of size B containing left bound U
Calculate noise← 5 ( [0, U)) + 5 ( [V, 1))

if noise < noise of left-most interval ∈ I then

Replace left-most interval with intervals of size B
end if

Repeat process for right-most interval
end for

Sort I in descending order of 5 ( [0, 1))
return top-: intervals in I
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To illustrate the decomposition, consider the following example. Given the range [1, 10], decom-
pose it into dyadic intervals of size 2, 4, and 8. Assume that the frequency of any value is 1. First,
we cover the range using size 8 intervals:

[1, 10] ≈ [0, 8) ∪ [8, 16) (8)

The left-bound cannot be better covered by [0, 2) or [0, 4), so we do not replace the left-most
interval. The right-most interval is noisy, because it has the difference [11, 16). We can reduce the
difference, by replacing the right-most interval with one of size 4:

[1, 10] ≈ [0, 8) ∪ [8, 12) (9)

The right-most interval now has the improved difference [11, 12). We do not replace it with intervals
of size 2, [8, 10) and [10, 12), since its difference would not improve. The final decomposition consists
of just 2 dyadic intervals, with respective sizes 8 and 4. They are represented as values �3 (0) and
�2 (8) in virtual columns, and can be queried as points via Equation 7.

4.6 Join�eries

For point and range queries, there has been no need to materialize a sketch. However, join queries
involve multiple selections that must each have a sketch to estimate the cardinality of their join.
Approximate sketches of arbitrary selections can be inferred from the models corresponding

to the table of each selection. A Count-Min sketch, vector 0, consists of F counters which are
incremented according to its hash function ℎ : R → [1,F] applied to a particular column — the
sketch column — of a selection. The 8-th counter, 08 , represents the number of rows from the
selection whose sketch column value has the hash 8 . This can be equivalent to the product of the
cardinality of the selection and the conditional probability of a row having the hash 8 given that it
satisfies the selection predicates:

08 = |) |% (G: ∀:) × %
(

ℎ(G 9 ) = 8 | G: ∀:
)

(10)

Let G 9 denote values in the sketch column and {G: ∀:} denote the set of : selection predicates.
Additionally, ℎ(G 9 ) must equal 8 , in order to update 08 . The cardinality of the selection equals the
joint selectivity of all selection predicates % (G: ∀:) scaled by the number of rows in the table
|) |. The entire sketch can therefore be expressed as a conditional probability vector times the
cardinality of the selection:

0 = %
(

ℎ(- 9 ) | G: ∀:
)

% (G: ∀:) |) | (11)

In Equation 11, both the conditional probability vector and the selectivity can be inferred from the
model. Selectivity can be estimated via Equation 7. The conditional probability vector is estimated by
providing theMASK embedding for ℎ(- 9 ), indicating that the model should output the distribution
of ℎ(- 9 ) conditioned on the predicates — the embeddings of the hashes of all predicate values are
input to the model.
When the selection predicates include a range, the query is decomposed into multiple point

queries via Algorithm 1. Each point query partitions the original selection into sub-selections.
The sum of sketches from every sub-selection is the sketch of the original selection, via the linear
property of Count-Min sketches, i.e., the sum of sketches of the sub-selections equals the sketch of
the union of those sub-selections:
An example of this type of selection is shown in Figure 2. For the range predicate G ∈ [0, 10]
and the point predicate ~ = 2, our goal is the sketch of column / on the selection. Assume our
model uses the dyadic interval sizes of 4 and 8. First, decompose any ranges. Decomposing the
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3-way join example. Intuitively, the element-wise minimum merging alleviates the overestimation
of multiplying multiple sketches. Although originally proposed for Fast-AGMS sketches, we apply
it to unbiased [7] Count-Min sketches.

4.7 Upper-Bounded Sketches

We propose a simplification of our approximate sketch formula (11) to more quickly approximate
sketches. In Equation 11, the joint selectivity of : predicates is the joint probability % (G: ∀:). Recall
that this can be factorized as the product of : conditional probabilities:

% (G: ∀:) = % (G1 | ..., G: ) % (G2 | . . . , G: ) . . . % (G: )

where each conditional probability can be estimated from the model. However, each estimation
linearly increases the time spent on model inference. Estimation error for each conditional proba-
bility may even compound when multiplied. Thus, reducing the number of estimates may improve
inference time with negligible error.
The inequality % (G: ∀:) ≤ min {% (G: ) ∀:} expresses the joint selectivity as upper-bounded

by the selectivity of the single most selective predicate. As such, the Count-Min sketch has an
upper-bound that replaces the joint selectivity with the minimum selectivity of all predicates:

0 = %
(

� (- 9 ) | G: ∀:
)

% (G: ∀:) |) |

≤ %
(

� (- 9 ) | G: ∀:
)

min {% (G: ) ∀:} |) | (13)

Approximating this upper-bounded sketch only requires estimating the conditional probability
vector and the selectivity of a single predicate. A conditional probability vector can be estimated by
just inferring the model once. The selectivity of a single predicate, an unconditional probability, does
not necessarily have to be inferred from the model. Rather, even the simple univariate histograms
already used in databases would suffice. Thus, sketches have an upper-bounded approximation
which only requires inferring the model a single time.

4.8 Count-Min as Fast-AGMS

Recall that the differentiating characteristic of Fast-AGMS sketch is that they can either increment
or decrement their counters. When inserting an element into the Fast-AGMS sketch, a hash function
ℎ : R → {1, . . . ,F} determines which counter to update. Another hash function b : R → ±1

determines whether to increment or decrement that counter. Consider inserting an element G .
If b (G) > 0, then increment the ℎ(G)-th counter. Otherwise, if b (G) < 0, then decrement that
counter instead. This can be seen as keeping two vectors ofF counters — one corresponding to
counters which are only incremented and the other for counters which are only decremented. The
Fast-AGMS sketch can be computed by element-wise adding these two vectors. We can revise our
hash function to create Count-Min sketches that can also be converted to Fast-AGMS sketches:

� (G) =

{

ℎ(G) b (G) = 1

F + ℎ(G) b (G) = −1
(14)

Our proposed combined hash function uses both ℎ and b to update a vector of 2F counters. This
hash function � : R → {1, . . . ,F} updates the first F counters for elements whose b (G) > 0.
Otherwise, elements whose b (G) < 0 are mapped to the lastF counters. Using this combined hash
function to train our model, our approximate Count-Min sketch can be converted to a half-width
Fast-AGMS sketch by subtracting the last half of the vector from the first half. Converting to
Fast-AGMS may be desirable when an unbiased estimate is preferred. Deng et al. [7] proposed a
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Table Columns Rows

movie_info_idx 2 1,380,035
title 8 2,528,312
movie_companies 3 2,609,129
movie_keyword 2 4,523,930
movie_info 2 14,835,720
cast_info 3 36,244,344

Table 2. Tables in JOB-light-ranges with their number of rows and relevant columns.

similar method for unbiased estimation using Count-Min sketches, while preserving their width.
We experimentally investigate both alternatives.

5 EXPERIMENTAL EVALUATION

5.1 Workloads

Sketches and their approximate counterparts are evaluated on 2 workloads derived from the Join
Order Benchmark [20] or JOB. The original JOB workload consists of 113 realistic join queries based
on data from the Internet Movie Database or IMDB [15]. It was designed to evaluate the efficacy
of query optimization methods, such as cardinality estimation, for actual databases. The derived
workloads are commonly used [12] for evaluating learned model-based cardinality estimators:

(1) JOB-light [18] consists of 70 queries from JOB without string predicates and joins only up to
5 tables — strings often escape the scope of learned cardinality estimation research and some
models only support a fixed maximum number of joins.

(2) JOB-light-ranges [32] has 1000 queries generated following the same patterns as JOB-light
but features range predicates on multiple attributes, whereas JOB-light only had one attribute
for ranges.

For each query, we derive their subqueries on which we evaluate the accuracy of cardinality
estimation methods. These subqueries are all the possible joined in each query e.g., � ⊲⊳ � ⊲⊳ � has
3 subqueries: � ⊲⊳ �, � ⊲⊳ � , and � ⊲⊳ � . There are 696 and 10230 total subqueries in JOB-light and
JOB-light-ranges, respectively. Both workloads involve the same set of tables, shown in Table 2.

5.2 Metrics

Cardinality estimation accuracy is measured using the standard Q-error metric [23] calculated as
the ratio between the estimate .̂ and the target . :

Q-error =
max

{

., .̂
}

min
{

., .̂
} (15)

A large Q-error does not necessarily mean the cardinality estimates are insufficient for effective
query optimization. Instead, some research [24] show that cardinality estimates with poor Q-error
may still produce optimal plans in PostgreSQL.
To evaluate the efficacy of our methods in query optimization, we integrate their cardinality

estimates into PostgreSQL 13.1 and evaluate query plans using the P-error metric [12]. P-error is
defined as the ratio between the PostgreSQL plan cost (%%�) of the plan created based on estimated
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cardinalities �̂ and that of the plan based on true cardinalities �:

P-error =
%%�

(

% (�̂),�
)

%%� (% (�),�)
(16)

where % (�̂) denotes the plan generated from the estimated cardinalities. Its PostgreSQL plan cost,
denoted by %%� (% (�̂),�), is the cost of executing that plan according to its true cardinalities e.g., as
shown via PostgreSQL’s EXPLAIN ANALYZE command. The closer P-error is to 1, the more optimal
the plan is according to the PostgreSQL cost model.

5.3 Methods

We compare exact – computed only over data that satisfies the filter conditions – Count-Min and
Fast-AGMS sketches to their approximations. The samemodel can approximate both Count-Min and
Fast-AGMS sketches, either as an exact approximation (Equation 11) or a simplified upper-bounded
approximation (Equation 13):

• Count-Min sketches, whether exact or approximate, are used with the count-mean-min

estimation method [7] to produce unbiased cardinality estimations.
• Fast-AGMS sketches inherently produce unbiased estimates, but we only evaluate Fast-AGMS
sketches that are half the widths of their Count-Min counterparts, as per how we derive
Fast-AGMS sketches from Count-Min sketches.
• NeuroCard uses a single model trained on the full outer join of the entire database, in order
to handle join queries on any subset of the full outer join schema. In contrast with our
bidirectional transformers, we compare with the pre-trained unidirectional transformer from
Yang et al. [32] with a sampling limit of 512.

For experiments, we create the exact Count-Min and Fast-AGMS sketches of required selections on
demand. These sketches are idealized in the sense that they exactly match the relevant selections
in any given query. Realistically, such sketches are unlikely to be readily available, due to the
high upkeep or upfront computational cost. In practice, it is more efficient to maintain sketches
periodically, similar to histograms in PostgreSQL, which may be slightly out of date. Our goal is to
approximate sketches of arbitrary selections while having fewer restrictions than exact sketches.

Our models are trained similarly to NeuroCard’s but applied to each individual table rather than
the full outer join. By modeling joins via the sketches of individual tables, we can apply approximate
sketches to any database and workload without prior knowledge of the join relationships between
tables. We compare with NeuroCard to evaluate the extent to which sketches can model joins rather
than a single model trained on the full outer join.
Though we compare against exact sketches and NeuroCard, approximate sketches are not

expected to be more accurate than either. Intuitively, approximations should not outperform the
exact sketches, nor should independent models of individual tables more accurately learn inter-table
correlations than a single model of the full outer join. However, we find that approximate sketches
closely follow and may sometimes surpass the accuracy of exact sketches.

5.4 Experimental Setup

As typical, training large deep learning models requires sufficiently capable hardware. For training,
we use 8 NVIDIA® Tesla® P40 GPUs, though even one would already suffice to speedup training.
For inference, in which we only estimate the cardinality of one query at a time, we use a single GPU.
Our hardware also includes 2 Intel® Xeon® E5-2699 v4 CPUs and 256 GB RAM memory. To isolate
the impact of our cardinality estimation methods, we configure PostgreSQL to use up to 128 GB of
memory and run single-threaded, minimizing the effect of disk access operations and parallelism on
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Fig. 3. Q-error of exact sketches on JOB-light. Larger width reduces error significantly while larger depth has

negligible impact on the error.

query performance. We create indexes on all join keys in our database, allowing the query optimizer
to produce diverse plans with indexed operations. Otherwise, without indexes, PostgreSQL’s query
optimizer may produce similar costing plans regardless of cardinality estimation accuracy.

5.5 Model Training

For each of the 6 tables in our workloads, we train 3 bidirectional transformer models [8] to
approximate Count-Min sketches of width 128, 1024, and 8192. The depth of approximate sketches
is kept a constant 5. Increasing the depth would heavily inflate the number of embeddings while
yielding marginal benefit, as seen in Figure 3. The 128 and 1024 width models use the same
hyperparameters, only differing in their number of embeddings. The model with width 8192 has
larger hyperparameters, to accommodate more embeddings.

Model Width Parameters Rows/sec

Approx. Sketch 128 321,217 7896
Approx. Sketch 1024 379,457 7153
Approx. Sketch 8192 6,945,025 1628
NeuroCard – 5,416,064 4364

Table 3. Training rate of approximate sketches (bidirectional transformers) with various widths compared

with NeuroCard’s unidirectional transformer.

We train each model for 10 epochs and report the rate of training for the largest table, cast_info,
as the average rows processed per second. We compare these rates in Table 3. A model’s total
training time primarily scales with its number of parameters and the number of rows to process.
On the smallest table, movie_info_idx, an epoch may take less than 3 minutes to complete, whereas
cast_info requires 76 minutes for even our smallest model.
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Estimator Width Time (ms)

Mean 25% 50% 75%

Count-Min 128 786.20 227.25 590.25 1,118.84
Count-Min 1024 778.02 228.64 595.50 1,116.32
Count-Min 8192 758.83 217.22 573.35 1,092.46
Approx. Sketch 128 5.98 2.80 4.43 7.77
Approx. Sketch 1024 6.41 2.91 4.70 8.30
Approx. Sketch 8192 6.52 3.23 4.99 8.44
NeuroCard – 120.34 98.60 122.71 138.51

Table 4. Estimation time for learned and pushdown sketches.

The estimation time for our approximate sketch method includes the time from approximating
each sketch to using those sketches for cardinality estimation. For any join query, the sketch of
each selection being joined can be approximated from our models in a single inference. Even
for range selections, which are partitioned via our decomposition algorithm, the sketches of its
sub-selections can be estimated together in a single batched inference. Thus, the estimation time
for approximate sketches scales linearly with the number of tables being sketched, i.e., the number
of models to infer from. After approximating the sketches, the cardinality of joins can be estimated
as the inner-product between sketches or the multi-way join estimation process from COMPASS.
We observe that the estimation times for approximate sketches increases insignificantly for larger
widths, as model operations take advantage o GPU parallelism.

Compared to approximate sketches, NeuroCard has a longer estimation time due to its sampling
algorithm. It handles ranges by sampling points within the range and estimating the cardinality
of each point. NeuroCard samples only the most relevant points as predicted by its model. This
requires many model inferences, hence its higher estimation time. Although approximate sketching
requires multiple models, each model only requires a single inference. We report estimation times
using NeuroCard’s unidirectional transformer with a sampling limit of 512.

5.7 Approximate Sketch Accuracy

By comparing their Q-error, we determine whether approximate sketches are on par with exact
sketches. Figure 4 shows the Q-error distribution for sketches of various widths on JOB-light-ranges’
10,230 subqueries, separated by number of joins. Approximate sketches can be over a hundred
times worse than the exact Count-Min and Fast-AGMS sketches at widths 128 and 64, respectively.
However, this disparity is greatly diminished for wider sketches. For the widest widths tested,
the Q-error between exact and approximate sketches is indistinguishable. As such, approximate
sketches can be a viable alternative to exact sketches, particularly since exact sketches can be
impractical to readily have for any arbitrary selection.
We observe that our upper-bounded approximations are generally more accurate than their

more exact approximations, for all sketch widths and number of joins. For our widest sketches,
upper-bounded approximations may be even more accurate than exact sketches. This tendency can
be explained if our models are prone to underestimation, which would then be corrected in our
upper-bounded approximation formula (Equation 13).
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NeuroCard would otherwise contain more wildcards. NeuroCard falls short of expectations and
only becomes more accurate than approximate sketches for queries with the highest number of
joins.

5.9 Plan Cost

Whereas Q-error is the ratio between a cardinality estimate and the true cardinality, P-error is the
ratio between the cost of the query plan determined using cardinality estimates and the cost of the
optimal query plan determined using true cardinalities. As shown in Figure 5, the P-error for queries
with just a single join is always 1, since there is only one possible join order. For queries with 2 or
more joins, it would be intuitive to expect that the P-errors of approximate sketches and NeuroCard
would follow their Q-errors. However, we instead find support for claims that poor Q-error is
not particularly indicative of poor plans [24]. In JOB-light, our upper-bounded approximation of
Fast-AGMS generally has better P-error than other methods, despite having worse Q-error than
approximate Count-Min sketches. Likewise, in JOB-light-ranges, NeuroCard has better P-error
than approximate sketches, despite having worse Q-error for queries with less than 4 joins. Q-error
was proposed as a loose upper-bound to P-error [23] which entails that inaccurate cardinality
estimators can still produce optimal plans, as evident in our evaluation.
We also report the P-error for PostgreSQL — a standard baseline — with its own cardinality

estimates based on univariate histograms and heavy hitters. In our comparison, PostgreSQL is
unique in combining two different type of statistics instead of using a deep learning model. For
both workloads, it outperforms all other methods in our comparison, except NeuroCard on JOB-
light-ranges. Given its performance and low requirements, e.g., no training or prior knowledge of
joins, there is little margin for improvement over PostgreSQL that would warrant the application
of current learned cardinality estimators. This matches findings by Yizenov et al. [16] in which
PostgreSQL outperforms Fast-AGMS sketches for queries with less than 10 joins. However, superior
sketch estimation methods might still be proposed, that can also utilize our approximate sketch,
besides COMPASS’s join estimation method.
Overall, PostgreSQL consistently achieves impressive P-error. Otherwise, upper-bounded ap-

proximate Fast-AGMS has the best P-error on JOB-light, despite Count-Min sketches having better
Q-error. On JOB-light-ranges, NeuroCard has the best P-error, despite having the worst Q-error
on queries with less than 3 joins. Despite its lack of correlation to Q-error, we find that P-error is
clearly reflected in runtime.

5.10 �ery Runtime

In Table 5, we report the total runtime for both JOB-light and JOB-light-ranges. For each workload,
we measure the time for executing each of its queries — 70 in JOB-light and 991 in JOB-light-ranges.
The estimation time for each cardinality estimation method is measured separately and consists
of estimating the cardinality for every subquery derived from each workload. We evaluate the
same methods compared in Figure 5, in which approximate Count-Min and Fast-AGMS sketches
use widths 8192 and 4096, respectively. For NeuroCard, we report its estimation time when it is
configured with a sampling limit of 512. Note that all approximate sketches, whether Count-Min
or Fast-AGMS, and an upper-bounded approximation or not, are generated by the same model
inference — a single output of our model can be used to approximate a Count-Min sketch, via
either our exact or upper-bounded formula, which can then also be converted to a Fast-AGMS
sketch. As such, the estimation times for all approximate sketches listed in Table 5 share the same
estimation time for workload. Especially because the estimation procedure, e.g., a dot product, after
approximating the sketches is too short to be significant, even in milliseconds. This is also the case
for PostgreSQL’s estimation procedure.

Proc. ACM Manag. Data, Vol. 2, No. 1 (SIGMOD), Article 66. Publication date: February 2024.



Approximate Sketches 66:21

Estimator Total runtime (minutes)
JOB-light JOB-light-ranges

Query Est. Query Est.

Approx. Count-Min 90.0 0.23 809.4 1.11
Upper Count-Min 91.8 0.23 685.8 1.11
Approx. Fast-AGMS 88.8 0.23 709.8 1.11
Upper Fast-AGMS 92.4 0.23 664.2 1.11
NeuroCard 90.6 1.17 625.2 20.46
PostgreSQL 101.4 – 648.6 –

Table 5. Total query and estimation runtime.

On JOB-light, we observe that the total query execution time for each workload does not clearly
follow Q-error nor P-error. For example, approximate Fast-AGMS has the worst overall Q-error on
JOB-light yet still achieves the best query execution time on the workload. However, the difference
in query execution time is slight — there is less than a 4% improvement between the slowest and
fastest learned cardinality estimation method. Meanwhile, all methods result in 10% faster query
execution time than PostgreSQL.
On JOB-light-ranges, query execution times perfectly matches the P-error shown in Figure 5.

This is likely because the workload is simply larger, according to the law of large numbers. As such,
NeuroCard has the best query execution time, followed closely by PostgreSQL. This is still the
case, even when including NeuroCard’s hefty estimation time, which brings its runtime to within
1% of PostgreSQL’s runtime. The best performing approximate sketch, our upper-bounded Fast-
AGMS approximation, achieves a total runtime within 3% of PostgreSQL’s, whereas our Count-Min
approximation has a whopping 25% worse runtime.
Overall, our approximate sketch method clearly approaches the accuracy and performance

of NeuroCard. Though unexpected, our upper-bounded approximation formula is an especially
effective cardinality estimator. This shows that sketches can enable modeling individual tables and
producing join cardinality estimates as effectively as a model trained on the full outer join of all
tables, which may not be generally viable.

6 RELATED WORK

Although our work focuses on Count-Min and Fast-AGMS, there are many other sketches with
various applications. The HyperLogLog [9] method approximates the number of distinct elements,
by hashing them to bit strings and estimating as 2 raised to the maximum number of leading zero
bits. Bloom filters [3] uses multiple hash functions to test the membership of specific elements
— an element does not exist in the data, if the corresponding bits it would hash to are zero. The
AMS sketch [2] estimates the variance of data as approximated by the variance of counters in a
Fast-AGMS sketch — Fast-AGMS is derived from AGMS [1] which, in turn, is derived from the AMS
sketch. Though sketches have known statistical guarantees, there is not a single best sketch for any
purpose, since their accuracy depends on both their memory constraint and the actual distribution
of the data. Our approximate sketch method can likely be adapted for many varieties of sketches.
If transformers were only trained for up to one epoch, e.g., a single pass over a stream, they

could be considered sketches themselves. As research progresses on the efficient training and
inference of transformers, it is not unthinkable that such models might eventually be integrated
into databases. Although large transformer models are often applied in few-shot or even zero-shot
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settings [4], this is predominately for NLP problems. Fine-tuning pre-trained models is unlikely to
be applicable to our task, since the structure and patterns of data within a database is unlikely to
match that of natural language and even another database. Instead, we look at using extreme batch
sizes and carefully adjusting the step size [34] to be a plausible general-purpose optimization for
faster training. Also, much of the data used to train deep learning models may be pruned away
without degraded performance [26], in line with the observation of Yang et al. [32] that a few
million records, less than a thousandth of the full outer join, sufficed to train NeuroCard.
Although it is compelling to think that transformers or other deep learning models might

eventually become integrated into databases, there are still many reason it would currently be
impractical. Optimizing large models with gradient descent practically requires powerful hardware,
such as GPUs and TPUs [17]. Such accelerators may not be readily available or even cost-efficient,
depending on the application. Query-driven models [21] and those that learn from actual query
execution [31] suffer from the cold-start problem, where there is not yet (enough) data to learn
from. Training such models may require synthesizing and executing large amounts of queries.
Data-driven models, such as NeuroCard, avoid this but suffer having prerequisites that limit their
practicality. For example, graphical models in DeepDB [13] and derivations [30] require prior
analyses of the database to determine an optimal model structure. This assumes there is already
data whose distributions are not likely to change frequently. Later work [35] addresses this with an
incremental update strategy that conserves the original model structure while adapting to data
shifts.
By training one model per table, we avoid restricting our method to a specific join schema —

we can estimate the cardinality of any join query, even nonsensical joins between non-join keys.
Other work leveraging neural networks to improve sketches typically refine the actual sketches
themselves, thus sharing the same restrictions as actual sketches but having improved statistical
accuracy. Hsu et al. [14] proposes using recurrent neural networks to classify heavy hitters in
streams and avoid inserting those elements into the Count-Min sketch — it is known that its error is
often due to collision with heavy hitters and that skimming [10] these away can improve estimation
accuracy. Mitzenmacher [22] uses a neural network classifier as a preliminary filter, allowing a
subsequent Bloom filter to veto the neural network’s prediction and ensure there are no false
negatives. Similarly, although not a sketch, Kraska et al. [19] uses extremely simple neural networks
to predict the position of records in databases, effectively replacing indexes.

7 CONCLUSIONS AND FUTURE WORK

We address the challenge of applying query predicates to sketches, using transformers to approx-
imate the sketch of any arbitrary selection. Approximate sketches can estimate the cardinality
of any join query, even between non-key columns, with similar performance to actual sketches.
By training one model per table and modeling joins via sketches, we avoid necessitating prior
knowledge of the database join schema, a common pitfall in learned cardinality estimators. Our
work focuses on Count-Min and also relate it to Fast-AGMS, but these are not the only sketches that
can be approximated. Our method is versatile in being applicable to as many queries as the sketches
that we approximate. However, it is limited by the capabilities of the model that approximates
the sketch — the larger the sketch to approximate, the larger the model that must be trained.
Investigating more efficient models may address this shortcoming. Bidirectional transformers are
not the only model capable of estimating conditional probabilities and simpler models may suffice,
depending on the complexity of the data. Moving away from deep learning models would also
reduce hardware requirements as to no longer require GPU for training and inference.
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