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Abstract

N:M sparsity is an emerging model compression method
supported by more and more accelerators to speed up sparse
matrix multiplication in deep neural networks. Most existing
N:M sparsity methods compress neural networks with a
uniform setting for all layers in a network or heuristically
determine the layer-wise configuration by considering the
number of parameters in each layer. However, very few
methods have been designed for obtaining a layer-wise cus-
tomized N:M sparse configuration for vision transformers
(ViTs), which usually consist of transformer blocks involving
the same number of parameters.

In this work, to address the challenge of selecting suitable
sparse configuration for ViTs on N:M sparsity-supporting
accelerators, we propose ELSA, Exploiting Layer-wise N: M
Sparsity for ViTs. Considering not only all N:M sparsity
levels supported by a given accelerator but also the expected
throughput improvement, our methodology can reap the ben-
efits of accelerators supporting mixed sparsity by trading
off negligible accuracy loss with both memory usage and
inference time reduction for ViT models. For instance, our
approach achieves a noteworthy 2.9x reduction in FLOPs
to both Swin-B and DeiT-B with only a marginal degradation
of accuracy on ImageNet. Our code is publicly available at
https://github.com/ningchihuang/ELSA.

1. Introduction

In recent years, transformer-based neural networks have
been modified for artificial intelligence tasks that include not
only natural language processing but also computer vision,
such as image classification [5, 18, 32] and object detection
[3, 39]. Consisting of a series of transformer blocks that
can effectively capture dependencies between patches in a
given image, transformer-based neural networks demonstrate
outstanding performance on vision tasks and replace convo-
lutional neural networks (CNN5s) as the state-of-the-art. For
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example, DeiT-B can achieve a Top-1 accuracy of 81.8% on
the ImageNet dataset by utilizing 12 transformer blocks and
17.6G parameters. However, it is challenging to deploy such
huge models on smartphones or embedded devices, given
their limited memory budget and computational resources.
Furthermore, most of these devices are power-constrained.

Find a better
sparse mask

[15,37]

Given N & M

N:M Trair}ing [21, 24, 38]
sparsity algorithm

Find N & M

Figure 1. Three categories of methodologies for N:M semi-
structured pruning

Various model compression methods have been proposed
to reduce the requirements of memory usage and com-
putational cost for model inference, such as quantization
[17, 19] and pruning/sparsifying [4, 10, 14, 34, 36]. To main-
tain the application accuracy, unstructured pruning methods
[6, 8, 10, 25] have been presented to remove neurons or
connections from a deep neural network (DNN) that do
not significantly impact accuracy and only retain important
weights for computation. On the other hand, the remain-
ing data in the weight matrix are irregularly distributed and
require a high cost of encoding/indexing which induces over-
head when these compressed data are sent from memory to
processing units. In contrast, structured pruning methods
[14, 23, 34] are able to remove rows, columns, or chan-
nels that do not significantly impact the accuracy of a DNN
model. Although structured pruning methods have little or
no memory overhead on data encoding, the application ac-
curacy decreases dramatically when a larger compression
ratio is applied for reducing the model size. To overcome the
problems mentioned above, fine-grained structured pruning
(also called semi-structured pruning) has been introduced for
better trade-off among the model size, compression overhead
and application accuracy.
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Utilizing N:M sparsity is a type of fine-grained struc-
tured pruning method which splits every contiguous M data
chunks into a group of which only N out of the M in each
group are kept for computation (i.e., the other M —N data in
the group are pruned) [24, 31, 37, 38]. Resulting sparse data
representations have a lower cost on data encoding (each
remaining data only needs logs M bits for the index). Com-
pared to unstructured pruning, N:M sparsity is considered
to be a hardware-friendly method for model compression.

As illustrated in Fig. 1, methodologies for converting a
dense neural network to its N:M sparse counterpart can be
classified into three categories: (1) Methodologies focusing
on finding a better sparse mask with a given N: M, such as
CAP [15] and LBC [37], precisely estimate the importance
(or the sensitivity to pruning) of each weight and decide the
mask based on the importance score; (2) Methods that ob-
tain the target /V: M sparse network through sparse training
algorithms or strategies, such as ASP [24], SR-STE [38],
and STEP [21], are usually proposed to reduce the accuracy
loss induced by fine-grained structured pruning by retraining
the neural network or updating the weights; (3) Different
from the previous two categories, which typically enforce a
given/fixed sparsity level across all layers in the whole neural
network, i.e., uniform sparsity, methods in the third category
find the best N: M sparse configuration for different layers
in the network, i.e., layer-wise N: M sparsity. To the best of
our knowledge, DominoSearch [31] is the only methodology
employing N:M layer-wise sparsity currently.

However, very few methods have been designed for ob-
taining a layer-wise customized N:M sparse configuration
for vision transformers (ViTs). Most of the methods target-
ing layer-wise sparsity for CNNs decide the compression
ratio or the sparsity setting by considering the number of
neurons or parameters in each layer [6, 25, 31]. Those meth-
ods compress the layers containing more parameters with
higher sparsity; in contrast, the layers with fewer parameters
will have lower resulting sparsity. Because ViTs usually
consist of transformer blocks involving the same number of
parameters, deciding the layer-wise IN: M sparse configura-
tion according to the number of parameters is likely to have
limited impact on ViTs.

To this end, we propose ELSA, a sparsity exploration
framework for exploiting layer-wise N: M sparsity on ac-
celerating ViTs. Considering not only all N:M sparsity
levels supported by a given accelerator but also the expected
throughput improvement, our methodology can reap the ben-
efits of accelerators supporting mixed sparsity by trading
off negligible accuracy loss with both memory usage and
inference time reduction for ViT models. Additionally, our
approach can obtain multiple target models with varying
compression ratios through a single training process.

Our contributions are summarized as follows:

* To the best of our knowledge, this is the first work explor-

ing layer-wise IN:M sparse configurations for the linear
modules (matrices in linear projection and multi-layer per-
ceptron layers) in vision transformers.

* Our proposed methodology can consider the N: M sparsity
levels supported by a given accelerator and search layer-
wise INV:M sparse neural networks with high accuracy. On
the other hand, the sparse configurations obtained by our
method can provide an insight about the practicality of
different NV:M sparsity levels for hardware designers to
build accelerators supporting mixed N:M sparsity.

* Considering not only the application accuracy but also the
hardware efficiency, our methodology can obtain multi-
ple layer-wise sparse configurations with high accuracy
and a significant reduction in FLOPs, which is highly cor-
related to the throughput improvement on mixed N:M
sparsity-supporting accelerators. For instance, our ap-
proach achieves a noteworthy 2.9 x reduction in FLOPs to
DeiT-B with only a marginal degradation of accuracy on
ImageNet classification.

2. Preliminaries and Related Work

To support DNN models compressed via N:M sparsity, sev-
eral accelerators have been presented [1, 7, 12, 20, 28]. For
example, the Sparse Tensor Cores in NVIDIA Ampere GPU
can support 2:4 sparsity which allows a DNN model to halve
its parameter counts and ideally achieve 2 x speedup on the
operations of compressed 2:4 sparse matrices [28]. In addi-
tion, the architectures presented in S2TA [20] and VEGETA
[12] support 4:8 weight sparsity and configurable N:4 spar-
sity in their systolic array-based accelerators, respectively,
to yield speedup and energy efficiency.

Weight matrix with N:M sparsity

where M=4 and N=2 Non-zero values  Indices

1)2]1]2

0[2]0]2

1/3/0|2

0[3/01

12|1]2

0]3]0(3

2[3[0[3] Sparsity mode control

0[2[1]2 (N:M=1:4/2:4/4:4)

select Activation matrix
Result matrix (dense) (dense)

Processing Elements
for

Matrix Multiplication

Figure 2. Accelerator for mixed sparsity where weight matrix are
pruned by N:M semi-structured pruning

Fig. 2 illustrates a conceptual view of a configurable ac-
celerator with N:M sparsity support. The upper part of
Fig. 2 shows a weight matrix compressed by 2:4 sparsity.
The white grids in the matrix denote values that are less sig-
nificant in their 4-element group, and thus are pruned to zero.
With 2:4 sparsity being applied, only the most significant two
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weights in the group will be retained after compressing the
matrix into sparse format, where non-zeros and their 2-bit
indices (for distinguishing the original position of the non-
zeros from the 4-element group in IV:4 sparsity) are stored.
Therefore, not only the remaining weights but also the over-
head of the corresponding data for indexing can be reduced,
thereby making N:M sparsity more hardware-friendly than
unstructured pruning.

The bottom part of Fig. 2 shows how to produce the ac-
curate result of matrix multiplication from a sparse weight
matrix and a dense activation matrix. By decoding the in-
dices of the remaining N non-zeros from each original M -
element group in the weight matrix, the corresponding acti-
vation/input data for matrix multiplication can be selected
and loaded into the processing units. Compared to the cor-
responding dense matrix multiplication, when the sparsity
level of the current weight matrix is 2:4, only 50% of the
multiply-and-accumulate operations in the matrix multipli-
cation will be performed. With indices of sparse matrix,
control signals, associate MUXs and processing elements for
sparse matrix multiplication, accelerators supporting N: M
sparsity can effectively accelerate matrix multiplication.

If an accelerator supporting various levels of N: M spar-
sity (e.g., IN:4 sparsity) became available, it would be possi-
ble to obtain higher throughput by using customized, layer-
wise N :M sparsity without significant accuracy loss (com-
pared to aggressively applying uniform sparsity, e.g., 1:4
sparsity). In this scenario, an effective method for finding a
layer-wise sparsity setting for different DNNs on the accel-
erator becomes a necessity.

However, it is challenging to apply a suitable sparse con-
figuration to ViT models so as to achieve speedups from
mixed sparsity-supporting accelerators with negligible ac-
curacy loss. For example, when a ViT model including 48
weight matrices is served on an accelerator supporting 1:4,
2:4 sparse matrix multiplication, and 4:4 dense matrix mul-
tiplication, there will be 3*® combinations for the resulting
sparsity configurations. Furthermore, when a higher com-
pression ratio is applied to accelerate operations, some es-
sential values in the matrix are probable to be pruned, which
causes non-negligible accuracy loss. Accordingly, mitigat-
ing this accuracy loss necessitates extensive fine-tuning over
a substantial number of epochs to maintain the accuracy of
the compressed model. Therefore, an efficient methodology
is required for determining a suitable layer-wise sparse con-
figuration among the many possible combinations without
resorting to exhaustive search and fine-tuning.

3. Methodology

Problem Formulation Assuming the availability of an
accelerator supporting mixed N: M sparsity levels for matrix
multiplication operations, one can apply the N:M semi-
structured pruning to the linear modules of ViTs in the pur-

suit of computational efficiency. Consider a pretrained clas-
sic ViT comprising B transformer blocks, each including
four linear modules, as depicted in Fig. 3. Assuming the
accelerator supports a set of K different sparsity levels S =
{(N1:My),...,(Ng:Mg)}, our objective is to determine
a sparse configuration (i.e., a sequence of sparsity levels)
denoted as v = (s',...,s"), where s' € Sand L = 4B.
This configuration « is then used to convert the pretrained
weight values, represented as W = (Wl, ce W(L)) from a
dense to a sparse representation. To harness the acceleration
potential of the sparsity-supporting accelerator while mini-
mizing associated performance degradation, it is essential to
determine the optimal sparse configuration.

ﬁl‘ransformer Encoder Block h
Attention MLP
Linear Project
FC2
XX
GELU
FC1
Q. Ki V.
( Norm ] [ Norm ]
N — — /

T
D: Matrices to apply N:M sparsity

Figure 3. A classic transformer block and the matrices to be sparsi-
fied in our methodology

Challenge Deploying a ViT model on accelerators support-
ing flexible sparse matrix multiplication typically involves
two steps: (1) determining the N:M sparsity level for each
matrix in the model, followed by (2) fine-tuning the model
to mitigate the accuracy loss resulting from sparsification.
However, deciding the layer-wise sparsity configurations
for ViTs can be more challenging compared to convolution-
based models, primarily because ViTs comprise multiple
transformer blocks involving the same number of parame-
ters. Consequently, previous heuristic-based approaches to
sparsity level selection, as previously employed in the con-
text of convolutional models [6, 16, 25], confront difficulties
in selecting configurations that offer both superior accuracy
and substantial computational speed-ups on ViTs.

Furthermore, the process of sparsification often results in
a significant degradation of accuracy, especially when ma-
trices are pruned in a more structured manner (i.e., through
structured or semi-structured pruning). This necessitates
extensive fine-tuning over a substantial number of epochs to
restore the application accuracy of the given model, enabling
a precise evaluation of the chosen sparse configurations.
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To address the significant fine-tuning demands, we in-
novatively adopt the principles of supernets [2, 9, 30]. It
was originally designed to avoid training each candidate net-
work from scratch to accurately evaluate the corresponding
performance while searching network architecture hyper-
parameters, such as the kernel size and the number of chan-
nels for CNNs. Through customized encoding strategies, all
candidate networks within the search space, referred to as
subnets, are encoded into an over-parameterized supernet.
These subnets are then trained jointly, effectively amortiz-
ing the fine-tuning requirements for evaluating each spe-
cific/chosen combination of architecture hyper-parameters.
By training only once, we can yield the network correspond-
ing to any specific network configuration by directly inherit-
ing from the supernet without exhaustively training each of
them one by one.

In this work, we propose to extend these principles to
address the exploration complexities of obtaining suitable
layer-wise N:M sparse networks. Specifically, we design
a supernet construction scheme aimed at incorporating all
candidate N:M sparse networks, each corresponding to
an N:M sparse configuration a within the search space
A=8x8Ex---x8.

L

By harnessing this supernet, we can directly derive spe-
cific sparse networks without the need for additional fine-
tuning. This not only facilitates evaluation of specific sparse
configurations « but also expedites their deployment on hard-
ware accelerators to enhance computational throughput.

Detailed description of the algorithms for our supernet
construction and training will be provided in the subsequent
subsections.

3.1. Supernet Construction —
All Sparsity Configurations in One Supernet

We initiate our layer-wise sparsity exploration by first con-
structing a supernet, which involves the determination of
all layers that are utilized to perform matrix multiplication
in a ViT model, such as the linear projection and multi-
layer perceptron layers. For example, DeiT-S consists of
12 transformer blocks, each containing 4 target layers (i.e.,
gkv, linear projection, fcl and fc2); thus, the sparsity con-
figuration of the 48 layers should be determined before de-
ploying a sparse DeiT-S model on an accelerator supporting
mixed sparsity. Subsequently, all supported sparsity levels
of a given accelerator are encoded as possible choices avail-
able to each layer. If an accelerator offers 1:4, 2:4, and 4:4
sparsity options, each target layer within our supernet will
contain 3 sparsity choices, where one of them will be cho-
sen at a time, and the corresponding sparsity level will be
applied for sparse matrix multiplication when the layer is
computed. Moreover, each combination of sparsity choices
for a given ViT model is regarded as a sparse configuration,

which can be utilized to derive a sparse subnet within our
supernet. After constructing a supernet that contains all spar-
sity configurations, we train the supernet before searching
for a suitable configuration.

: .~ Shared weights
Module
Module

Dynamic masking according
to the chosen sparsity level

1:4 2:4

=

Figure 4. Shared weight values and dynamic masking for each
layer in a transformer-based model (including all linear projection
and multi-layer perceptron layers)

Module

4:4 } (dense)

Subset-Superset Relationship We notice the subset-
superset relationship among different N: M sparsity levels
and utilize it to construct the supernet. Specifically, the non-
zeros selected under higher IN: M sparsity level form a subset
of those selected under lower ones when the same criteria
for pruning is applied. For the N:4 sparsity levels illustrated
in Fig. 4, the cells of darker color mean their values are more
significant; both 1:4 and 2:4 sparsities select their non-zeros
according to the significance of those weights. It can be seen
that the weight selected when 1:4 sparsity is applied must
be also selected when 2:4 sparsity is applied. Furthermore,
those weights are all included in the dense matrix (i.e., using
4:4 sparsity).

Leveraging this relationship, instead of building up a
supernet that has different instances of sparse weights for
each sparsity level in each matrix and thus causing huge
memory overhead for the supernet training, we only maintain
a stack of weight matrices W4 = (Wslup7 R WSLUP), where
W, denotes the shared weight matrix for the i linear
module. That is, all N:M sparsity choices share the same
weight matrix in each layer within our supernet.

Dynamic Masking During the process of both train-
ing and evaluation, given a sparse configuration a@ =
(51, ce, sL), we generate the sparse networks W4 (a) =
(Wip(sh), ..., Wk (s")) by dynamically projecting the
shared parameters Wslup of ™ linear modules into corre-
sponding sparse matrix Wéup(sl) according to the specific
N:M sparsity level s'. To achieve this, we treat M con-
secutive parameters as a group G = {w1,...,wy }, where
G C Wslup. We prune the M — N parameters that have
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the least significant saliency score p(-), i.e., the importance
score for each weight. As Fig. 4 illustrates, when 1:4 sparsity
is chosen, three parameters in each 4-element group will be
pruned. Mathematically, we define ¢ as the N™ smallest
saliency score among G, and the mask value m; for weight
elements in a group can be calculated as:



Sampling Strategy Before we delve into our proposed
prior distribution for candidate configuration, we first review
the vanilla approach. In the conventional method [9], all can-
didate configuration are treated equally. Specifically, sparse
configuration are sampled by uniformly selecting the sparsity
level s; from S for each i linear module independently.

Leveraging insights from the central limit theorem [22], it
becomes evident that under this vanilla sampling paradigm,
the computational cost distribution F () will approximately
converge to a normal distribution. Given the architecture of
our weight-sharing supernet, when a particular sparse con-
figuration «v is sampled, similar configurations with nearly
identical computational costs are also indirectly trained. This
biases the training towards architectures with computational
costs clustering around the mean, leaving architectures with
extremal computational costs, especially those with higher
sparsity, subject to undertraining.

To motivate and ensure a more balanced exploration
across the architectural spectrum, we employ a two-step
sampling strategy. This process starts by discretizing the
computational costs into distinct levels, represented as
C1,Cs,...,Ck, where C; corresponds to the minimum
computational cost (Ciower), and Cg corresponds to the
user-specified maximum computational cost (Cypper). Math-
ematically, this discretization can be defined by denoting
a set of intervals T = {[C;, Cit1)1<i<k—1}. With these
intervals, the sampling unfolds in two stages: first, a com-
putational cost interval I = [C;, Ci11) is chosen uniformly
from 7, and then, within this selected interval, an architecture
is uniformly sampled. Based on this strategic approach, we
can ensure the balanced training for architectures of different
computational costs, thereby alleviating the undertraining
issue for the extremal architectures of high sparsity.

Enhanced Training Recipe Training a supernet is chal-
lenging due to the concurrent training of multiple architec-
tures. This complexity necessitates a simplification of the
training process to facilitate convergence. Regularization
methods (e.g., dropPath, dropout), commonly included in
the training process of ViTs, are disabled in our approach.
In the dynamic environment of a supernet, where parameters
are continuously masked and varied, additional regulariza-
tion could create training difficulties, obstructing effective
learning across the various networks encapsulated within the
supernet.

Inspired by prior work in model compression [29, 35],
we incorporate knowledge distillation [11], a technique
premised on a teacher-student paradigm to further augment
and stabilize our supernet training. Specifically, the uncom-
pressed model is adopt to be the teacher in our implemen-
tation. During training, a mini-batch of data X is initially
forwarded through this uncompressed model to produce pre-
diction logits. Subsequently, the sparse subnetworks sam-

Algorithm 1 Sparse Supernet Training

Input: pretrained parameter W, max iteration T',

training data D, learning rate 7,
computational budget Cypper

Output: trained supernet weights W%

1: Init supernet’s weight W 4 with pretrained weight W
2: Define computational cost intervals 7 by Cypper
3 fort=1,...,Tdo

4:

Sample a interval [ = [C}, C;11) w.rt
I~U(I)
Choose an configuration



4. Experiments

Table 1. Experimental results of the proposed ELSA methodology
on various vision transformers. Accuracy denotes the Top-1 accu-
racy measure on the ImageNet-1K validation set.

Model ‘ Sparsity Pattern ‘ FLOPs ‘ Accuracy
DeiT-S \ Dense | 47G | 798%
ELSA-DeiT-S-2:4 | Uniform2:4 | 2.5G (1.00x) | 79.1%
. , g | 226 114x) | 79.0%
ELSA-DeiT-S-N:4 | Layer-wise N:4 ‘ 2.0G (1.25%) 78.3%
DeiT-B ‘ Dense ‘ 17.6G ‘ 81.8%
ELSA-DeiT-B-2:4 | Uniform2:4 | 9.2G (1.00x) | 81.6%
. , g | 70G(130%) | 81.6%
ELSA-DeiT-B-N:4 | Layer-wise N:4 6.0G (1.53x) ’1.4%
Swin-S ‘ Dense ‘ 8.7G ‘ 83.2%
ELSA-Swin-S-2:4 | Uniform 2:4 | 4.6G (1.00x) | 82.8%
. ‘ g | 40G(1.15%) | 82.8%
ELSA-Swin-S-N:4 | Layer-wise N:4 3.5G (1.31%) 82.5%
Swin-B \ Dense | 154G | 835%
ELSA-Swin-B-2:4 | Uniform2:4 | 8.0G (1.00x) | 83.1%
. , s | 6:0G(133%) | 83.0%
ELSA-Swin-B-N:4 | Layer-wise N:4 5.3G (1.51x) 32.8%

Dataset and Benchmarks Our experiments are conducted
on the ImageNet-1k dataset for image classification tasks.
We apply our methodology to DeiT, which includes mul-
tiple transformer encoder blocks, and to the improved
Swin-Transformer, which employs a hierarchical design and
shifted window approach.

Settings The sparse supernet is trained starting from
the pretrained weights of the uncompressed models. The
training lasts for 150 epochs. For the supernet training,
we mostly keep the original hyper-parameters of each
compression target. We employ an AdamW [13] optimizer
with an initial learning rate of be — 5, a weight decay of
0.005 and a batch size of 1024. We define the computation
cost F(-) as the FLOPs, and user-defined threshold Cypper
as 50% FLOPs of the dense models in all supernet training.
Also, dropout and dropPath [33] are both disabled while
training the supernet.

4.1. Pruning Results on ImageNet-1K

In our methodology, we employ N as a power-of-two to
define our search space and engage in a cohesive training
process of a supernet. This supernet houses various sparse
subnetworks. Using evolutionary search, we strategically

navigate the search space to identify the best layer-wise spar-
sity configurations. Our results are presented in Table 1. All
models are directly inherited from the supernet, necessitating
no additional adjustments, fine-tuning or post-training.
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Figure 7. Result of sparsity exploration on DeiT-B

Comparison with the Dense Model (uniform 4:4) As
shown in Table 1, our approach demonstrates the capabil-
ity to significantly reduce FLOPs through exploring N: M
sparsity while maintaining model performance. For instance,
when applying our pruning strategy to DeiT-B, we achieve
a noteworthy 2.9x reduction in computational costs, with
only a marginal decline in accuracy as depicted in Fig. 7.
Pursuing a FLOP reduction of approximately 50%, our em-
ployment of an evolutionary search approach has directed
us towards the uniform 2:4 sparsity setting from our well-
trained supernet. Furthermore, the sparse network with uni-
form 2:4 sparsity setting can facilitate an almost twofold
reduction in computational costs with only 0.2% reduction
in accuracy. Similar efficiency is observed in the case of the
Swin-Transformer models, thus confirming the robustness
of our methodology.

Benefits of Layer-wise Sparsity The adoption of layer-
wise sparsity serves as a foundational aspect of our method-
ology, presenting notable advantages in comparison to the
conventional 2:4 sparse configuration. As demonstrated by
the DeiT-B model, our approach, through the exploration of
layer-wise sparsity, has achieved improved efficiency, man-
ifesting a 1.53 x reduction in FLOPs (6.0G vs. 9.2G). In
addition, the reduction in FLOPs is highly correlated to the
speedup obtained by deploying the sparsified network on
N:M sparsity-supporting accelerators. This result indicates
the capacity of layer-wise sparsity to harness heightened
rates of hardware acceleration, a trend that is also evident in
the Swin-B model. Notably, the Swin-B model reported a
1.51x enhancement in computational cost efficiency (5.3G
vs. 8G) as a direct consequence of our method.
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It is worth mentioning that the FLOPs reduction yielded
by our semi-structured sparsity exploration can theoretically
be translated into runtime speed-ups when paired with emerg-
ing N:M sparsity-supporting hardware accelerators. Assum-
ing optimal hardware utilization, a network with 2:4 sparsity
can attain nearly a 2x speed enhancement on platforms like
the NVIDIA Ampere GPU [28]. Likewise, sparse networks
employing layer-wise N:4 sparsity, such as ELSA-DeiT-B-
N:4, could expect speed-ups of up to 2.9x when deployed
on VEGETA [12]. Moreover, it is crucial to emphasize the
adaptability of our methodology, which allows for the ex-
ploration of various semi-structured sparsity patterns. This
adaptability facilitates seamless integration with different
hardware designs, such as S2TA [20], which targets /N:8
sparsity, aiding the identification of efficient configurations
for developing well-trained sparse networks without com-
promising accuracy.
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Figure 8. Comparisons of ELSA with other search methods on
Swin-B

4.2. Comparison to Other Sparse Configuration
Search Methods

To demonstrate the efficacy of our methodology in identify-

ing an optimal layer-wise sparse configuration, we compare

our approach to other prevailing sparsity selection paradigms.

The methods under comparison are:

¢ Erddos-Rényi (ER) [25]: Originally designed to determine
layer-wise unstructured sparsity, ER employs a heuristic
based on the sum of input and output channels. We modi-
fied ER for semi-structured sparsity by initially deciding
the unstructured sparsity level and subsequently rounding
it to the closest N: M sparsity level. For instance, within
an IN:4 search space, if the unstructured sparsity level is
70%, we would select 1:4 (approximately 75% zero pa-
rameters) as the final semi-structured sparse configuration.

* DominoSearch [31]: Tailored specifically for CNNs,
DominoSearch is an N:M sparsity level selection ap-
proach. During its operation, each cluster of M consecu-
tive weights in a pruning target (e.g., linear layers) is allo-

cated a threshold, which is determined analytically based
on weight magnitude. To delve into layer-wise redun-
dancy, DominoSearch adds an extra regularization penalty,
which incrementally pushes the preserved weights towards
the predetermined threshold until the desired sparsity is
attained.

For our experiments, the aforementioned strategies were
employed on pretrained ViTs to decide the sparsity level
for each targeted linear module. Once the sparsity levels
are determined, we derive the sparse sub-networks from the
fully-trained supernet and evaluate their performance on the
ImageNet-1k validation dataset.

From the visual representation in Fig. 8, it is evident that
our approach consistently outperforms the baseline method-
ologies on the Swin-B architecture. Our methodology ex-
hibits a more favorable trade-off between FLOPs and accu-
racy. Notably, our method manages to identify a sparsity
configuration that achieves a significant extra 34% reduction
in FLOPs compared to the DominoSearch strategy, while
still maintaining comparable, if not superior, accuracy. Ad-
ditionally, an improvement of 0.8% in Top-1 Accuracy is
observed when aligning the FLOPs. Lastly, the plots empha-
size that our results consistently reside on the Pareto frontier,
indicating a better balance between computational efficiency
and performance. This visual evidence underscores the ef-
fectiveness of our proposed layer-wise sparsity exploration
technique in ViTs. For a detailed visualization of the sparse
configurations searched by the discussed algorithms, please
see the corresponding section in the Appendix.

5. Conclusion

This paper presents ELSA, a first-of-its-kind layer-wise
N:M sparsity exploration methodology for accelerating
ViTs. We address the challenge of selecting suitable
layer-wise sparse configurations for ViTs on N:M sparsity-
supporting accelerators. Leveraging the subset-superset re-
lationship among N:M sparsity levels, we construct the su-
pernet with all N: M sparsity choices sharing their weights
and applying dynamic masking to extract the sparse matrix,
resulting in both reduction of training overhead and improve-
ment of convergence of sparse subnets. With our proposed
ELSA methodology, we can yield not only sparsified ViT
models with high accuracy but also sparse configurations
with effective reduction in FLOPs, which is highly correlated
to the speedups yielded by mixed sparsity-supporting accel-
erators. We anticipate that our work will establish a robust
baseline for future research in sparse ViT models with N: M
sparsity and offer valuable insights for upcoming hardware
and software co-design studies.
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