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Abstract

The development of statistical methods to infer species phylogenies with reticulations
(species networks) has led to many discoveries of gene flow between distinct species.
These methods typically assume only incomplete lineage sorting and introgression. Given
that phylogenetic networks can be arbitrarily complex, these methods might compensate
for model misspecification by increasing the number of dimensions beyond the true value.
Herein, we explore the effect of potential model misspecification, including the negligence
of gene tree estimation error (GTEE) and assumption of a single substitution rate for all
genomic loci, on the accuracy of phylogenetic network inference using both simulated and
biological data. In particular, we assess the accuracy of estimated phylogenetic networks
as well as test statistics for determining whether a network is the correct evolutionary
history, as opposed to the simpler model that is a tree.

We found that while GTEE negatively impacts the performance of test statistics to
determine the “treeness” of the evolutionary history of a data set, running those tests on
triplets of taxa and correcting for multiple-testing significantly ameliorates the problem.
We also found that accounting for substitution rate heterogeneity improves the reliability
of full Bayesian inference methods of phylogenetic networks, whereas summary statistic
methods are robust to GTEE and rate heterogeneity, though currently require manual

inspection to determine the network complexity.

1 Introduction

Our understanding of evolutionary history is limited by the
models used to represent those histories. The most com-
mon model is a phylogenetic tree, which may be used to
model the histories of genes (by which we mean discrete
parts of a genome called loci) and species. When a phylo-
genetic tree is used to model the history of a set of genes
related by common descent, it is known as a gene tree.
When used to model species histories and hence known as
species trees, branching events represent instances of spe-
ciation, or the splitting of one ancestral species into de-
scendant species. Species trees by themselves do not permit
reticulation, instead building on an assumption that once
a species is divided, no gene flow (where individuals from
different contemporaneous species may produce offspring)
between the divided populations will occur subsequently.
Species tree inference despite the presence of gene flow has
been explored (Davidson et al., 2015; Roch & Snir, 2013); in
addition to the fact that such a species tree gives an incom-
plete picture of the evolutionary history, it could also be

an incorrect tree (Cao et al., 2019; Solis-Lemus et al., 2016;
Zhu et al., 2016). Forms of gene flow that may occur are in-
trogression (the transmission of genes from one species to
another) and hybrid speciation (where the offspring of par-
ents from different species form a new species). As a re-
sult, the discovery of many instances of reticulate evolution
was delayed until the first methods were developed to de-
tect gene flow.

While methods for identifying reticulate evolution in
prokaryotes have a long history (Philippe & Douady, 2003),
they rely on genomes evolving along a clonal frame with
occasional recombination. However, in eukaryotes, widely
spaced markers each have their own history due to meiotic
recombination. As a result, development of methods to in-
fer reticulate evolution among eukaryotic nuclear genomes
is particularly challenging because incomplete lineage sort-
ing (ILS) causes incongruence of gene and species phy-
logenies even in the complete absence of reticulations
(Nakhleh, 2013). Gene duplication and loss alone or in con-
cert with ILS may also result in incongruence (Rasmussen
& Kellis, 2012). Nevertheless, methods which discriminate
between these processes have been developed—for exam-
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ple, the ABBA-BABA statistical test enabled the detection
of introgression from Neanderthals into modern humans
(Green et al., 2010).

The identification of introgression in eukaryotes mo-
tivated the development of combinatorial and statistical
methods that use phylogenetic networks to model the evo-
lutionary history of eukaryotic species (henceforth species
networks; Allman et al., 2019; Flouri et al., 2020; Kong et
al., 2022; Lutteropp et al., 2022; Solis-Lemus & Ané, 2016;
Wen et al., 2016; Wen & Nakhleh, 2018; Yu et al., 2013,
2014; Zhang et al., 2018; Zhu & Nakhleh, 2018; Zhu &
Wen, 2018). The generalized model instead uses a species
network and is known as the multispecies network coales-
cent (MSNC) model. MSNC methods enabled the discovery
of more instances of introgression (Fontaine et al., 2015;
Marcussen et al., 2014), demonstrating the importance of
tractable and reliable methods for detecting and character-
izing reticulate evolution.

One class of MSC and MSNC methods is multilocus
methods, which use alignments of genes as input. These
methods assume recombination is frequent between genes
and limited within them, so that a single gene tree can be
inferred for individual alignments, and the histories of dif-
ferent alignments are independent samples from the un-
derlying distribution of gene trees. These methods may be
further divided into summary and full methods. Summary
methods use previously inferred gene trees to estimate the
species phylogeny, whereas full methods jointly estimate
the species phylogeny and gene trees in a single step.

In the analysis of real data, when gene tree discordance
is observed, both MSC and MSNC methods can be applied
to obtain the species phylogeny (Edelman et al., 2019;
Morales-Briones et al., 2021). However, MSC methods will
converge on a species tree even if a species network is a
better representation of reality, and we hypothesized that
MSNC methods may due to model misspecification con-
verge on a network even if a species tree is a better repre-
sentation of reality. Therefore, the species phylogeny esti-
mated by MSC methods, and possibly even those estimated
by MSNC methods, cannot tell us whether the best-fitting
model of evolution for a group of species is a tree or net-
work.

A possible solution is to use one of the statistical tests,
which have been applied or adapted to compare marker dis-
tributions with those predicted by the MSC. The test im-
plemented in HyDe (Blischak et al., 2018) and the afore-
mentioned ABBA-BABA (or D-statistic) test are both based
on site pattern frequencies, whereas the Dj test is based
on distances between genomes (Hahn & Hibbins, 2019).
Tests based on inferred gene tree topologies generally use
statistics for which the null distribution is asymptotically
a x? distribution, such as applying Pearson’s x? test to
rooted gene tree topology frequencies (Degnan & Rosen-
berg, 2009), or applying Pearson’s x? or G-tests to quartet
concordance factors (for example TICR by Stenz et al.
(2015), later improved upon by Cai & Ané (2021)). The sim-
ilar statistical test implemented in MSCquartets (Rhodes et
al., 2020) is also based on quartet concordance factors, but

instead uses the approximating distribution of Mitchell et
al. (2019).

Researchers have recently investigated the power of
these statistical tests to detect hybridization events under
various scenarios, including differences in inheritance
probability, number of loci, and rate heterogeneity across
species lineages (Bjgrner et al., 2022; Frankel & Ané, 2023;
Kong & Kubatko, 2021). Nevertheless, to the best of our
knowledge, none of these studies have specifically focused
on the impact of gene tree estimation error (GTEE). As we
will demonstrate, statistical tests using rooted gene tree
topology frequencies, as well as the quartet concordance
factor test of Cai & Ané (2021), can be misled in practice
with inevitable GTEE due to the fact that gene trees are in-
ferred from sequence data.

Although full Bayesian methods are designed with the
inherent ability to detect introgression on their own
through the incorporation of prior knowledge, they may
be faced with model misspecification caused by hetero-
geneity of substitution rates, which are the rates genes
evolve at, and until now the effects of substitution rate het-
erogeneity on network inference methods have not been
explored. Substitution rates are suspected to vary greatly
between loci (Duret & Mouchiroud, 2000), changing the
branch lengths of gene trees when measured in the ex-
pected number of substitutions. Summary methods, such as
InferNetwork_ML (Yu et al., 2014), are usually set to ignore
branch lengths, and so should be robust to differences in
true branch lengths, although perhaps not to the increased
error which is inversely correlated with branch length.

However, the full method MCMC_SEQ (Wen & Nakhleh,
2018) previously assumed all loci evolve at the same sub-
stitution rate and may be misled since the species network
probability is dependent on coalescent times within each
gene tree which are scaled by the substitution rate at each
locus. This is a particular concern when reticulations are
permitted by the model and method, since spurious retic-
ulations may be added to the species network in order to
account for the apparently (but not actually) different coa-
lescent times.

Herein we seek to understand the effect of model mis-
specification on phylogenetic network inference. We ask
two questions regarding the model misspecification from
GTEE and rate heterogeneity. First, can test statistics detect
introgression correctly when gene trees are inferred? Sec-
ond, can summary methods and full network inference
methods infer the species phylogeny accurately in the pres-
ence of substitution rate variation?

To address the first question, we perform a simulation
study to assess several statistical tests for their ability to
determine the goodness-of-fit of the MSC model to multi-
locus alignment data, which gene trees are estimated from
with error. We refined the test statistics by developing a
“triplet multitest” that applies test statistics to every set of
three taxa, then applies a correction for multiple-testing.

To address the second question, we conduct a simulation
study to understand their behavior and susceptibility to er-
ror. We have also enhanced MCMC_SEQ by incorporating sup-
port for varying substitution rates with a fixed mean and
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an implied flat Dirichlet prior by adding a delta exchange
operator (DEO) to that method. Henceforth, in the context
of simulation and inference, we will refer to this as the
“Dirichlet rates” (DR) model, as opposed to a single rate
(SR) for all loci. Both the DEO and DR model of substitution
rate variation were originally introduced in BEAST (Drum-
mond & Rambaut, 2007). We show that allowing for substi-
tution rate variation dramatically improves the accuracy of
species network inference when rate variation is present in
the data, and does not meaningfully reduce the accuracy of
inference even when all loci have the same rate.

By applying both the novel triplet multitest statistical
method and the DEO-enhanced version of MCMC_SEQ, we
show that previously reported reticulations in Anopheles
mosquitoes are likely to reflect the reality of that clade,
while at least some of the previously reported reticulations
in Heliconius butterflies may be artifacts of model misspec-
ification.

Our implementation of the Dirichlet per-locus rates
model is now available in PhyloNet (Than et al., 2008; Wen
et al., 2018), a software package for phylogenetic inference,
open source on GitHub https://github.com/NakhlehLab
PhyloNet. Code implemented for our simulations, analysis
and visualization is also available on GitHub:
https://github.com/NakhlehLab/Model-Misspecification.
The empirical data sets of Anopheles and Heliconius data
we used were retrieved from Dryad: https://datadryad.org/
stash/dataset/doi:10.5061/dryad.tn47c and
https://datadryad.org/stash/dataset/doi:10.5061

dryad.b7bj832 respectively.

2 Methods

2.1 Simulated multi-locus data

For model species phylogenies, we used the displayed tree
and network of the evolutionary history of anopheline mos-
quito species (Fontaine et al., 2015) restricted to An.
coluzzii, An. gambiae, An. quadriannulatus, An. arabiensis,
and An. melas (Figure 1).

For each of the two species phylogenies in Figure 1, we
generated data with three levels of ILS by scaling branch
lengths in coalescent units by 1x (the values shown in Fig-
ure 1), 2x, and 5%, for all branches excepting the two imme-
diately descending from the root. All scales used a branch
length of 10 coalescent units for the branch leading to the
ingroup in order to minimize ILS above the root node and
ensure the validity of outgroup rooting, while avoiding sat-
uration of sequence alignments. The branch leading to the
outgroup taxon was adjusted to keep the phylogeny ultra-
metric.

We set population mutation rates 6 to be 0.05, 0.025 and
0.01 for each scale respectively, to keep identical the branch
lengths in units of substitutions per site for ingroup species
and, consequently, keep the level of GTEE as uniform as
possible across scales.

For each replicate, we used the program ms (Hudson,
2002) to simulate 10,000 conditionally independent gene
trees for each exemplar species phylogeny. The number of
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Figure 1. Exemplar phylogenies used in our simulation
study.

The two species phylogenies were chosen from a displayed subtree of anopheline mos-
quitoes (A) and a displayed subnetwork of the same taxa (B). Taxon labels C, G, Q, A and
L refer to Anopheles coluzzii, An. gambiae, An. quadriannulatus, An. arabiensis, and An.
melas, respectively, whereas Z is an outgroup. The arrow shows the hybridization event
in the phylogenetic network, and the value associated with it (0.3) is the inheritance
probability used. The values in black are node heights in coalescent units for the base-
line setting (these values were scaled differently to produce different data sets; see main
text). The node heights not displayed on the phylogenetic network are the same as their
counterparts in the tree.

replicates was 100 for each phylogeny. The following com-
mands were used to generate gene trees on the species tree
of Figure 1A with the 1x, 2x, and 5x branch length settings,
respectively:

ms 610000 -T -I 6111111-ej0.1565
-ej 0.232 -ej0.454 -ej 0.542 -ej5.5
21
ms 610000 -T -I 6 111111-ej0.365
-ej 0.432 -ej0.854-ej1.042 -ej 6.0
21
ms 6 10000 -T -I 6111111-ej0.7565
-ej 1.032 -ej2.054 -ej 2542 -ej7.5
21

Populations 1 through 6 correspond to species Z, G, C, Q

=)

A, and L, respectively. The following commands were used
to generate gene trees on the species network of Figure 1B
with the 1x, 2x, and 5x branch length settings, respectively:

ms 610000 -T -I 6111111 -es 0.05 4
0.3 -ej 0.075 6 4 -ej 0.15 4 5 -ej 0.2 3 2
-ej 0.457 -ej0.57 2 -ej5.521

ms 610000 -T -I 6111111 -es0.14
0.3 -ej 0.15 6 4 -ej 0.34 5 -ej 0.4 3 2
-ej 0.857 -ej 1.07 2 -ej 6.02 1

ms 610000 -T -1 6111111 -es 0.254
0.3 -ej 0.375 6 4 -ej 0.75 4 5 -ej 1.0 3 2
-ej 2.057 -ej2.572-ej7.521

»

The “-es” argument corresponds to the reticulation

event in Figure 1B. It generates a seventh population corre-

Bulletin of the Society of Systematic Biologists 3


https://github.com/NakhlehLab/PhyloNet
https://github.com/NakhlehLab/PhyloNet
https://github.com/NakhlehLab/Model-Misspecification
https://datadryad.org/stash/dataset/doi:10.5061/dryad.tn47c
https://datadryad.org/stash/dataset/doi:10.5061/dryad.tn47c
https://datadryad.org/stash/dataset/doi:10.5061/dryad.b7bj832
https://datadryad.org/stash/dataset/doi:10.5061/dryad.b7bj832
https://ssbbulletin.scholasticahq.com/article/121909-the-impact-of-model-misspecification-on-phylogenetic-network-inference/attachment/239349.png?auth_token=yDvkzX7J6hQKrTEsDWfR

The Impact of Model Misspecification on Phylogenetic Network Inference

sponding to the blue reticulation edge, at time 0.05, 0.1 or
0.25, and with an inheritance probability v = 0.3.

For each gene tree, we used the program seq-gen (Ram-
baut & Grass, 1997) to generate sequence alignments under
a general time-reversible (GTR; Tavaré, 1986) model with
base frequencies 0.2112, 0.2888, 0.2896, 0.2104 (A, C, G, T)
and transition probabilities 0.2173, 0.9798, 0.2575, 0.1038,
1.0, 0.207 (Ato C,Ato G,Ato T,Cto G,Cto T, T to G).

To generate data with heterogeneous rates drawn from a
flat Dirichlet distribution across the m loci, we further sam-
pled a vector of rates M = p1, ps, . . , i Under the Dirichlet
distribution Dir (a), where the concentration parameter o
is a vector of m values all set to 1. Then we scaled the i-th
gene tree by (6/2) x u; as part of the seq-gen command to
generate sequences.

To study the effect of GTEE on the methods, we gen-
erated sequences for all loci using two different lengths:
2000 sites and 500 sites. The following command was used
to generate homogeneous sequence data with substitution
rate 1 for all loci for the 1x node height setting with
0 = 0.05 and sequence length 500:

seg-gen -mGTR -s@.025 -f0.2112,0.2888,

0.2896,0.2104 -r@.2173,0.9798,0.2575,
0.1038,1.0,0.207 -1500

By changing the value after “-s” to (6/2) x p; in the
command, we generated sequences with locus-specific
rates.

2.1.1 Simulating smaller synthetic data sets

As full Bayesian inference of phylogenetic networks using
the method MCMC_SEQ is computationally demanding for the
larger number of taxa and loci, we restricted the model
species phylogenies of Figure 1 to four ingroup taxa An.
coluzzii, An. quadriannulatus, An. arabiensis and An. melas.
While we restricted MCMC_SEQ analyses to the ingroup taxa,
we also included an outgroup taxon in simulations so that
gene trees inferred using IQ-TREE could be rooted. We lim-
ited this study to 2x and 5x scaled species branch lengths,
and sequence alignment lengths of 2,000 sites. As above,
we used the program ms to simulate 100 conditionally in-
dependent gene trees. The number of replicates was 10 for
each of the two model phylogenies.

We generated two data sets for each replicate to compare
the accuracy of phylogenetic network inference methods on
data that have a single rate for all loci (the SR model, for
“single rate”) as well as data with locus-specific rates (the
DR model, for “Dirichlet rates”). We set the population mu-
tation rate to 6 = 0.01, and therefore the simulated gene
trees were scaled by 0.005 to convert their branch lengths
into expected substitutions per site.

2.2 Processing of Heliconius alignments

We reused the whole genome alignments of Heliconius
species from (Edelman et al., 2019). We extracted 10kb win-
dows spaced at 50kb intervals using the makewindows com-
mand in bedtools v2.29.2. Then, we used halZmaf v2.1 to
obtain alignments with reference genome H. melpomene.

We converted the alignments from MAF to FASTA format
with the tool msa_view. We then removed loci with a Jukes-
Cantor distance between any pair of species greater than
0.2, as Heliconius butterflies are all closely related and such
divergent loci may correspond to paralogs or pseudogenes.
Due to the computational limits of full Bayesian inference
of phylogenetic networks, we restricted the set of taxa to
three ingroup species, in addition to the outgroup species
Agraulis vanillae, in two different ways: One set consists
of ingroup species H.erato.demophoon, H.hecalesia, and
H.melpomene, and the other consists of ingroup species
H.melpomene, H.timareta, and H.numata, and the number of
sequences per species per locus was one. Finally, we filtered
out loci with missing species, selected 100 loci at random,
and truncated each locus to 500 sites to minimize intralo-
cus recombination.

2.3 Species phylogeny and gene tree
inference

For the simulated and butterfly data sets we estimated a
gene tree for each locus independently of the species tree
using IQ-TREE v1.6.10 (Nguyen et al., 2015), and rooted it
at an outgroup. In the case of the simulated data, the out-
group was taxon Z. In the case of the biological butterfly
data, the outgroup was Agraulis vanillae.

For the Anopheles data set, we reused the previously es-
timated bootstrap distributions of gene trees on autosomes
(Wen et al. 2016) from the set of six species An. coluzzii, An.
gambiae, An. quadriannulatus, An. arabiensis, An. melas and
An. merus. These gene trees were inferred from previously
published sequences (Fontaine et al., 2015). For each locus,
we summarized the 100 bootstrap trees using a majority-
rule consensus tree with a minimum clade frequency of 0.7,
and resolved polytomies randomly.

Then we used InferNetwork_ML to infer species phyloge-
nies from gene tree estimates. We ran the method with the
number of runs set to 50 and the number of networks re-
turned set to 10, with branch lengths and inheritance prob-
abilities post-optimized, using the following command:

Infernetwork_ML (all) num-retic -po -di
-x 50 -n 10;

where num-retic is an integer value that specifies the
maximum number of reticulations allowed during the
search for maximum likelihood estimates of the species
phylogenies. When this value is set to 0, the method
searches for a species tree.

For testing the impact of rate heterogeneity on species
phylogeny inference, we set the maximum number of retic-
ulations allowed to 0, 1, 2, and 3 to obtain the maximum
likelihood estimates with the corresponding numbers of
reticulations for both simulated and biological data.

For the full Bayesian analysis, we ran MCMC_SEQ on multi-
locus alignment data and used the default priors to infer
species phylogenies from the sequence data directly. The
prior on the number of reticulations was Poisson(\ = 1).
The prior on hybridization diameters was Exponen-
tial(A = 10), which has a mean of 0.1. Uniform priors were
applied to species divergence times and inheritance prob-
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abilities. The prior on population mutation rates was
Gamma(a = 2, 8) where the scale parameter 8 was itself es-
timated. The prior on 3 was %, which is invariant to the
choice of population mutation rate units. Using the DEO
to sample per-locus substitution rates implicitly imposes a
flat Dirichlet prior on those rates. For this analysis we as-
sumed equal base frequencies and substitution rates, i.e.,
a Jukes-Cantor model of evolution (Jukes & Cantor, 1969).
For the simulated data, we set chain lengths to 40,000,000,
the burn-in period to 10,000,000, and the sample frequency
to 1 in 5,000. The following command was used to sample
species phylogenies with a single substitution rate:

MCMC_SEQ -cl 40000000 -bl 10000000 -sf 5000;

The following command was used to sample species phy-
logenies with varying substitution rates with DEO enabled
by “-murate” (see Section 2.5 below):

MCMC_SEQ -cl 40000000 -bl 10000000 -sf 5000
-murate;

For the empirical butterfly data, we ran 10 chains with
80,000,000 iterations, a burn-in period of 8,000,000 itera-
tions, and a 1-in-5,000 sampling frequency, allowing one
population mutation rate per branch for both models of
uniform substitution rates and variable substitution rates.
The same MCMC_SEQ priors as detailed above for the simula-
tion study were used for the analysis of Heliconius. We again
assumed a Jukes-Cantor model of sequence evolution. Each
chain was started with a unique random seed to ensure
samples from the different chains were independent. We
summarized the species network as the topology with the
highest marginal probability from the samples across all
chains after burn-in, and summarized the continuous para-
meters using their means and standard deviations. We sum-
marized gene trees as the maximum clade credibility (MCC)
tree with mean node heights.

2.4 To network or not to network: Test
statistics

Many methods for the inference of species networks require
pre-specifying the number of reticulations in the network.
One statistical approach to estimating this number is to
treat gene tree topologies as following a multinomial distri-
bution, where the null hypothesis is that the sample of ob-
served topologies is drawn from the distribution predicted
by the multispecies (network) coalescent for the maximum
likelihood species phylogeny with some number of reticu-
lations. If the null hypothesis is rejected, this is interpreted
as support for existence of additional reticulations. This ap-
proach is an application of the test introduced by Degnan
& Rosenberg (2009).

While an exact statistical test is currently intractable
for multinomial distributions with more than a few cate-
gories (Resin, 2022), several approximations exist. We eval-
uated three such approximations: Pearson’s x2-test (Pear-
son, 1900), the G-test (Woolf, 1957), and a newer Monte
Carlo-based approach (Resin, 2022). However, none of
these tests directly account for GTEE which may also cause
the null hypothesis to be rejected regardless of any intro-

gression, a concerning possibility we have investigated by
simulation.
Pearson’s x2-test statistic is defined as

k
=)o (1)
i=1
and the G-test is defined as
k
G=2> B, (2)
i=1

where the sums are taken over the k possible gene tree
topologies given some number of taxa n. In the above equa-
tions,

oy = © ;ZEZ)Z (3)
and
5= Oin( ), ()

where E; is the expected frequency of gene tree topology
¢ under the null model, and O; is its observed frequency.
Both of these test statistics follow an approximately x2 dis-
tribution when the null hypothesis is true (Larntz, 1978).
The usual definition of the G-test appears undefined when
O; = 0, and while a number of approaches have been pro-
posed to deal with zero counts (Hosmane, 1987), we chose
to extend by continuity so that
{nmoﬁo O;In(3) =0,
" 0iln(g).
Under some conditions, e.g., larger values of n and/or lower
levels of ILS, the expected frequencies of certain gene tree
topologies will be close to zero, and the observed frequen-
cies are typically zero or one. Pearson’s x? test is overly
sensitive to these low expected frequencies, as a; becomes
very large when E; is very small and O; = 1, and the sum of
a; over all categories where O; = 0 will be the sum of those
expected frequencies, which may also inflate the test sta-
tistic. The G-test is more robust; when O; = 1, 3; reduces
to — In(E;) which as a logarithm grows much more slowly
than «; as E; approaches zero, and when O; = 0, 3; does
not contribute anything to the test statistic.

For the aforementioned test statistics p-values are
straightforward to calculate, as both statistics approximate
the x? distribution when the null hypothesis is true (Larntz,
1978). For five-taxon data sets, there were 105 unique
rooted gene tree topologies (assuming only one sample
per species) hence there were 105 — 1 — 3 = 101 degrees of
freedom, as there were three internal branch lengths to
be estimated by maximum likelihood. For three-taxon data
sets, there are only three unique rooted gene tree topolo-
gies hence there was 3 —1 — 1 =1 degree of freedom, as
there was only one internal branch length to be estimated
by maximum likelihood.

We also included alternative approaches which do not
use this approximation from the R package ExactMultinom
v0.1.2 (Resin, 2022). For three-taxon data sets we used the
exact multinomial test with the null hypothesis that the
gene tree distribution follows a multinomial distribution
defined by the MSC (Degnan & Salter, 2005). The exact
multinomial test could not be used for these data sets be-

ifO; =0

otherwise

(5)
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cause there were 105 gene tree topologies which exceeds
the maximum of 15 categories permitted by the ExactMulti-
nom implementation. Instead, we used the Monte-Carlo
simulation based approach implemented in the same pack-
age when running the test on five-taxon data sets.

The above tests require knowledge of a species tree with
branch lengths (in order to calculate gene tree distributions
under the MSC) as well as gene tree topologies estimated
on the individual loci. For each data set, we used the true
gene trees, gene trees estimated from sequences of length
2000, and gene trees estimated from sequences of length
500 to reflect using correct gene trees, gene tree estimates
with low levels of error, and gene tree estimates with high
levels of error, respectively. For the species tree estimate,
we used InferNetwork_ML on the set of gene trees as input
while setting the maximum number of reticulations to zero.
We used the command CalGTProb in PhyloNet to compute the
gene tree topology probabilities.

We propose a new approach of applying the test statis-
tics to three-taxon subsets of data sets, then aggregating
the results. Here, the species tree on three taxa is estimated
exactly by setting its topology to equal that of the topology
of the gene tree with the highest probability (the “major
gene tree topology”) and the length of its internal branch
to

t= _ln(l'5 X (1 - Pmajor))a
where P,,,;,, is the probability of the major gene tree topol-
ogy.

Since we are now performing many tests for a single
replicate, multiple-testing error correction must be used to
avoid excessive false positives, and we evaluated the Bon-
ferroni family-wise error-rate (FWER), the Simes—Hochberg
FWER (Hochberg, 1988; Simes, 1986) and the Benjamini-
Hochberg false discovery rate (FDR) methods (Benjamini
& Hochberg, 1995) of error correction. We used the im-
plementations in statsmodels v0.14.0 (Seabold & Perktold,
2010).

We also ran two tests developed specifically for testing
for the presence of introgression in the evolutionary history
of a given genomic data set. The test of Cai & Ané (2021)
evaluates the fitness of the MSC or MSNC based on quartets
given a candidate species phylogeny and a set of observed
gene tree frequencies obtained from multiple loci, and can
be applied to data sets with any number of taxa. The Dj
test of Hahn & Hibbins (2019) is applicable to data sets with
three taxa. Assuming a species tree ((A,B),C), the test is de-
fined by
_dp-c—dac
~ dpc+dac’
where d denotes pairwise distances between taxa using the
multi-locus data, and a p-value is computed from a z-dis-
tribution of D3 values computed via bootstrapping.

D;

2.5 Accounting for rate heterogeneity in
MCMC_SEQ

Instead of assuming a common substitution rate for all
loci, we now incorporate a vector of substitution rates
M = pq, po, - . , by in our model, where m is the number of
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Figure 2. Illustration of the Delta Exchange Operator
(DEO).

The current state has a mean substitution rate of 1 (solid horizontal line, top). The sub-
stitution rate of locus A is proposed to be decreased and the rate of locus E is proposed
to be increased by an equal amount (amounts and transfer shown in gold, middle). If ac-

cepted, this proposal maintains the mean substitution rate of 1 (solid horizontal line,
bottom).

loci. Using a multiplier § and a vector of weights for the lo-
cus-specific substitution rates W = wy, ws, . . , wp,, the DEO
proposes changing two rates in M at a time. The first step
is to select two indices of substitution rates d; and d, with
weights wg, # 0 and wg, # 0. Then, the operator computes
a value z = r x §, where r is a random number from the
unit range. Finally, we have pg4 =pq —, and
Wdy, = Md, + T X wq, /wg, as the proposed values for the sub-
stitution rates. Note that this proposal imposes a flat
Dirichlet prior on the element-wise product of M and W
and holds the sum of this product constant, ensuring the
mean substitution rate is unchanged (Figure 2).

2.6 Quantitative measures of accuracy and
error

We measured the topological accuracy of phylogenetic net-
work estimates using the distance metric of (Nakhleh,
2009), henceforth referred to as network distance. The net-
work distance between network ¢ = (V, E) and )= (V,E)
is defined as

d(y,9) = 0.5( > maz{0,x(v) — k(v')}
veU ()

+ Z maz{0,x(u) — k(u')}),

ueU(¢)
where ' is a node in network ¢ equivalent to node v in v, v’
is a node in v equivalent to node u in v, U(%) is the set of
unique nodes in ¢ that is not equivalent to any other nodes
in the network, and x(v;) is the number of nodes that are
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equivalent to v; in . Node v and v’ are equivalent, denoted
byv=1/, forve Vand v €V, if v, v are leaves with the
same label or all their children are equivalent.

In the worst case, the inferred network 1 has no equiva-
lent nodes to the true network . Therefore, the maximum
distance between networks ¢ and J) can be viewed as the
mean count of internal nodes of 1 and zf;, n—1+r-+7
where n is the number of taxa, and r and 7 are the number
of reticulations in the true and inferred network, respec-
tively.

We measured the accuracy of gene tree estimates using
the normalized Robinson-Foulds measure for topological
distance (nrRF; Robinson & Foulds, 1981) and the normal-
ized branch score measure for topology and branch length
distance (nrBS; Heled & Drummond, 2009).

The nrRF distance between two trees T and T, which
in our case would be the true and estimated trees, respec-
tively, is defined as the number of clades present in only
one of the two trees divided by the total number of distinct
clades in the two trees.

The nrBS is defined as

ol — 1)
T ’
where the sum is taken over all branches in the true tree
T, I, is the length of branch b in the true tree T, and I is
length of branch b in the estimated tree 7".

For assessing the accuracy of substitution rate estimates
we used the relative error of substitution rate at locus ¢
calculated as |p; — f;|/pi, Where p; is the true substitution
rate and g; is the estimated substitution rate. The average
relative error over all loci was calculated as

LS s — Al / e

|T’T| =

3 Results

3.1 Statistical tests for reticulate evolution

As mentioned in Section 2.4, we varied the level of GTEE
by using the original simulated gene trees (no GTEE), using
gene trees inferred from 2000-site simulated sequence
alignments (low GTEE), and gene trees inferred from
500-site simulated sequence alignments (high GTEE). By
varying the sequence alignment length, the topological er-
ror in estimated gene trees was effectively spread out, as
the median gene tree inferred from 2000-site alignments
had more than double the topological error of the median
gene tree inferred from 500-site alignments (Figure 3).

3.1.1 Existing statistical approaches to detect
reticulations have high false positive rates

When data were simulated following a five-taxon species
tree without any reticulations, and the maximum likelihood
species tree without reticulations was used as the null hy-
pothesis, all rejections of the null hypothesis must be false
positive indications of a reticulate evolutionary history. Us-
ing a significance threshold of p = 0.05, we expect 5% of
tests to be rejected for a false positive rate of 5%, which we

observed for all three approximate multinomial tests in the
absence of GTEE when ILS was high (Figure 4).

However, when the level of ILS is decreased, the number
of unobserved gene tree topologies will increase for a fixed
sample size, leading to excessively large Pearson’s test sta-
tistics. This is a known problem of Pearson’s x2-test when
probability distributions are highly skewed, as gene tree
topology distributions will be when ILS is low (Bradley et
al., 1979). As a result, the false positive rate of Pearson’s
test was excessively high under the low ILS regime. Both
the G-test and the Monte Carlo approximation of the exact
test fared better than those other approaches in the ab-
sence of GTEE, with a false positive rate of around or below
5% (Figure 4).

However, once even a low level of GTEE was introduced,
all three approximate multinomial methods rejected far
more than 5% of species trees. When ILS was moderate or
low, or when GTEE was high, all species trees were (inaccu-
rately) rejected (Figure 4).

An alternative to this simple approach is that of Cai &
Ané (2021), which builds on the TICR test (Stenz et al.,
2015). These more complex approaches extract quartet con-
cordance factors from a set of sampled gene tree topologies,
calculate p-values for those quartet concordance factors,
then compare outlier p-values to an expected distribution.
Because a single gene tree may contribute to multiple quar-
tets, these p-values are not independent, and Cai & Ané
(2021) attempt to correct for this dependence using simu-
lation. This method was originally demonstrated using true
species branch lengths, although its implementation (Ané,
2023) optionally supports branch lengths optimized using
the pseudo-likeihood from SNaQ (Solis-Lemus & Ané,
2016). The latter approach is far more robust than approx-
imate multinomial tests of gene tree topology distributions
for five taxa, with false positive rates of around or under
5% except where ILS was low and GTEE existed (Figure
4). However, when given true species branch lengths, the
method of Cai & Ané (2021) performed just as poorly as the
exact multinomial tests in the presence of GTEE.

Both the approximate multinomial tests, as well as the
test of Cai & Ané (2021), regardless of whether true or opti-
mized branch lengths were used, rejected the null hypothe-
sis for every replicate when the truth was a network (Figure
5), indicating that none of these methods suffer from low
sensitivity under any tested condition.

Each statistical test was performed on a server equipped
with 2.2GHz Intel Xeon Gold 5220R CPUs, hence the ab-
solute time required for each test is specific to that system.
Regardless of the statistical method used, most of the run-
ning time was spent to estimate gene trees and the species
phylogeny, which took on average 37.52 and 78.42 minutes
per replicate. The multinomial tests all finished within 1
second for each replicate, while the method of Cai & Ané
took on average 7.15 minutes.

3.1.2 Calculating test statistics on triplets of
taxa overcomes gene tree estimation error

Since all existing methods we evaluated that could test for
reticulations in five-taxon species phylogenies were unre-
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Figure 3. Maximum likelihood gene tree estimation error.

Normalized Robinson-Foulds distances (nrRF) were calculated for pairs of simulated and maximum likelihood estimated gene trees. There were only four possible values of nrRF, pro-
portional and corresponding to the number of correct clades, besides the root and crown of the ingroup, present in the inferred gene tree. Besides nrRF distance, gene trees were
grouped by whether they were simulated under a species tree or network, the number of sites in the alignment used to infer the gene tree, and the level of incomplete lineage sorting

(ILS) as determined by the scale of the species phylogeny.

liable, we explored the applicability of a divide-and-con-
quer approach based on testing all three-taxon subtrees or
subnetworks of the complete species phylogeny. Given the
problems with the existing methods may in part stem from
low sample sizes of unique gene tree topologies, rationally
this approach should alleviate the problem given the num-
ber of unique topologies for each triplet is only three. Since
the number of gene trees remains the same, the average
number of observations of each unique topology will be
substantially increased.

This divide-and-conquer approach also has additional
computational advantages when testing a species tree.
First, maximum likelihood inference of the internal branch
length can be solved following a simple equation (Degnan
& Rosenberg, 2009) rather than using a heuristic algorithm
such as hill-climbing. Second, with only three categories,
an exact multinomial test may be used in place of approxi-
mations (Resin, 2022). By testing species triplets instead of
entire trees, we can also evaluate the use of the Dj test sta-
tistic that was developed to test for introgression using se-
quence alignments on three taxa (Hahn & Hibbins, 2019).

For the gene tree topology approaches, the null hypoth-
esis is the same as before, that the sampled topologies are
being drawn from the distribution predicted by the MSC.
For Dj, the null hypothesis is that the genetic distance
from the most distantly related taxon to one of the two
closely related taxa will be the same as the distance from
the most distant to the other of the two closest taxa (Hahn
& Hibbins, 2019). In either case, we interpret the rejection
of the null hypothesis as indicating the presence of reticu-
lation.

When the null hypothesis for one or more triplets is re-
jected, we interpret that as rejecting the null hypothesis for
the whole species phylogeny. As discussed above, we eval-
uated the Bonferroni family-wise error-rate (FWER), the
Simes—Hochberg FWER, and the Benjamini-Hochberg false
discovery rate (FDR) methods for multiple-testing error
correction.

All three multinomial tests—Pearson’s x? test, the
G-test and the exact test—had a false positive rate of
around or below 5% when the true species phylogeny is a
tree (Figure 6).

There was minimal loss of sensitivity, with the null hy-
pothesis of tree-like evolution rejected for all replicates
where genes evolved following a species network with retic-
ulation (Figure 7). These results were robust to the choice
of multiple-testing correction method, to the degree of
GTEE, and also to the level of ILS. This divide-and-conquer
approach of testing triplets of species instead of the entire
set of taxa therefore solves the problem of excessive false
positives under the range of settings we studied.

The original D3 test was described using moving block-
bootstrapping to estimate statistical significance (Hahn &
Hibbins, 2019). Expected distribution of p-values calculated
using this bootstrap method differ from those calculated di-
rectly from the data, so to avoid this problem, we instead
applied the non-overlapping block-bootstrap (Hérdle et al.,
2003). Unlike for the multinomial tests, when using block-
bootstrapping to test for tree-like evolution using the D3
statistic, we observed an excessive false positive rate when
GTEE was high and ILS was low (Figure 6).
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Figure 4. The false positive rate of existing statistical
approaches of testing for reticulations when the true
species phylogeny is a tree.

The false positive rate corresponds to the proportion of tests rejected with a p-value be-
low the statistical threshold of 0.05 (red horizontal line). Incomplete lineage sorting
(ILS) was varied by changing the branch lengths of the species tree in coalescent units
(but not substitutions per site), and gene tree estimation error was varied by using the

actual simulated trees for no error, trees inferred from long (2000 site) alignments for
low error, and trees inferred from short (500 site) alignments for high error.

Since this excessive rate was not observed when the true
genetic distances were used to calculate D3 (Figure 6), we
hypothesized that this was caused by the failure of block-
bootstrapping to account for the sampling error within each
block. To account for this sampling error we applied 2-stage
bootstrapping (Seo, 2008) which ameliorated the false pos-
itive rate. However, the sensitivity of the D3 test was lower
than multinomial tests when ILS was high and GTEE ex-
isted regardless of which bootstrapping method was used
(Figure 7).

The multinomial tests on triplets of species required es-
timating gene trees, which were reused from the monolithic
approach. The test statistics themselves took less than one
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Figure 5. The true positive rate of existing statistical
approaches of testing for reticulations when the true
species phylogeny is a network.

The true positive rate corresponds to the proportion of tests rejected with a p-value be-
lowthe statistical threshold of 0.05 (red horizontal line). Incomplete lineage sorting (ILS)
was varied by changing the branch lengths of the species tree in coalescent units (but
not substitutions per site), and gene tree estimation error was varied by using the actual

simulated trees for no error, trees inferred from long (2000 site) alignments for low er-
ror, and trees inferred from short (500 site) alignments for high error.

second per replicate. While, unlike the multinomial meth-
ods, D3 does not require estimated gene trees, bootstrap-
ping of sequence alignments still took a substantial amount
of time; testing for tree-ness took 10.09 minutes per repli-
cate on average with block-bootstrapping, or 18.45 minutes
using 2-stage bootstrapping.

3.2 Rate heterogeneity and species network
inference

When GTEE results from the stochastic nature of molecular
evolution and the limited information available in each lo-
cus, this error should not cause full Bayesian multilocus
methods to infer spurious reticulations. This is because
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varied by changing the branch lengths of the species tree in coalescent units (but not substitutions per site), and gene tree estimation error was varied by using the actual simulated
trees for no error, trees inferred from long (2000 site) alignments for low error, and trees inferred from short (500 site) alignments for high error. Results are grouped by the family-

wise error rate (FWER) or false discovery rate (FDR) method of multiple-testing correction which was used.
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wise error rate (FWER) or false discovery rate (FDR) method of multiple-testing correction which was used.
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these methods jointly infer gene trees with the species phy-
logeny, integrating over all possible gene trees at each lo-
cus, unlike the statistical tests which (except for Dj3) all
treat point estimates of gene trees as data regardless of the
level of error in those point estimates. However, when GTEE
is caused by model misspecification, these methods may no
longer be robust. One form of model misspecification may
be assuming all sequences evolved for all time under a sin-
gle rate (SR), instead of each locus evolving at a different
rate (DR).

Previous versions of the full Bayesian multilocus method
MCMC_SEQ only implemented an SR model, so to study the ef-
fect of this misspecification we implemented a DR model
of sequence evolution using the DEO as it is implemented
in BEAST (Drummond & Rambaut, 2007). As in the study
of statistical tests, we used a simulation approach, reusing
the same species phylogenies (Figure 1), but with leaf G re-
moved and the number of gene trees set to be 100 to re-
duce the time needed for MCMC_SEQ to converge. Gene trees
were simulated under low and moderate ILS conditions, and
sequence alignments simulated under SR or DR conditions
were 2000 sites in length.

3.2.1 Not accounting for rate heterogeneity
causes full Bayesian methods to infer spurious
reticulations

We first looked at the effects of rate heterogeneity under
low ILS conditions. When data were simulated under the
SR model and lacked rate heterogeneity, using the DEO im-
plementation of the DR model for inference did not have
a substantial negative effect on topological accuracy. How-
ever, when data were simulated under the DR model, and
the SR model was used for inference by disabling the DEO,
we observed a large decrease in accuracy (Figure 8, top
row). For comparison, we note that the maximum distance
was 3 + 7 for the tree phylogeny, and 4 + 7 for the network
phylogeny, where # represents the number of reticulations
in the inferred phylogeny.

Further investigation revealed that the basis for this er-
ror was the inference of reticulations beyond the true num-
ber of reticulations (Figure 8, bottom row). Similar results
were observed for the species network with the highest
probability marginalized over branch lengths and other
continuous parameters (Figure S1).

Under moderate ILS conditions the results were similar
(Figures S2, S3), although the inferred species networks
were sometimes inaccurate even without model misspecifi-
cation. This may have been due to the lower correlation be-
tween gene and species phylogenies making individual loci
less informative regarding the species phylogeny.

3.2.2 Summary methods are robust to
substitution rate heterogeneity

Maximum likelihood methods of species network inference,
unlike Bayesian methods, are not inherently able to esti-
mate the number of reticulations present. This is because
a network of higher likelihood should always be possible to
find by increasing the number of reticulations r, even be-

yond the true r (Cao et al., 2023). Therefore a maximum
likelihood search should return a network where r is equal
to the maximum permissible value 7,,,, set by the user or
implementation. When r,,,, is set equal to the true r, in-
troducing rate heterogeneity has only a very minor nega-
tive effect on species network accuracy when gene trees are
estimated (Figure 9), despite a more substantial decrease in
the accuracy of inferred gene tree topologies (Figure 10A).
When the true phylogeny is a network, using estimated
gene trees has a very negative effect on accuracy (Figure 9),
but adding rate heterogeneity does not make it any worse.

The noticeable difference between the accuracy of
species networks and trees inferred from estimated gene
trees cannot be attributed to differences in GTEE, as gene
trees estimated using IQ-TREE were actually slightly more
accurate when the true species phylogeny was a network
(Figure 10A). Adding rate heterogeneity to the true gene
trees has no effect since this summary method ignores
branch lengths, and the true gene tree topologies are unaf-
fected by rate heterogeneity.

The original publication on maximum likelihood species
network inference (Yu et al., 2014) suggested increasing r
until the increase in likelihood becomes negligible. This
creates the appearance of a “shoulder” when the maximum
likelihood is drawn as a function of r. The number of retic-
ulations is able to be identified when the phylogeny is in-
ferred with true gene trees or gene trees estimated under SR
data, since we observe little growth in the likelihood after
the point of the true number of reticulations (Figure 9B, top
and middle rows). When using DR data, the turning point
becomes misleading for the species tree (Figure 9B, bottom
left).

3.2.3 Gene tree estimation

When data were simulated without rate heterogeneity un-
der the SR model, 1Q-TREE performed slightly better than
MCMC_SEQ when inferring gene tree topologies regardless of
whether the DEO implementation of the DR model was en-
abled (Figure 10A, right). While joint inference of species
and gene phylogenies is typically superior to independent
gene tree inference (Szollési et al., 2014), in this case 1Q-
TREE had the advantage of being able to estimate the GTR
model parameters used to simulate sequence alighment,
whereas MCMC_SEQ assumed equal base frequencies and sub-
stitution rates.

When data were simulated under the DR model with
rate heterogeneity, using the DR model for inference with
MCMC_SEQ outperformed both the SR model and, to a smaller
extent, IQ-TREE (Figure 10A, left). When considering branch
lengths in addition to topology, the accuracy of all three
methods was virtually indistinguishable when data were
simulated without rate heterogeneity, but in the presence
of rate heterogeneity enabling the DR model was clearly su-
perior (Figure 10B).

The relative substitution rates estimated under the DR
model using the DEO implementation in MCMC_SEQ were
strongly correlated with the true simulated rates (Figure
11), although the average relative error was 18.81%, reflect-
ing the limited information present in each individual se-
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Figure 8. The effect of per-locus substitution rate variation on the accuracy of species phylogenies inferred using a full

Bayesian approach.

MCMC_SEQ was used to infer the species phylogeny together with the gene trees from multiple sequence alignments in a full Bayesian approach, under either single rate (SR) or
Dirichlet rates (DR) models of per-locus substitution rate variation. Sequence alignments were also simulated under either SR or DR models. One the top, each bar represents the
number of replicates with a given network distance from the true species phylogeny, for the exemplar species tree (left) and network (right). On the bottom, each bar represents the
number of replicates with a given number of reticulations in the inferred phylogeny, for the exemplar species tree (left) and network (right).

quence alignment. Estimation of relative rates is not possi-
ble using I1Q-TREE due to the confounding of rates and time.

3.3 Reanalysis of empirical data

3.3.1 Test statistics support reticulate evolution
within Anopheles

We reanalyzed previously studied Anopheles mosquito
genomes (Fontaine et al., 2015) using both existing statis-
tical approaches and the species triplet test approach. By
conducting Pearson’s, G and Monte Carlo estimation tests
on the full set of species, we found the result indicated the
data did not fit the null hypothesis (p < 0.001). By calcu-
lating test statistics on triplets of taxa, all three multiple-
testing error correction methods rejected the null hypothe-
sis regardless of the test statistics used. This result suggests
that introgression exists among the species we have se-
lected in this Anopheles data set.

Bulletin of the Society of Systematic Biologists

3.3.2 Introgression between some Heliconius
species is no longer supported

We analyzed subsets of an empirical data set of Heliconius
butterfly genomes (Edelman et al., 2019) using Pearson’s,
G and Monte Carlo estimation tests on the subset of Heli-
conius melpomene, H. hecalesia and subspecies H. erato de-
mophoon. We found the data was not incompatible with
the MSC (p = 0.81 for Pearson’s test and G test, p = 0.98
for Monte Carlo estimation). For the subset of species H.
timareta, H. melpomene and H.numata, the tests did not re-
ject the MSC (p = 0.99 for Pearson’s test and G test, p =1
for Monte Carlo estimation). This result indicates that no
introgression was detected in any of these two subsets of
species in this Heliconius data.

We analyzed the subsets using the same phylogenetic
network inference methods as for our simulation study. The
log-likelihood curve of phylogenetic networks inferred us-
ing the summary method InferNetwork_ML for the species H.
melpomene, H. hecalesia and subspecies H. erato demophoon
was almost horizontal without a noticeable shoulder. Given
the robustness of summary methods at predicting reticula-
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Figure 9. The effect of per-locus substitution rate variation on the accuracy of species phylogenies inferred by the

maximum likelihood summary method InferNetworks_ML.

(A) Each bar represents the number of replicates with a given network distance from the true species network for the two exemplar species phylogenies (a species tree and a species

network with one reticulation). Gene trees used as input were either the true gene trees (True GTs), or inferred using IQ-TREE from sequence data simulated along those trees un-
der a single rate model (inferred SR GTs), or a Dirichlet rates model (inferred DR GTs). (B) Log-likelihood increase of species networks identified using the maximum likelihood sum-

mary method InferNetworks_ML. The log-likelihood for a given maximum number of reticulations is relative to the log-likelihood of the zero-reticulation maximum likelihood

network (i.e., the species tree). Gene trees used as input were either the true gene trees (True GTs), or inferred using IQ-TREE from sequence data simulated along those trees un-
der a single rate model (inferred SR GTs), or a Dirichlet rates model (inferred DR GTs). Thick orange lines show the average increase relative to zero reticulations, all other lines show

the increase for each individual replicate.

tion number, this result suggests that the true number of
reticulations for this subset is zero (Figure 12E).

When using the full Bayesian method MCMC_SEQ with the
DEO implementation of the DR model enabled, the max-
imum a posteriori phylogeny was a tree without reticula-
tions and an identical topology to the maximum likelihood
method with the number of reticulations was set to zero
(Figure 12A and C). However, when the SR model was used

for inference, the full Bayesian method inferred gene flow
after speciation from the ancestor of H. hecalesia and sub-
species H. erato demophoon into the H. melpomene lineage
(Figure 12B). This was different from the reticulation in-
ferred by InferNetwork_ML when one reticulation was al-
lowed, although as mentioned reticulations are unsup-
ported by the log-likelihood curve (Figure 12D).
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Figure 10. The effect of per-locus substitution rate variation on the accuracy of gene trees inferred independently or

using a full Bayesian approach.

(A) The accuracy of inferred gene tree topologies measured by normalized Robinson-Foulds (nrRF) distances. There were only three possible values of nrRF, proportional and corre-
sponding to the number of correct clades, besides the root and crown of the ingroup, present in the inferred gene tree. (B) The accuracy of inferred gene trees including their branch

lengths measured by normalized branch score (nrBS). IQ-TREE was used to infer gene trees independently of each other or the species phylogeny. MCMC_SEQ was used to infer
posterior distributions of gene trees together with the species phylogeny from multiple sequence alignments in a full Bayesian approach, under either single rate (SR) or Dirichlet
rates (DR) models of per-locus substitution rate variation, which were summarized as maximum clade credibility (MCC) point estimate trees with mean node heights before calculat-
ing nrRF and nrBS values. Sequence alignment data were simulated under either SR (right boxes) or DR (left boxes) models.

Substantial variation in substitution rates was inferred
when using the DR model (Figure S4). Given this observa-
tion, the failure to reject statistical tests of fit to a species
tree, and the trend we observed in the simulation study
where using the SR model leads to the inference of spurious
reticulations when rate heterogeneity is present, we sug-
gest this apparent gene flow is an artifact of model mis-
specification.

The inference of spurious reticulations does not always
manifest. We analyzed another subset of three species H.
timareta, H. melpomene and H. numata, and no reticulations
were inferred by the full Bayesian method regardless of
whether the SR or DR models were used for inference (Fig-
ure 13).
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In spite of variation in substitution rates also being in-
ferred for this subset (Figure S9), this is in agreement with
the log-likelihood curve and topology inferred using the
summary method (Figure S7A, S8).

3.4 Accounting for rate variation increases
convergence time

MCMC chains were run on the NOTS compute cluster at
Rice University, which uses a heterogenous mix of compute
nodes with four different Intel Xeon CPUs. The specific
models and clock speeds are the E5-2650 v2 at 2.6GHz, the
E5-2650 v4 at 2.2GHz, the Gold 6126 at 2.6GHz, and the
Gold 6230 at 2.1GHz. The individual compute node used
each time for a chain that was initialized or resumed was
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Figure 11. Per-locus substitution rate estimates using the
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Our implementation of this model in MCMC_SEQ was used to estimate the rates from
sequence alignments simulated using the same model, from each of the two exemplar

phylogenies (a species tree and a species network with one reticulation). Rates along the
diagonal exactly match the true rates used for simulation.

determined by the cluster scheduling software, so reported
running times are reflective of a distribution of hardware
rather than any particular system.

Convergence of MC(MC_SEQ was slower when the DR model
was used. When the DEO was enabled to analyze simulated
data under a DR model, the unnormalized log-posterior
density effective sample size (ESS) accumulation was any-
where from 63% to 17% the rate of ESS accumulation when
DEO was disabled. For the subsets of Heliconius taxa, em-
ploying the DR model resulted in ESS accumulation being
62% or 4% the rate of ESS accumulation when employing
an SR model (Table 1). The run time is somewhat noisy be-
cause of the heterogeneous configuration of the cluster.

4 Discussion

Model misspecification is a persistent issue in phylogenetic
inference. A major area of misspecification is where gene
flow occurs after speciation, which is not accounted for by
simple species tree models. The authors of this paper, and
other developers of methods for systematics, have made
progress in relaxing this assumption so that inferred
species phylogenies can incorporate gene flow through a
species network model. However, we have shown that in
resolving one area of misspecification, we have made the
inference of species phylogenies more susceptible to mis-
specified substitution models.

4.1 A robust approach for detecting
reticulate evolution

Via simulation, when the model is misspecified by GTEE,
we have found statistical tests of reticulate evolution are
prone to have large false positives when the true model is
the MSC, though these methods are good at assessing that

the MSC is unfit to data generated under the MSNC. We in-
vestigated a triplet-based approach using multiple-testing
error correction that showed very promising results.

Our method is more accurate than previous approaches,
with a statistically lower false positive rate than the other
gene tree topology based methods we analyzed, while also
exhibiting greater power compared with the Dj test. Previ-
ous research found that the Dj test, and to a lesser extent
the ABBA-BABA and HyDe tests, are adversely affected by
between-species-lineage rate variation (Frankel & Ané,
2023). While we did not study this variation directly, it is
plausible that our triplet approach would be more robust,
as it relies on gene tree topology frequencies which are un-
changed by between-species rate variation. Nevertheless,
future studies will need to confirm our hypothesis.

While the true positive rates in our study were high for
all methods under all conditions, a previous comparison of
TICR (which Cai & Ané (2021)'s method was derived from),
MSCquartets, HyDe, ABBA-BABA and Dj reported a wide
range of false negative rates (Bjorner et al., 2022). In sce-
narios similar to our model network phylogeny with sin-
gle, shallow reticulations, TICR was able to reliably detect
reticulation when given thousands of gene trees, but was
unable given more complex scenarios. MSCquartets, ABBA-
BABA and D3 were not able to reliably detect the presence
of reticulation for eight or more taxa, and HyDe only reli-
ably worked when applied to four taxa. As with our study,
Bjorner et al. (2022) used Bonferroni correction to control
the false positive rate for methods other than TICR, indi-
cating that the triplet multitest approach may not scale to
large numbers of taxa, at least when FWER correction is
used instead of the less-conservative FDR correction.

Due to the rapid development of new methods in this
area, neither previous studies nor ours was able to assess
the performance of all current tests, nor do we expect fu-
ture studies to be able to evaluate all current and future
tests. However, our results clearly demonstrate that all cur-
rent and future tests based on gene tree topologies need
to be evaluated under realistic conditions where the true
topologies are unknown, as even for our relatively “easy”
model network existing methods fail in the presence of
GTEE.

It is curious that GTEE can inflate the false positive
rate of Cai & Ané (2021)'s method, given its similarity to
our triplet multitest approach. There are four key differ-
ences between the two methods; (1) our method is based
on three-taxon rooted trees whereas Cai & Ané (2021) use
quartets, (2) we chose a x? distribution with one degree
of freedom whereas Cai & Ané (2021) chose a x? distrib-
ution with two degrees of freedom, (3) we employed the
closed-form formula to calculate each branch length in-
dependently given the observed gene tree frequencies
whereas Cai & Ané (2021) used true branch lengths and
also implemented jointly-inferred branch lengths, and (4)
while we apply FWER and FDR multiple testing correction
to identify significance across entire species networks, Cai
& Ané (2021) simulate datasets of the same size as the in-
put data under the null hypothesis, then use those simula-
tions to calculate the expected variance in the proportion of
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Figure 12. Phylogenetic network analysis of Heliconius data sets.

Species networks were inferred using the full Bayesian method MCMC_SEQ (A and B) and the maximum likelihood summary method InferNetwork_ML (C and D), with Helico-
nius species restricted to H. hecalesia, H. erato demophoon, and H. melpomene. Phylogenetic inferencewas performed using the Dirichlet rates model of per-locus rate variation (A) or a
single rate model (B). The posterior expectation and standard deviation of branch lengths are given in expected substitutions per site (blue). The posterior expectation and standard
deviation of inheritance probabilities are also shown (pink). The maximum number of reticulations was set to zero (C), or up to 3 (D). Gene trees used as input were inferred using
IQ-TREE. Estimated branch lengths are given in coalescent units (blue). Inheritance probabilities are also shown (pink). (E) Log-likelihood increase of Heliconius species networks

identified using InferNetworks_ML.

p-values for individual quartets which are below 0.05 (de-
scribed as “outlier” p-values). Under any null hypothesis,
5% of p-values are expected to be below 0.05, and the esti-
mated variance is then used to determine whether the pro-
portion of outlier p-values is significantly less than 5%.
Since three taxon rooted gene trees and quartets have
identical expected frequencies for concordant and discor-
dant topologies (Cai & Ané, 2021; Degnan & Rosenberg,
2009), (1) seems unlikely to be the cause. Cai & Ané
(2021)'s choice for (2) raises the threshold for rejecting the
null hypothesis and should decrease the false positive rate.
Our exact and approximate multinomial test results estab-
lished that independently estimated branch lengths accom-
modate GTEE whereas jointly estimated branch lengths do
not, supporting (3) as the explanation. When given true

species branch lengths, no accommodation at all can be
made for GTEE and Cai & Ané (2021)'s method performs
even worse, further supporting this explanation. The simu-
lations for (4), while accounting for non-independence, are
not intended or able to correct for GTEE, although could
potentially be improved upon to do so in the future.

The triplet multitest we proposed has certain limita-
tions, as it is restricted to using species tree as the null
hypothesis, rather than a species network, due to the lack
of identifiability of parameters in a three-taxon network
from the frequencies of gene tree topologies. A three-taxon
network, or trinet, with one reticulation has four internal
branches, each associated with a parameter that reflects its
length, plus an inheritance probability parameter associ-
ated with the reticulation edges. However, there are only
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Figure 13. Heliconius species networks inferred using the
full Bayesian method MCMC_SEQ for an alternative subset of
taxa.

Phylogenetic inference was performed using the Dirichlet rates model of per-locus rate
variation (A) or a single rate model (B), from sequence data extracted from a whole
genome alignment of Heliconius species, pruned to H. timareta, H. melpomene and H. nu-
mata. The posterior expectation and standard deviation of branch lengths are given in
expected substitutions per site (blue).

three gene tree topologies, which results in a “more vari-
ables than equations” scenario, and hence the lack of trinet
parameter identifiability. Another limitation of the triplet
multitest is that it only tests for the presence of reticu-
lation, whereas HyDe is able to estimate the inheritance
probability «, and does so accurately under a range of sim-
ulated conditions (Kong & Kubatko, 2021). Given the ac-
curacy of our approach for testing presence/absence, max-
imum likelihood estimation of - based on rooted gene tree
topology frequencies for statistically significant triplets
could be a useful future augmentation.

4.2 Implementing per-locus substitution rate
variation

Another source that misspecifies the model is the per-locus
rate heterogeneity, which can cause spurious reticulations
using full methods when it is not accounted for. This ob-
servation was not unexpected, as these methods interpret
for any signal deviating from the MSC as evidence for in-
trogression. Adding the DEO restores the inherent ability
of full methods to identify the number of reticulations with
appropriate priors. While we made the network inference
more accurate by sampling more parameters to account
for rate heterogeneity practically, there is a trade-off be-
tween model complexity and scalability for Bayesian meth-
ods (Fisher et al., 2022).

The accurate inference of gene trees is also harmed by
this misspecification, particularly the inference of their
branch lengths. For researchers interested in the patterns
of substitution rate variation, we have also shown that
these rates may to an extent be inferred using the DR
model, even in the presence of reticulate evolution. On the
other hand, when the true generative process does not in-
corporate rate variation, using a model for inference that
allows for rate variation does not have a substantial nega-
tive impact on accuracy. Because of this asymmetry in out-
comes, we recommend that species networks should be in-
ferred using the DR or similar model whenever substitution
rate variation is possible.

Through our empirical study, we have shown that this
misspecification has likely caused spurious inferences when
applied to real taxonomic systems. The inference of spu-
rious reticulations may lead to incorrect conclusions con-
cerning patterns of reticulation in evolution. This further
supports our recommendation that rate variation should be
accounted for whenever it may be present. To facilitate our
recommendation, we have implemented the DR model in
MCMC_SEQ, one of the most popular methods for species net-
work inference.

Finally, determining the number of reticulations in sum-
mary phylogenetic network inference methods is expected
to be more complicated when GTEE exists (Braun et al.,
2019). When using maximum likelihood methods, informa-
tion criteria AIC, BIC have been used to select the num-
ber of reticulations, but turn out to be ineffective (Yu et al.,

Table 1. Running time and ESS on simulated and empirical butterfly data for MCMC chains.

SRinference DR inference
ESS Runtime? ESS per hour ESS Runtime? ESS per hour
T SR Data 460.19 24.25 18.98 289.47 24.18 11.97
ree

DR Data 1169.53 37.05 31.57 180.14 25.49 7.07

SR Data 641.46 25.66 25.00 269.93 26.31 10.26

Network

DR Data 1107.49 29.35 37.73 166.41 26.63 6.25

MelHecErdP 11737 142.18 82.55 436 124.62 3.50

Heliconius

TimMelNum¢® 2920 163.63 17.85 1714 155.37 11.03

3 Runtime was measured in hours of wall time
b The subset of Heliconius melpomene, H. hecalesia and subspecies H. erato demophoon
¢ The subset of H. timareta, H. melpomene and H. numata
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2014). Similarly, the “elbow” approach was suggested to be
applied to both parsimony and (pseudo-)likelihood meth-
ods by finding the number of reticulations after which the
score (the number of deep coalescence events or likelihood)
grows very slowly (Cao et al., 2023). But this method re-
quires visualization and manual inspection.

5 Conclusions

Phylogenetic networks extend the phylogenetic tree model
by allowing for nodes with two parents in order to capture
the possibility of reticulations in evolutionary history. Con-
sequently, phylogenetic networks are a richer model and in
fact they can be arbitrarily complex since the number of
reticulations that can be added to a phylogenetic network
with a fixed number of taxa is unbounded in theory. The
richness of the model can lead to erroneous inferences in
practice, as any deviations from a tree-based null model,
even when these deviations are not caused by reticulation,
will be interpreted as reticulation by phylogenetic network
inference methods. In this paper, we investigated two im-
portant sources of model misspecification, namely GTEE
and substitution rate heterogeneity across loci. The former
impacts methods that utilize gene tree estimates as input,
whereas the latter impacts full Bayesian approaches that
utilize multi-locus sequence alignments. We found that
GTEE has an outsized impact on test statistics aimed at de-

termining whether the evolutionary history is treelike or
not, and showed that running the test on three-taxon sub-
sets and combining the results could significantly amelio-
rate the problem. We further showed that accounting for
variation in per-locus substitution rates could significantly
improve the reliability of full Bayesian inference methods.
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