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Abstract

We present an efficient particle-particle random phase approximation (ppRPA)

approach that predicts accurate excitation energies of point defects, including the

nitrogen-vacancy (NV−) and the silicon-vacancy (SiV0) centers in diamond and the

divacancy center (VV0) in 4H silicon carbide, with errors within 0.2 eV compared with

experimental values. Starting from the (N + 2)-electron ground state calculated with

the density functional theory (DFT), the ppRPA excitation energies of the N -electron

system are calculated as the differences between the two-electron removal energies of

the (N + 2)-electron system. We demonstrate that the ppRPA excitation energies

converge rapidly with a few hundred of canonical active-space orbitals. We also show

that active-space ppRPA has weak DFT starting-point dependence and is significantly

cheaper than the corresponding ground-state DFT calculation. This work establishes

ppRPA as an accurate and low-cost tool for investigating excited-state properties of

point defects and opens up new opportunities for applications of ppRPA to periodic

bulk materials.
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Optically addressable point defects in semiconductors and insulators have gained increas-

ing attention due to their unique optical and magnetic properties and promises for realizing

quantum technologies.1–3 In many point defect systems, the energy levels of the defect are

within the fundamental band gap of the host material, which leads to long spin coherence

time even at room temperature. The spin states of point defects can also be initialized,

manipulated, and read out through optical excitations. As a result, point defects have the

potential to function as quantum bits (qubits) for quantum computation and single-photon

emitters for quantum communication.4–7 However, predicting optical properties of point de-

fects from first principles remains challenging.8 Due to the fact that defect excited states

often have multiconfigurational character, a balanced treatment of static and dynamical elec-

tron correlation is required for accurately describing these states. Moreover, large supercells

with hundreds of atoms are typically required to avoid interactions between periodic im-

ages and simulate in the dilute limit, which is not feasible for correlated quantum chemistry

methods.

Due to high computational efficiency, excited-state extensions of the density functional

theory (DFT),9–11 including spin-conserving and spin-flip time-dependent DFT (TDDFT)

as well as ∆SCF, have been widely used to describe optical properties of point defects such

as vertical excitation energies, zero-phonon lines, optical spectra, and excited-state geome-

tries.12–17 However, it is challenging for the single-determinant-based DFT formalism to

describe the strongly correlated defect states with multiconfigurational character. Moreover,

TDDFT has an undesired significant starting-point dependence on the exchange-correlation

functional. Periodic many-body treatments of defect excited states have been explored using

the Bethe-Salpeter equation (BSE) combined with GW ,18,19 the equation-of-motion coupled-

cluster theory,20 as well as the quantum Monte Carlo approach.21 However, the high compu-

tational costs have limited further applications of these methods. To describe the correlated

defect systems with affordable cost, many flavors of quantum embedding approaches have

been developed. In quantum embedding theories, a chosen active space representing the
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manifold of defect states is treated by accurate but computationally demanding high-level

theories, while the rest of the system is treated by cheaper low-level theories.22–25 It has been

shown that the quantum defect embedding theory (QDET),26–28 the density matrix embed-

ding theory (DMET),29–31 the constrained random phase approximation (CRPA) combined

with exact diagonalization (ED)32,33 and the regional embedding theory34 have achieved

mixed successes for simulating point defect systems. Recently, a dynamical downfolding

approach has been developed to treat localized correlated electronic states in the otherwise

weakly correlated host medium.35

The particle-particle random phase approximation (ppRPA) formalism, originally de-

veloped for describing nuclear many-body interactions,36,37 has been successfully applied

to describe ground-state electron correlation as well as excited-state energies and oscilla-

tor strengths in quantum chemistry.38–40 ppRPA can be derived from different approaches,

including the equation of motion,36,41 the adiabatic connection38,39 and TDDFT with the

pairing field.42 As the counterpart of the commonly used particle-hole random phase approx-

imation (phRPA),43,44 ppRPA describes the response of the pairing matrix to a perturbation

in the form of a pairing field, which conveys information in the particle-particle and the hole-

hole channel. For ground states, the ppRPA correlation energy is shown to be equivalent to

the ladder-coupled-cluster doubles.45,46 In addition, ppRPA is the first known functional that

captures the energy derivative discontinuity in strongly correlated systems. 38 For excited-

state properties, the two-electron addition energy and the two-electron removal energy are

obtained by solving the ppRPA working equation instead of the excitation energy in the

particle-hole channel. Therefore, the excitation energy of the N -electron system can be

obtained in two different manners: a) the particle-particle channel with the difference be-

tween two-electron addition energies of the (N − 2)-electron system,40 and b) the hole-hole

channel with the difference between two-electron addition energies of the (N + 2)-electron

system,40,47,48 where N is the number of electrons. It has been shown that ppRPA predicts

accurate excited-state properties of molecular systems, including valence, double, Rydberg
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and charge transfer excitation energies,40,49–54 analytic gradients,55 conical intersections,40

oscillator strengths,56 and spin-state energetics.57 Recently, ppRPA with the Tamm-Dancoff

approximation (TDA) has been applied in the multi-reference DFT approach to describe dis-

sociation breakings and to predict excitation energies.58,59 ppRPA is also used in the Green’s

function formalism, where the self-energy in the T-matrix approximation is formulated with

the ppRPA eigenvalues and eigenvectors to calculate quasiparticle energies.54,60–63

The computational cost of the ppRPA approach can also be significantly reduced using

the active-space formalism.53,54 In the recently developed active-space formalism, only the

particle and hole pairs with large contributions to low-lying excitation energies are included

by constraining both indices in particle and hole pairs. It has been shown that using an

active space of only 30 occupied and 30 virtual orbitals, active-space ppRPA achieves fast

convergence to within 0.05 eV compared to full ppRPA for molecular excitations of different

characters, including charge-transfer, Rydberg, double, and valence excitations as well as

diradicals.54 As a result, the ppRPA calculations for molecular excitations becomes linear

scaling and is more efficient than the ground state SCF calculations of the same molecules.

In this work, we apply the active-space ppRPA approach to predict vertical excitation

energies in solid-state point defects, including the negatively charged nitrogen-vacancy center

(NV−) and the neutral silicon-vacancy center (SiV0) in diamond, and the kk-configuration

of the neutral divacancy center (kk-VV0) in 4H silicon carbide (4H-SiC). Here, the (N +2)-

electron ground state is computed with DFT and is used as the reference in ppRPA calcu-

lations. By adding two electrons to the original N -electron defect system, the ground state

becomes closed-shell, which can be straightforwardly described by single-determinant Kohn-

Sham DFT. All desired excitation energies can then be obtained by taking the differences

between two-electron removal energies of the (N +2)-electron system. We demonstrate that

the excitation energy converges rapidly with respect to the size of the active space using

supercells of various sizes. With a small active space consisting of only 200 occupied and 200

virtual orbitals, ppRPA predicts accurate excitation energies for all tested defect systems.
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To the best of our knowledge, this work is the first application of ppRPA for excitation

energies in realistic periodic bulk systems.

We first review the ppRPA formalism. As the counterpart of phRPA formulated in

the particle-hole channel, ppRPA is formulated with the particle-particle propagator that

completely describes the dynamic fluctuation of the pairing matrix.38,39 In the frequency

space, the time-ordered pairing matrix fluctuation is38,39

Kpqrs(ω) =
∑
m

⟨ΨN
0 |âpâq|ΨN+2

0 ⟩⟨ΨN+2
0 |â†sâ†r|ΨN

0 ⟩
ω − ΩN+2

m + iη
−
∑
m

⟨ΨN
0 |â†sâ†r|ΨN−2

0 ⟩⟨ΨN−2
0 |âpâq|ΨN

0 ⟩
ω − ΩN−2

m − iη

(1)

where â†p and âp are the second quantization creation and annihilation operators, ΩN±2 is

the two-electron addition/removal energy, and η is a positive infinitesimal number. In Eq. 1

and the following, we use i, j, k, l for occupied orbitals, a, b, c, d for virtual orbitals, p, q, r,

s for general molecular orbitals, and m for the index of the two-electron addition/removal

energy.

Similar to the phRPA, the pairing matrix fluctuation K of the interacting system can be

approximated from the non-interacting K0 with the Dyson equation38,39

K = K0 +K0V K (2)

where the antisymmetrized interaction Vpqrs = ⟨pq||rs⟩ = ⟨pq|rs⟩ − ⟨pq|sr⟩ is used and

⟨pq|rs⟩ =
∫
dx1dx2

ϕ∗
p(x1)ϕ∗

q(x2)ϕr(x1)ϕs(x2)

|r1−r2| . The direct ppRPA can be obtained by neglecting

the exchange term in V in Eq. 2.64

Eq. 2 can be cast into a generalized eigenvalue equation, which is similar to the Casida

equation in TDDFT65,66

 A B

BT C


X
Y

 = ΩN±2

I 0

0 −I


X
Y

 (3)
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with

Aab,cd = δacδbd(ϵa + ϵb) + ⟨ab||cd⟩ (4)

Bab,kl = ⟨ab||kl⟩ (5)

Cij,kl = −δikδjl(ϵi + ϵj) + ⟨ij||kl⟩ (6)

where a < b, c < d, i < j, k < l and ΩN±2 is the two-electron addition/removal energy. In

our ppRPA calculations of defect systems, the DFT self-consistent field (SCF) calculation

of the (N + 2)-electron state at the ground-state geometry of N -electron system is first

performed, then the orbital energies and orbitals are used in the working equation Eq. 3 for

calculating two-electron removal energies. The excitation energy can be obtained from the

difference between the lowest and a higher two-electron removal energy.

Since the corresponding (N + 2)-electron system is closed-shell, Eq. 3 can be expressed

in the spin-adapted form.49 The singlet ppRPA matrix is given by

As
ab,cd = δacδbd(ϵa + ϵb) + ⟨ab||cd⟩ (7)

Bs
ab,kl = ⟨ab||kl⟩ (8)

Cs
ij,kl = −δikδjl(ϵi + ϵj) + ⟨ij||kl⟩ (9)

with a < b, c < d, i < j and k < l. And the triplet ppRPA matrix is given by

At
ab,cd = δacδbd(ϵa + ϵb) +

1√
(1 + δab)(1 + δcd)

(⟨ab|cd⟩+ ⟨ab|dc⟩) (10)

Bt
ab,kl =

1√
(1 + δab)(1 + δkl)

(⟨ab|kl⟩+ ⟨ab|lk⟩) (11)

Ct
ij,kl = −δikδjl(ϵi + ϵj) +

1√
(1 + δij)(1 + δkl)

(⟨ij|kl⟩+ ⟨ij|lk⟩) (12)

with a ≤ b, c ≤ d, i ≤ j and k ≤ l.

As introduced in Ref. 54, the ppRPA matrix can be constructed in an active space that
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constrains indices of both particle and hole pairs. This means that for singlet ppRPA matrix

in Eq. 7 to Eq. 9, the indices are constrained as

a < b ≤ Nvir,act and c < d ≤ Nvir,act (13)

i < j ≤ Nocc,act and k < l ≤ Nocc,act (14)

where Nocc,act and Nvir,act are the numbers of occupied and virtual orbitals in the active

space. For the triplet ppRPA matrix in Eq. 10 to Eq. 12, the indices are constrained in

the same way. As shown in Ref. 54, the above active space only includes the particle and

hole pairs with large contributions to low-lying excitation energies, which greatly reduces

the computational cost of the ppRPA calculations. The scaling of active-space ppRPA is

O(N4
act) using the Davidson algorithm50,67 with Nact being a small number of active-space

orbitals. In this work, the full diagonalization was used for ppRPA calculations due to the

small size of the active space. For systems that require a larger active space, Eq. 3 can be

solved with the Davidson algorithm50 to reduce the computational cost. In addition, the

AO-to-MO transformation step scales as O(NauxN
2
AONact) with density fitting, where NAO

and Naux are the numbers of computational and auxiliary basis functions.

Ground-state geometries of all three defect systems were optimized with the PBE func-

tional68 using the Quantum ESPRESSO package,69,70 and details can be found in the Sup-

porting Information (SI). We then performed all (N +2)-electron ground-state DFT calcula-

tions in periodic Gaussian basis sets with Gaussian density fitting using the PySCF quantum

chemistry software package,71,72 in supercell calculations with Γ-point sampling. Two func-

tionals (PBE68 and B3LYP73,74) were used, in combination with the cc-pVDZ basis set75 and

the cc-pVDZ-RI auxiliary basis set.76 As shown in Section. 3 in the SI, using cc-pVTZ basis

set leads to very close results as using the cc-pVDZ basis set. With the electron integrals and

DFT results obtained from PySCF, we further performed active-space ppRPA calculations

with periodic boundary conditions to predict vertical excitation energies of point defects
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using the Lib ppRPA library.77 Data from ppRPA basis set convergence tests can be found

in the SI.
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Figure 1: Vertical excitation energies of NV− in diamond obtained from ppRPA@PBE with
respect to the number of orbitals in the active space. The numbers of occupied and virtual
orbitals in the active space are the same. Left: supercell containing 63 atoms. Full (N +2)-
electron state has 191 occupied and 693 virtual orbitals. In the last point, 191 occupied
and 200 virtual orbitals are included in the active space. The dashed lines correspond to
excitation energies obtained from the active space with 191 occupied and 300 virtual orbitals.
Right: supercell containing 215 atoms. Full (N+2)-electron state has 647 occupied and 2363
virtual orbitals. The dashed lines correspond to excitation energies obtained from the active
space with 300 occupied and 300 virtual orbitals.

We first examine the convergence behavior of the excitation energies obtained from the

ppRPA approach with respect to the size of the active space. The active-space ppRPA@PBE

excitation energies of NV− center using supercells containing 63 and 215 atoms are shown

in Fig. 1. The supercell containing 63 atoms has 191 occupied and 691 virtual orbitals,

while the 215-atom supercell has 647 occupied and 2363 virtual orbitals. For simplicity, the

active spaces used in this work include the same numbers of occupied and virtual orbitals.

As seen in Fig. 1, the excitation energies of all three excited states (i.e., 1E, 1A1, and
3E)

converge rapidly with respect to the size of the active space for both supercell sizes. For

the low-lying singlet excited state 1E and triplet excited state 3E, using an active space

consisting of only 30 occupied and 30 virtual orbitals gives errors of only 0.03 eV compared

with much larger active-space results (i.e., 191 occupied and 300 virtual orbitals), which is
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the same as the convergence behavior for excitation energies in molecular systems reported

in Ref. 54. For the 1A1 excited state, slightly slower convergence is observed. Nevertheless,

the ppRPA@PBE 1A1 excitation energy is converged to within 0.03 eV when using 200

(191 for 63-atom supercell) occupied and 200 virtual orbitals. Similar behaviors have been

observed for ppRPA@B3LYP calculations and for other defect systems, as shown in the SI.

Thus, we choose to use the active space composed of 200 occupied and 200 virtual orbitals

in all ppRPA calculations in this work. Compared with the previous work of using the

active-space ppRPA approach for molecular systems,54 the number of orbitals needed in the

active space for periodic systems is larger due to denser manifold of low-lying states in solids.

Nevertheless, the size of the active space is still much smaller than the full system size.

Table 1: Vertical excitation energies of NV− in diamond obtained from the
ppRPA approach based on PBE and B3LYP functionals compared with refer-
ence values. Extrapolated values were obtained from the results of supercells
containing 63 and 215 atoms. In ppRPA calculations, the geometry of the 3A2

ground state and cc-pVDZ basis set were used. All values are in eV.

1E 1A1
3E

Experiment29,78 0.50 ∼ 0.59 1.76 ∼ 1.85 2.18

ppRPA@PBE (supercell 215) 0.52 1.64 1.92

ppRPA@PBE (extrapolated) 0.53 1.67 1.95

ppRPA@B3LYP (supercell 215) 0.60 1.92 2.09

ppRPA@B3LYP (extrapolated) 0.61 1.97 2.10

TDDFT@PBE15 0.51 1.34 2.09

TDDFT@B3LYP 0.69 2.12 2.39

TDDFT@DDH15 0.68 1.97 2.37

G0W0-BSE@PBE13 0.40 0.99 2.32

DMET-NEVPT229 0.53 1.62 2.40

QDET15 0.48 1.32 2.16

CRPA+CI32 0.49 1.41 2.02

The vertical excitation energies (VEEs) of NV− in diamond obtained from the ppRPA

approach based on PBE and B3LYP using the 215-atom supercell and a two-point extrap-

olation scheme are presented in Table 1. The extrapolation was done using 63-atom and
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215-atom excitation energies in a linear fitting of the form: E(1/Natom) = E∞+a/Natom. As

shown in Ref. 15 and Ref. 31, the linear extrapolation with respect to the number of atoms

in supercell models has been successfully used to predict vertical excitation energies of defect

systems in the thermodynamic limit. We note that, there are uncertainties in the estimation

of experimental VEEs. For example, when based on experimental zero-phonon lines (ZPLs)

and the Franck-Condon shifts obtained from TDDFT calculations,15 the VEEs are reported

to be 0.40 ∼ 0.55 eV for the 1E state and 1.53 ∼ 1.62 eV for the 1A1 state. It is well-known

that TDDFT has an undesired dependence on the exchange-correlation functional. In Ta-

ble 1, TDDFT@PBE severely underestimates the excitation energy of the 1A1 state, while

TDDFT@B3LYP and TDDFT@DDH overestimate excitation energies of all excited states

by 0.1 ∼ 0.4 eV. G0W0-BSE@PBE underestimates the excitation energy of the 1A1 state

by 0.8 eV and has errors around 0.1 eV for other two states. The embedding approaches,

including DMET, QDET, and CRPA+CI, predict accurate excitation energies for low-lying

1E and 3E states. However, QDET and CRPA+CI significantly underestimate the excitation

energy of the 1A1 state by 0.4 eV or more. In contrast, we find that the ppRPA approach pro-

vides a balanced description of all excited states. For three excited states, ppRPA@B3LYP

predicts accurate excitation energies with errors around 0.1 eV. The ppRPA approach based

on PBE slightly underestimates excitation energies, especially for 1A1 and 3E states, with

errors around 0.2 eV. In addition, ppRPA has a weaker DFT starting-point dependence than

TDDFT. For instance, the difference between excitation energies of the 1A1 state obtained

from ppRPA with the GGA and the hybrid functionals is only 0.3 eV, which is less than half

of the 0.8 eV difference between TDDFT@PBE and TDDFT@B3LYP. As shown in Table 1

and in the SI, we also observe that excitation energies for NV− in diamond have a weak

dependence on the size of the supercell model. The difference between ppRPA excitation

energies from using the 215-atom supercell and those from the two-point extrapolation is

smaller than 0.05 eV.

We now turn to the discussion of SiV0 in diamond. The vertical excitation energies of
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Table 2: Vertical excitation energies of SiV0 in diamond obtained from the
ppRPA approach based on PBE and B3LYP functionals compared with refer-
ence values. Experimental vertical excitation energy is estimated by combining
the experimental ZPL value of 1.31 eV78 and the Franck-Condon shift of 0.29
eV from the TDDFT calculation.15 Extrapolated values were obtained from the
results of supercells containing 63 and 215 atoms. In ppRPA calculations, the
geometry of the 3A2g ground state and cc-pVDZ basis set were used. All values
are in eV.

3A2u
3Eu

3A1u

Experiment 1.60

ppRPA@PBE (supercell 215) 1.47 1.54 1.81

ppRPA@PBE (extrapolated) 1.27 1.30 1.54

ppRPA@B3LYP (supercell 215) 1.54 1.62 1.89

ppRPA@B3LYP (extrapolated) 1.34 1.38 1.62

TDDFT@PBE15 1.24 1.28 1.37

TDDFT@B3LYP 1.41 1.50 1.81

TDDFT@DDH15 1.49 1.57 1.76

DMET-CASSCF30 2.26 2.44 3.16

DMET-NEVPT230 2.39 2.47 2.61

QDET27 1.59 1.62

SiV0 in diamond obtained from the ppRPA approach based on PBE and B3LYP using the

215-atom supercell and those from the two-point extrapolation are presented in Table 2.

As shown in Ref. 15, excitation energies of SiV0 in diamond obtained from the two-point

extrapolation show small differences to those obtained from the more sophisticated four-

point extrapolation. Here, TDDFT@B3LYP and TDDFT@DDH achieve high accuracy for

predicting the excitation energy of the 3Eu state. On the other hand, TDDFT@PBE under-

estimates the 3Eu energy by 0.3 eV. Similar to the prediction of NV− in diamond, TDDFT

shows a starting-point dependence for SiV0 in diamond, where the difference in excitation

energies from different functionals can be as large as 0.4 eV. Among quantum embedding ap-

proaches, the QDET approach produces the smallest error of only 0.02 eV. The large errors

in DMET-CASSCF and DMET-NEVPT2 may be attributed to the finite-size error and the

unsatisfactory treatment of the hybridization between defect orbitals and the environment. 30
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With the supercell model containing 215 atoms, both ppRPA@PBE and ppRPA@B3LYP

predict accurate excitation energies for the 3Eu state with errors smaller than 0.05 eV. How-

ever, the extrapolated results give slightly larger errors around 0.2 ∼ 0.3 eV. Compared

with TDDFT, the starting-point dependence in ppRPA is largely reduced. The differences

of excitation energies obtained from ppRPA based on PBE and B3LYP are smaller than 0.1

eV. Similar to NV− in diamond, ppRPA using the hybrid functional B3LYP provides better

accuracy than ppRPA based on the GGA functional PBE for SiV0 in diamond.

Table 3: Vertical excitation energies of kk-VV0 in 4H-SiC obtained from the
ppRPA approach based on PBE and B3LYP using the 286-atom supercell. Ex-
perimental vertical excitation energy is estimated by combining the experimental
ZPL value of 1.10 eV16 and the Franck-Condon shift of 0.11 eV from the TDDFT
calculation.15 In ppRPA calculations, the geometry of the 3A2 ground state and
cc-pVDZ basis set were used. All values are in eV.

1E 1A1
3E

Experiment 1.21

ppRPA@PBE (supercell 286) 0.28 0.88 1.12

ppRPA@B3LYP (supercell 286) 0.33 1.13 1.23

TDDFT@PBE15 0.33 0.90 1.41

TDDFT@B3LYP 0.43 1.58 1.45

TDDFT@DDH15 0.42 1.41 1.46

CRPA+CI32 0.29 0.88 1.13

We also applied the ppRPA approach to calculate excitation energies of kk-VV0 in 4H-

SiC. The vertical excitation energies of the kk-configuration of VV0 in 4H-SiC obtained from

the ppRPA approach based on PBE and B3LYP are shown in Table 3. TDDFT with all

functionals overestimates the excitation energy of the 3E state by around 0.2 eV. Compared

with TDDFT, CRPA+CI provides improved accuracy with an underestimation of 0.1 eV

for the excitation energy of the 3E state. As shown in Ref. 79, it is more challenging to

extrapolate the excitation energies of kk-VV0 in 4H-SiC with respect to the supercell size.

Thus, we only include excitation energies obtained from ppRPA using the supercell model

containing 286 atoms in Table 3. ppRPA@PBE shows similar results to CRPA+CI with an
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error of 0.1 eV. ppRPA@B3LYP gives the best prediction for the 3E state with an error of

only 0.02 eV. We note that, however, with finite size extrapolation, the ppRPA-predicted

3E excitation energy will likely decrease slightly.
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Figure 2: Wall time comparison for the ground-state B3LYP SCF calculations and
ppRPA@B3LYP calculations with different active spaces. All calculations were performed
on a 48-core CPU node. The supercell model containing 215, 215, and 286 atoms was used
for NV− in diamond, SiV0 in diamond, and kk-VV0 in 4H-SiC, respectively. (O, V ) means
that O occupied orbitals and V virtual orbitals were used in the active space.

In addition to good accuracy for predicting excitation energies of point defects, ppRPA

combined with the active-space formalism has a favorable computational scaling. The wall

time comparison for the ground-state B3LYP SCF calculations and ppRPA@B3LYP cal-

culations with different active spaces are demonstrated in Fig. 2. The computational cost

for ppRPA with 60 or 200 orbitals (including AO to MO transformation and ppRPA steps)

is negligible compared to the ground-state SCF for the (N + 2)-electron system. At such

low cost, reasonably accurate excitation energy prediction can already be obtained from the

ppRPA calculations (e.g., with 100 occupied and 100 virtual orbitals). Even for a larger

active space with 200 occupied and 200 virtual orbitals, the computational cost of ppRPA

is still much smaller than the ground-state DFT calculation. It is also seen that the com-
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putational cost of converged active-space ppRPA calculation is nearly independent of the

supercell size. For the tested defect systems, the (N + 2)-electron systems become closed-

shell by adding two electrons to half-occupied defect orbitals, which only need to be described

by a spin-restricted calculation. This means that the DFT calculation here is cheaper than

spin-unrestricted DFT/HF typically used in TDDFT and quantum embedding approaches,

although we do not claim such acceleration is universal in all point defect systems. We would

like to point out that ppRPA calculations of (N+2)- or (N−2)-excited states can be reviewed

as an seamless Fock space embedding approach of capturing explicitly the correlated inter-

actions of two particles or two holes in the medium of the N -electron system described with

a density functional approximation.53 It is also interesting to point out that while screening

is critical for electron interaction in bulk systems, ppRPA, without the pairing interaction

kernel, ignores screening.42 Yet ppRPA is shown here to describe the excitation of point

defect well. This is likely due to the cancellation of error, as the ground and excited states

of the two particle states have similar localization and screening.

In summary, we applied the ppRPA approach to predict accurate excitation energies of

point defects in semiconductors and insulators. In ppRPA calculations, the ground-state

SCF calculation for (N + 2)-electron system is first performed, then excitation energies can

be efficiently obtained with an active space consisting only 200 occupied and 200 virtual

orbitals. The size of the active space that provides converged excitation energies is shown to

be independent of defect systems. For excitations with delocalized characters, we anticipate

the required size of the active space may be different. We demonstrated that ppRPA provides

a balanced description for different excited states in all tested defect systems including NV−

in diamond, SiV0 in diamond and kk-VV0 in 4H-SiC. The errors from ppRPA@B3LYP for

predicting excitation energies of the tested point defects are consistently smaller than 0.2 eV.

Furthermore, the computational cost of ppRPA is negligible compared with the ground-state

DFT calculation when using the active-space formalism. Therefore, we conclude that ppRPA

shows promise as an accurate and low-cost tool for investigating excited-state properties of

15



point defect systems. This work also opens up new opportunities for the application of the

ppRPA approach to periodic systems.
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(76) Weigend, F.; Köhn, A.; Hättig, C. Efficient Use of the Correlation Consistent Basis Sets

in Resolution of the Identity MP2 Calculations. J. Chem. Phys. 2002, 116, 3175–3183.

(77) Li, J.; Yu, J.; Yang, W. unpublished.

(78) Davies, G.; Hamer, M. F.; Price, W. C. Optical Studies of the 1.945 eV Vibronic Band

in Diamond. Proc. R. Soc. Lond. Math. Phys. Sci. 1997, 348, 285–298.
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