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Abstract—The highly heterogeneous ecosystem of Next Gen-
eration (NextG) wireless communication systems calls for novel
networking paradigms where functionalities and operations can
be dynamically and optimally reconfigured in real time to adapt to
changing traffic conditions and satisfy stringent and diverse Qual-
ity of Service (QoS) demands. Open Radio Access Network (RAN)
technologies, and specifically those being standardized by the O-
RAN Alliance, make it possible to integrate network intelligence
into the once monolithic RAN via intelligent applications, namely,
xApps and rApps. These applications enable flexible control of
the network resources and functionalities, network management,
and orchestration through data-driven control loops. Despite re-
cent work demonstrating the effectiveness of Deep Reinforcement
Learning (DRL) in controlling O-RAN systems, how to design
these solutions in a way that does not create conflicts and unfair
resource allocation policies is still an open challenge. In this paper,
we perform a comparative analysis where we dissect the impact
of different DRL-based xApp designs on network performance.
Specifically, we benchmark 12 different xApps that embed DRL
agents trained using different reward functions, with different ac-
tion spaces and with the ability to hierarchically control different
network parameters. We prototype and evaluate these xApps on
Colosseum, the world’s largest O-RAN-compliant wireless net-
work emulator with hardware-in-the-loop. We share the lessons
learned and discuss our experimental results, which demonstrate
how certain design choices deliver the highest performance while
others might result in a competitive behavior between different
classes of traffic with similar objectives.

Index Terms—Open RAN, O-RAN, Resource Allocation, Net-
work Intelligence, Deep Reinforcement Learning.

I. INTRODUCTION

Programmable, virtualized, and disaggregated architectures
are seen as key enablers of Next Generation (NextG) cellular
networks. Indeed, the flexibility offered through softwarization,
virtualization, and open standardized interfaces provides new
self-optimization capabilities. These concepts are at the foun-
dation of the Open Radio Access Network (RAN) paradigm,
which is being specified by the O-RAN Alliance. Thanks to the
RAN Intelligent Controllers (RICs) proposed by O-RAN (i.e.,
the near- and non-real-time RICs), intelligence can be embed-
ded into the network and leveraged for on-demand closed-loop
control of its resources and functionalities [1]. In O-RAN, this
is achieved via intelligent applications, called xApps and rApps,

This article is based upon work partially supported by Dell Technologies and
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which execute on the near- or non-real-time RICs respectively.
Through the RICs, these applications interface with the network
nodes and implement data-driven closed-loop control based on
real-time statistics received from the RAN, thus realizing the vi-
sion of resilient, reconfigurable and autonomous networks [1].
Since they do not require prior knowledge of the underlying
network dynamics [2], Deep Reinforcement Learning (DRL)
techniques are usually preferred in the design of such control
solutions for the Open RAN [3]–[5].

Intelligent control in O-RAN through xApps has widely
attracted the interest of the research community. For example,
[6] proposes the NexRAN xApp to control and balance the
throughput of different RAN slices. The authors of [7] develop
a Reinforcement Learning (RL) xApp to assign resource blocks
to certain users according to their Channel State Information
(CSI) and with the goal of maximizing the aggregated data rate
of the network. A deep Q-learning-based xApp for controlling
slicing policies to minimize latency for Ultra Reliable and Low
Latency Communications (URLLC) slices is presented in [8].
The authors of [4] experimentally evaluate and demonstrate
several DRL-based xApps under a variety of traffic and channel
conditions, and investigate how different action space configu-
rations impact the network performance. Finally, other research
efforts focus on coordinating multiple xApps to control dif-
ferent parameters via a combination of federated learning and
team learning [9], [10].

A. Contributions and Outline

The above works clearly show that DRL and Artificial In-
telligence (AI), are catalysts in the design and development
of intelligent control solutions for the Open RAN. However,
despite early results showing their success and effectiveness,
designing DRL agents for complex Open RAN scenarios—
characterized by the coexistence of diverse traffic profiles and
potentially conflicting Quality of Service (QoS) demands—is
still an open challenge that, as we describe below, we aim at
addressing in this paper. Specifically, our goal is to go beyond
merely using AI, and specifically DRL, in a black-box manner.
Instead, we try to address some fundamental questions that are
key for the success of intelligence in Open RAN systems.

We consider an Open RAN delivering services to URLLC,
Massive Machine-Type Communications (mMTC) and En-
hanced Mobile Broadband (eMBB) network slices. Specifi-
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Fig. 1. Reference O-RAN testing architecture with focus on the case of two
xApps operating at different time scales, Ti, as described in Section V-B.

cally, we use OpenRAN Gym [11]—an open-source framework
for Machine Learning (ML) experimentation in O-RAN—to
deploy such Open RAN on the Colosseum wireless network
emulator [12], and control it through 12 DRL xApps. These
xApps have been trained to perform slice-based resource alloca-
tion (i.e., scheduling profile selection and RAN slicing control)
and to meet the diverse requirements of each slice. We inves-
tigate the trade-off between long-term and short-term rewards,
we discuss and compare different design choices of action set
space, hierarchical decision-making policies and action-taking
timescales. Finally, we show how these choices greatly impact
network performance and affect each slice differently.

To the best of our knowledge, this is the first experimental
study that provides a comprehensive evaluation of the design
choices for DRL-based xApps. We hope that our findings and
insights might help in designing xApps for NextG Open RANs.

The remainder of this paper is organized as follows. Sec-
tion II describes our system model and data-driven optimization
framework. Section III presents the different DRL optimization
strategies considered in this work, while Section IV details
our experimental setup and training methodology. Experimental
results are discussed in Section V. Finally, Section VI draws our
conclusions and presents some future work directions.

II. SYSTEM MODEL AND DATA-DRIVEN OPTIMIZATION
FRAMEWORK

In this work, we consider an Open RAN multi-slice scenario
where User Equipments (UEs) generate traffic with diverse
profiles and QoS demands. Without loss of generality, we
assume that traffic generated by UEs can be classified into
eMBB, URLLC, or mMTC slices.

To satisfy the diverse QoS demands required by each slice
and intelligently control the resource allocation process, we
leverage RL. Specifically, as shown in Fig. 1, we leverage
xApps embedding DRL agents that are tasked with reconfig-
uring control parameters of the Base Station (BS) such as
RAN slicing (i.e., the portion of available Physical Resource
Blocks (PRBs) that are allocated to each slice at any given
time) and Medium Access Control (MAC) layer scheduling
policies (in our case, by selecting a dedicated scheduler profile
to each slice among Round Robin (RR), Waterfilling (WF) and
Proportionally Fair (PF)). xApps make decisions based on the
UEs traffic demand, load, performance and network conditions

that are given by Key Performance Measurements (KPMs)
periodically reported by RAN.

A. DRL Agent Architecture

We focus on DRL agents that implement the Proximal Pol-
icy Optimization (PPO) algorithm, a state-of-the-art on-policy
DRL algorithm based on an actor-critic network architectural
approach. Specifically, the actor and critic network “work”
cooperatively to learn a policy that selects actions that deliver
the highest reward possible for each state. While the actor’s task
is to take actions based on current network states, the critic’s
target is to evaluate actions taken by the actor network and
provide feedback that reflects how effective the action taken
by the actor is. In this way, the critic helps the actor in taking
actions that lead to the highest rewards for each given state.

The reason we focus on PPO is that it has been demonstrated
several times to outperform other architectures [4], [7]. Actor
and critic networks are fully-connected neural networks with
3 layers of 30 neurons each. The hyperbolic tangent serves as
the activation function while the learning rate is set to 10−3.
We follow the same approach as in [4], where the input (e.g.,
KPMs) of the DRL agent is first processed by the encoding
part of an autoencoder for dimensionality reduction. This also
synthetically reduces the state space and makes training more
efficient in terms of time and generalization. In detail, the
autoencoder converts an input matrix of K = 10 individual
measurements of M = 3 KPM metrics (i.e., downlink through-
put, buffer occupancy, and number of transmitted packets)
into a single M -dimensional vector. The Rectified Linear Unit
(ReLU) activation function and four fully-connected layers of
256, 128, 32 and 3 neurons are also used in the encoder.

The cumulative average reward function of the DRL agent is
designed to jointly satisfy the QoS demand of the three slices
with respect to their KPM requirements. For instance, eMBB
users aim to maximize throughput, while mMTC users aim at
maximizing the number of transmitted packets. Finally, the goal
of URLLC users is to deliver packets with minimum latency.
Since the base station cannot measure end-to-end application-
layer latency (which is instead measured at the receiver side),
we measure latency in terms of number of bytes in the trans-
mission buffer, the smaller the buffer, the smaller the latency.
The reward is formulated as the weighted sum in Eq. (1)

R =

∞∑
t=0

γt

(
N∑

j=1

wj · rj,t

)
, (1)

where t represents the training step, and N = 3 is the total
number of slices, wj represents the weight associated to slice j,
considered for reward maximization in the three corresponding
slices. Finally, γ is the discount factor and rj,t describes the
slice-specific reward obtained at each training step t. In our
case, rj,t represents the average value of the KPM measured
by all users of slice j at time t (e.g., throughput for the eMBB
slice). Note that the weight wj for the URLLC slice is negative
to model the minimization of the buffer occupancy. The models
that we have designed and trained are deployed as xApps on the
near-real-time RIC, as illustrated in Fig. 1.
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III. DRL OPTIMIZATION STRATEGIES

We investigate how different design choices affect the ef-
fectiveness and decision-making of the DRL-based xApps. We
consider the following design choices, for a total of 12 xApps.

Short-term vs. Long-term Rewards. We train DRL agents
with different values of the discount factor γ. The PPO dis-
count factor weights instantaneous rewards against long-term
rewards. A higher value prioritizes long-term rewards, while a
lower γ prioritizes short-term rewards. Results of this explo-
ration are provided in Section V-A.

Hierarchical Decision-Making. We investigate the case of
two xApps configuring different parameters in parallel but
at different timescales. In this way, we investigate how mul-
tiple xApps with different optimization goals and operating
timescales impact the overall network performance. The find-
ings of this investigation are provided in Section V-B, and a
practical example is illustrated in Fig. 1.

Impact of Reward’s Weights. Finally, we test different
values for the weights wi of the slices in Eq. (1). A different
weight configuration affects how DRL agents prioritize each
slice. The results of this analysis are reported in Section V-C,
where we show how weights significantly impact the overall
performance and can result in inefficient control strategies.

IV. EXPERIMENTAL SETUP AND DRL TRAINING

To experimentally evaluate the DRL agents, we leverage
the capabilities of OpenRAN Gym [11], an open-source ex-
perimental toolbox for end-to-end design, implementation, and
testing of AI/ML applications in O-RAN. It features:

• End-to-end RAN and core network deployments though
the srsRAN [13] softwarized open-source protocol stack;

• Large-scale data collection, testing and fine-tuning of
RAN functionalities through the SCOPE framework [14],
which adds open Application Programming Interfaces
(APIs) to srsRAN for the control of slicing and scheduling
functionalities, as well as for KPMs collection;

• An O-RAN-compliant control architecture to execute
AI/ML-based xApps via the ColO-RAN near-real-time
RIC [4]. The E2 interface between RAN and the RIC and
its Service Models (SMs) [1] manage streaming of KPMs
from the RAN and control actions from the xApps.

We deploy OpenRAN Gym on Colosseum [12], a publicly
available testbed with 128 Standard Radio Nodes (SRNs), i.e.,
pairs of Dell PowerEdge R730 servers and NI USRP X310
Software-defined Radios (SDRs). Colosseum enables large-
scale experimentation in diverse Radio Frequency (RF) en-
vironments and network deployments. This is done through
the Massive Channel Emulator (MCHEM) component, which
leverages Field Programmable Gate Array (FPGA)-based Fi-
nite Impulse Response (FIR) filters to reproduce different con-
ditions of the wireless environment modeled a priori through
ray-tracing software, analytical models, or real-world measure-
ments. The channel conditions that can be emulated in this way
include path loss, fading, attenuation, mobility and interference
of signals. Similarly, the Colosseum Traffic Generator (TGEN),

built on top of the Multi-Generator (MGEN) TCP/UDP traffic
generator [15], emulates different traffic profiles (e.g., multime-
dia content), demand, and distributions (e.g., Poisson, periodic).

We deploy a 3GPP-compliant cellular network with one
base station and 6 UEs uniformly distributed across 3 dif-
ferent slices. These are: (i) eMBB that concerns high traffic
modeling of high-quality multimedia content and streaming
applications; (ii) URLLC for time-critical applications, such as
autonomous driving in Vehicle-to-everything (V2X) scenarios;
and (iii) mMTC for Internet of Things (IoT) devices with
low data rate requirements but with high need for consistent
information exchange. In terms of physical deployment, UEs
are uniformly distributed within a 20 m radius from the BS, in
the urban environment of Rome, Italy [14].

The bandwidth of the BS is set to 10 MHz (i.e., 50 PRBs)
and is divided among the 3 slices, with 2 users statically
assigned to each slice. Slice-based traffic is created with the
following specifications: eMBB users request 4 Mbps constant
bitrate, while URLLC and mMTC UEs generate 89.3 kbps and
44.6 kbps Poisson traffic, respectively.

To train the DRL agents, we used the publicly available
dataset described in [4]. This dataset contains about 8 GB of
KPMs collected by using OpenRAN Gym and the Colosseum
network emulator over 89 hours of experiments, and concerns
setups with up to 7 base stations and 42 UEs belonging to
different QoS classes, and served with heterogeneous schedul-
ing policies. Each DRL model evaluated in the following sec-
tions takes as input RAN KPMs such as throughput, buffer
occupancy, number of PRBs, and outputs resource allocation
policies (e.g., RAN slicing and/or scheduling) for RAN control.

Abiding by the O-RAN specifications, we train our ML
model offline on Colosseum’s GPU-accelerated environment,
which includes two NVIDIA DGX A100 servers with 8 GPUs
each. Trained DRL-agents are onboarded on xApps inside
softwarized containers implemented via Docker and deployed
on the ColO-RAN near-real-time RIC.

V. EXPERIMENTAL EVALUATION

In this section, we present the results of an extensive per-
formance evaluation campaign, with more than 16 hours of
experiments, to profile the impact of the strategies discussed
in Section III. These results were produced by taking the
median as the most representative statistical value of a dataset,
and averaged over multiple repetitions of experiments in the
Downlink (DL) direction of the communication system.

A. Impact of Discount Factor on the Action Space

We explore how RAN slicing, MAC scheduling, and joint
slicing and scheduling control are affected by training proce-
dures that favor short-term against long-term rewards. Due to
space limitations, we only report results obtained with γ ∈
{0.5, 0.99}. The reward’s weight configuration used in this
study is shown in Table I and identified as Default.

In Fig. 2, we report the Cumulative Distribution Function
(CDF) of individual KPMs for each slice and for different
xApps trained to control different sets of actions and using
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(a) eMBB Throughput (b) mMTC Packets (c) URLLC Buffer Occupancy
Fig. 2. Performance evaluation under different action spaces and values of the γ parameter.

(a) eMBB DL Throughput (b) mMTC Packets
Fig. 3. Median values under different action spaces and values of γ.

TABLE I
WEIGHT CONFIGURATIONS

Weights eMBB mMTC URLLC

Default 72.0440333 0.229357798 0.00005
Alternative 72.0440333 1.5 0.00005

different values of γ. The median of such measurements for
the eMBB and mMTC slices is instead reported in Fig. 3. The
median for the URLLC slice is not reported, as this value is zero
in all configurations. The best performing configurations for the
eMBB and mMTC slices are instead listed in numerical order
in Table II from best to worst performing.

TABLE II
PER-SLICE TOP PERFORMING XAPPS UNDER THE DEFAULT WEIGHT

CONFIGURATION

eMBB mMTC

1)Sched & Slicing 0.5 Slicing 0.99
2)Sched & Slicing 0.99 Slicing 0.5
3)Slicing 0.5 Sched 0.99
4)Slicing 0.99 Sched & Slicing 0.99
5)Sched 0.99 Sched 0.5
6)Sched 0.5 Sched & Slicing 0.5

Our results show that Sched & Slicing and Slicing
0.5 favor eMBB the most, with Sched & Slicing 0.5
being the best configuration among the ones considered. More-
over, slicing is essential to ensure high throughput values
(the four top-performing xApps for eMBB include slicing as
a control action). We also notice that prioritizing immediate
rewards (i.e., γ = 0.5) results in higher throughput values
if compared to xApps embedding agents trained to maximize
long-term rewards. This design option, when combined with
a bigger action space (e.g., scheduling & slicing) ultimately
yields a higher throughput.

For the mMTC slice, the Slicing 0.99 xApp always

yields the best performance. However, we notice that Sched
& Slicing 0.5, which is the best-performing xApp for
eMBB, yields the worst performance for mMTC. Although a
larger action space and a short-term reward design is ideal
for eMBB (e.g., Sched & Slicing 0.5), we notice that
this performance gain comes at the expense of the mMTC
slice. Indeed, in Figs. 3(a) and 3(b), we observe that the
higher the eMBB performance, the lower the mMTC’s. This
is clearly illustrated when we compare the “best” per-slice
policies, respectively Sched & Slicing 0.5 (eMBB) and
Slicing 0.99 (mMTC). The former delivers the highest re-
ported eMBB throughput (4.168 Mbps) but the lowest number
of mMTC packets (16 packets), while the latter delivers the
highest number of mMTC packets (37 packets) and one of the
lowest measured eMBB throughput values (i.e., 3.636 Mbps).

Hence, eMBB-mMTC slices indicate a competitive behavior,
since we cannot optimally satisfy both of them without loss
in their respective rewards, as they compete for the amount
of packets required for transmission. Our results show that, in
general, controlling scheduling only is not ideal as it strongly
penalizes eMBB performance with a modest improvement in
terms of number of transmitted mMTC packets.

B. Impact of Hierarchical Decision-Making

In this analysis, we evaluate the effectiveness of making
disjoint decisions to control scheduling and slicing policies. We
select the best performing single-action xApps from Table II,
i.e., Slicing 0.5 and Sched 0.99, and we compare their
execution at different timescales. The former, provides a good
balance in terms of eMBB throughput (∼ 4 Mbps) and number
of mMTC packets, while the latter, provides the best perfor-
mance for the mMTC slice. With this design choice, we expect
to maintain high performance for both eMBB and mMTC.

We consider four setups, summarized in Table III. Each entry
describes how frequently the BS reports KPMs to the RIC.
For instance, in Setup 1, the xApp for slicing control receives
data from the BS every 1 s, while the scheduling agent receives
the respective metrics every 10 s. Despite taking into account
RAN telemetry reported every 1, 5 or 10 s, the DRL decision-
making process and the enforcement of a control policy on the
BS occur within a granularity of sub-milliseconds, and hence
the intelligent control loops are still in compliance with the
timescale requirements of the near-real-time RIC.

Results of this analysis are presented in Figs. 4 and 5. From
Fig. 4(a), Setup 3 delivers the best eMBB performance, Setups
1 and 2 perform almost equally, while Setup 4 performs the
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(a) eMBB Throughput (b) mMTC Packets (c) URLLC Buffer Occupancy
Fig. 4. Performance evaluation under different hierarchical configurations.

(a) eMBB DL Throughput (b) mMTC Packets
Fig. 5. Median values under different hierarchical configurations.

TABLE III
HIERARCHICAL REPORTING SETUP

Setup ID Slicing 0.5 Sched 0.99

1 1 s 10 s
2 1 s 5 s
3 10 s 1 s
4 5 s 1 s

worst. For mMTC, in Fig. 4(b) we notice that all combinations
perform similarly and deliver approximately 26 packets, with
Setup 1 and Setup 4 delivering an additional packet. From
Fig. 4(c), we notice that all setups deliver the same performance
for the URLLC slice and, despite not being reported in the
figures, they all yield a median buffer occupancy of 0 byte, i.e.,
they maintain an empty buffer to ensure low latency values.
In Fig. 5(a), we notice that Setups 2 and 3 deliver the highest
eMBB throughput. In Fig. 5(b), instead, we notice that Setups 1
and 4 deliver the highest number of transmitted mMTC packets.

Our findings on hierarchical control verify eMBB’s and
mMTC’s competitive behavior for individual reward maximiza-
tion. Our results show that the rewards of eMBB and mMTC
slices are competing with one another, as the best configuration
for eMBB corresponds to the worst configuration for mMTC,
and vice versa. Among all considered configurations, Setup 3
offers the best trade-off, as it delivers the highest throughput at
the expense of a single mMTC packet less being transmitted.

C. Impact of Weight Configuration

In this study, we consider different weight configurations to
compute the cumulative average reward function in Eq. (1). The
considered configurations are reported in Table I. The Alterna-
tive weight configuration is computed by using the weights in
Table IV, where A,B,C, αeMBB , βmMTC , and γURLLC are
used to both scale and prioritize certain slices. Specifically,
A,B,C are used to scale the individual weights according to
statistical information of corresponding KPMs. For example,

TABLE IV
WEIGHT DESIGN

weMBB wmMTC wURLLC

αeMBB · 1

A
βmMTC · 1

B
γURLLC ·

(
− 1

C

)

A,B,C can represent either the average, minimum or maxi-
mum values reported KPM per slice so as to scale the weight
according to the dynamic range of the corresponding KPM.
Similarly, αeMBB , βmMTC , and γURLLC can be used to give
priority to one slice or the other.

We set αeMBB = 1000, βmMTC = 456 and γURLLC =
1. As a reference for A, B and C, we choose the historically
maximum reported KPM values for each slice, i.e., A = 13.88
Mbps, B = 304, and C = 20186 byte.

Based on these steps, we derive their respective weights
weMBB , wmMTC , wURLLC . For example, the weight of

mMTC can be computed as wmMTC = βmMTC · 1

B
=

456/304 = 1.5, as reported in the Alternative configuration in
Table I. The goal of comparing the two Default and Alternative
weight configurations is to explore and understand the dynam-
ics between mMTC and eMBB and the overall impact on the
network performance. Specifically, since previous results have
shown that the mMTC can be penalized by the eMBB slice,
with the Alternative configuration we aim at giving the former
a weight that is 6× larger than the Default configuration.

Results for the Alternative configuration are reported in
Figs. 6 and 7. In Fig. 6(a), Sched & Slicing 0.5 deliv-
ers the best eMBB performance. Similarly to the results pre-
sented in Section V-A, Scheduling & Slicing 0.5 and
Slicing 0.5 are the best choices, with short-term reward
design being ideal for eMBB. In Fig. 6(b), the Alternative
weight configuration results in Scheduling & Slicing
0.99 being the best mMTC choice and long-term rewards are
better for mMTC users. For URLLC, all policies perform well,
with Scheduling & Slicing 0.5 performing slightly
better compared to Scheduling & Slicing 0.99.

Figs. 7(a) and 7(b), confirm that controlling scheduling alone
does not improve performance in general. Similarly to our
previous analysis, a high eMBB performance (i.e., Sched &
Slicing 0.5) results in a degraded mMTC performance.
However, if compared with the Default, the Alternative
weight configuration achieves a 31.25% increase for mMTC,
with the same equally good URLLC performance and a 1%
throughput increase for eMBB users.

In Table V we summarize the design options that deliver

2023 IEEE Global Communications Conference: Next-Generation Networking and Internet

1642
Authorized licensed use limited to: Northeastern University. Downloaded on October 02,2024 at 15:15:38 UTC from IEEE Xplore.  Restrictions apply. 



(a) eMBB Throughput (b) mMTC Packets (c) URLLC Buffer Occupancy
Fig. 6. Performance evaluation under the Alternative weight configuration for different actions spaces and discount factors.

(a) eMBB DL Throughput (b) mMTC Packets
Fig. 7. Median values under the Alternative weight configuration for different
actions spaces and discount factors.

good overall performance. Table VI indicates eMBB and
mMTC’s dynamic and competitive relation. Option 2 brings
balance, in terms of throughput and transmitted packets, Op-
tion 1 favors eMBB, and Option 4 boosts mMTC but with a
significant decrease in the QoS of the eMBB slice.

TABLE V
DESIGN OPTIONS CATALOG

Option 1 Sched & Slicing 0.5 - Alternative
Option 2 Slicing 0.5 - Default
Option 3 Hierarchical Control - Setup 1
Option 4 Slicing 0.99 - Default

TABLE VI
DESIGN OPTIONS

eMBB [Mbps] mMTC [packet] URLLC [byte]

Option 1 4.208 21 0
Option 2 4.114 26 0
Option 3 3.804 27 0
Option 4 3.636 37 0

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we investigated the impact of DRL design
choices on the performance of an Open RAN system controlled
by xApps embedding DRL agents that make decisions in near-
real-time to compute efficient slicing and scheduling control
policies. We benchmarked 12 xApps trained using DRL agents
with different actions spaces, reward design and decision-
making timescales. Our experimental results show that network
slices with similar objectives (e.g., maximizing throughput and
number of transmitted packets) might result in a competitive
behavior that can be mitigated using proper weight and reward
configurations. Our results point the need for either a) slice-
specific xApp design, or b) joint optimization on the premise
of xApp conflict avoidance. Part of our current and future work

focuses on these directions, with additional testing under di-
verse Channel Quality Information (CQI) conditions, mobility
patterns and dynamically changing traffic load. Optimal weight
design with respect to the size of the action space is also part of
our ongoing work.
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