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Abstract—The Open Radio Access Network (Open RAN)
paradigm, and its reference architecture proposed by the O-RAN
Alliance, is paving the way toward open, interoperable, observable
and truly intelligent cellular networks. Crucial to this evolution
is Machine Learning (ML), which will play a pivotal role by
providing the necessary tools to realize the vision of self-organizing
O-RAN systems. However, to be actionable, ML algorithms need
to demonstrate high reliability, effectiveness in delivering high per-
formance, and the ability to adapt to varying network conditions,
traffic demands and performance requirements. To address these
challenges, in this paper we propose a novel Deep Reinforcement
Learning (DRL) agent design for O-RAN applications that can
learn control policies under varying Service Level Agreement
(SLAs) with heterogeneous minimum performance requirements.
We focus on the case of RAN slicing and SLAs specifying max-
imum tolerable end-to-end latency levels. We use the OpenRAN
Gym open-source environment to train a DRL agent that can
adapt to varying SLAs and compare it against the state-of-the-
art. We show that our agent maintains a low SLA violation rate
that is 8.3 x and 14.4x lower than approaches based on Deep Q-
Learning (DQN) and Q-Learning, while consuming respectively
0.3x and 0.6 x less resources without the need for re-training.

Index Terms—O-RAN, Network Slicing, Deep Reinforcement
Learning, Latency-aware, Service Level Agreement.

I. INTRODUCTION

To effectively cater to a wide spectrum of application-specific
and user-centric demands, there is a need to rethink the way
Radio Access Networks (RANs) are designed and deployed.
Industry and academia alike commonly agree that this can
be achieved by combining three core principles [1]: (i) pro-
grammable and virtualized protocol stacks with clearly defined
open interfaces; (ii) closed-loop and fast network control and
reconfiguration; and (iii) data-driven modeling and machine
learning (ML). These constitute the foundational principles
of the emergent Open RAN paradigm, which has recently
garnered substantial momentum as a practical enabler of al-
gorithmic and hardware innovation in future cellular networks
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[1, 2]. The O-RAN Alliance [3] is establishing a reference
architecture for the Open RAN and defining its specifications
with the ultimate goal to push Open RAN toward standardiza-
tion. In this context, the O-RAN Alliance is promoting open
interfaces that connect the various disaggregated functional
units, and enable their programmability and monitoring by a
set of RAN Intelligent Controllers (RICs). Specifically, O-RAN
introduces the Non-real-time (Non-RT) the Near-RT RICs. The
former hosts intelligent algorithms called rApps that perform
inference at timescales larger than 1s, while the latter hosts
XApps that operate at timescales from 10ms to 1s. Intelligent
and dynamic network optimization via xApps and rApps intro-
duces novel practical challenges, which include, on one side,
designing machine learning (ML) agents capable of adapting
to unseen conditions and deployments, and on the other side,
selecting features that provide a meaningful representation of
the network status without incurring in dimensionality explo-
sion [4]. Moreover, advances in ML-based network automation
have been slow, mainly due to the unavailability of large-scale
datasets and experimental testing infrastructure to train, test and
validate xApps and rApps at scale [5].

In this paper, our goal is to advance the state-of-the-art and
provide practical answers to the above challenges and questions
by focusing on O-RAN network slicing, a technology necessary
to differentiate resource management in the RAN and offer
the flexibility, scalability, and adaptability necessary to meet
varying and service-specific performance requirements. More
specifically, we introduce adaptive and general ML solutions
for latency-constrained applications with time-varying Service
Level Agreement (SLA).

The O-RAN Alliance has identified network slicing as an en-
abling technology and use case for the O-RAN architecture [6].
Several surveys discuss research directions and challenges on
network slicing, discussing various aspects, including architec-
ture, orchestration, and resource management [7, 8]. Moreover,
the use of xApps to control network slicing in O-RAN has been
investigated in several works in the literature [5, 9-12], which
also explore the use of Deep Reinforcement Learning (DRL)
techniques to regulate slicing and resource allocation policies.
The authors in [13] introduce a framework based on Deep
Q-Networks (DQN) for resource allocation and numerology
assignment, aiming to meet diverse SLAs. The work presented
in [9] addresses a similar challenge but focuses on improving
the efficacy of DQN by integrating Explainable Artificial In-
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telligence (XAI). Despite being relevant to our work, both of
these methodologies lack explicit formulation and empirical
validation on O-RAN deployments. Moreover, they rely upon
simulations, thus emphasizing the need for real-world testing
and validation.

Another aspect that remains largely unexplored is the design
of DRL agents capable of adapting slicing policies to varying
performance requirements. Indeed, while most works in the
literature focus on using agents trained to meet certain fixed
performance thresholds [9, 13], to the best of our knowledge,
there are no works that handle dynamic thresholds and require-
ments without requiring agent retraining.

To address these key challenges, in this paper, we introduce
a novel design of DRL-based xApps for closed-loop control in
O-RAN with the objective of computing slicing policies that
can satisfy varying SLAs for different network slices while
minimizing the amount of Physical Resource Blocks (PRBs)
allocated to mobile users, so as to improve resource utilization
efficiency and reduce energy consumption. We discuss practical
challenges of integrating latency-aware DRL algorithms within
O-RAN (e.g., how to generate latency measurements and which
interfaces to use to make them available to the RIC), and show
that our solution can adapt to varying SLAs while improving
upon DQN and Q-learning approaches in the literature. Specif-
ically, we show that we can reduce SLA violations by 8.3 and
14.4x while consuming 0.3 x to 0.6 less PRBs.

II. SYSTEM MODEL

We consider a cellular base station (BS) serving a set U of
User Equipments (UEs) and with capacity C, i.e., the number
of physical resource blocks (PRBs). The BS handles a set Z
of network slices and allocates PRBs to each network slice
dynamically in accordance with their real-time traffic demands
and SLAs.

For each network slice 7 € Z, the SLA is defined as the 2-
tuple (A;, @ESLA)). The SLA specifies a minimum (or maxi-
mum) tolerable Key Performance Metric (KPM) level A;, and
a tolerance @ESLA) to indicate the percentage of time where A;
must be satisfied. Although our design is general, for the sake
of simplicity we focus on the case of end-to-end latency where
A; represents the maximum latency level that a certain slice ¢
can tolerate. For example, cpl(-SLA) = 0.99 means that 99% of
the packets must have a latency less than A;. We assume that
both A; and @ESLA) can vary over time for the same slice.

To satisfy SLAs, network slicing policies are continuously
updated so as to meet changing SLAs and determine the number
of PRBs that must be assigned to each slice. Without loss
of generality, we assume that slicing policies are updated on
a time-slotted basis. Specifically, we consider N consecutive
decision epochs, where each epoch is denoted as n € N =
{1,2,..., N}. The length of each decision epoch depends on
the specific application scenario. For example, in the case of
XApps, the decision epoch should not exceed 1s, while it can
take larger values in the case of rApps.

A. DRL agent design for adaptive latency-aware slicing

In this section, we design a DRL agent that continuously
monitors network performance and updates slicing policies that
satisfy the time-variant SLA for a certain latency-sensitive slice
1 € Z. Specifically, the action of the agent corresponds to
determining the number of PRBs to dedicate to slice ¢ alone,
while the leftover PRBs are allocated to the other slices. We
utilize a variable a;(n) to indicate this decision with respect to
slice ¢ during the n-th decision epoch.

In each decision epoch n, we observe the KPM relative to the
packets received by the BS. Let d), ; be the value of the end-to-
end latency relative to the p-th received packet for slice . Let
Si(n) be the total number of received packets during decision
epoch n. The ratio of the packets whose target latency remains
below the maximum tolerable latency level redA;(n) is:

1
ks = 1(d,; < A; 1
where 1(¢ < b) = 1 is an indicator function such that

1(a < b) = 1 if and only if the condition a < b is satisfied,
and 0 otherwise. Indeed, d,, ; is a function of the action a;(n).
The objective of the agent is to guarantee that the ratio of the
packets whose latency exceeds the SLA threshold k;(n) is less
than the SLA tolerance wESLA) (n) while using the minimum
number a;(n) of PRBs. This objective can be formulated as
follows:

N
a;(n) = arg grilg {m‘?xnz_:l 1 (ki(n) > LpZ{SLA) (n))} )

where k;(n), defined in (1), is a function of the action via the
latency function dy, ;.

The optimization task in (2) is challenging as d; ; is hard to
model as it depends on the action a;(n) and other aspects (e.g.,
traffic load, mobility, modulation) which are hard to capture
using closed-form equations. To overcome these challenges, we
resort to DRL and its ability to learn the underlying physical
models of KPMs from the data [5, 14].

To compute the observation space of the DRL agent, we
consider two important aspects. First, we need to allow the
agent to observe relevant KPMs that are correlated to end-to-
end latency. Second, we need to maintain the number of such
KPMs low because a too high dimensional input may lead to
suboptimal performance for ML-driven xApps [15, 16].

Therefore, to solve problem (2), we consider an observation
space that includes the number of Transport Blocks (TBs) tb;,
the ratio of PRB granted and requested rt;, and the downlink
rate dl;, which are highly correlated to the time spent by packets
in the transmission buffer [5]. Moreover, since in this paper the
objective of the agent is to satisfy latency SLA requirements,
we also include the minimum, maximum, and average latency
of the packets for all UEs of slice 4, i.e. d™"(n),d™™*(n) and
d* (n). These metrics are periodically sent from the BSs and
UEs to the RIC before a new decision epoch n starts. Section
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Figure 1: O-RAN architecture with the Integration of the proposed DRL agent.

IIT will discuss more on how these metrics have been collected
and processed before being fed to the DRL agent.

Our goal is to develop a DRL agent that learns generalizable
policies to meet the SLA requirements even in dynamic scenar-
ios where SLAs vary over time. For this reason, we add both the
current SLA tolerance @ESLA) (n) and the maximum tolerable
KPM level A;(n) to the observation of the agent. This allows
our agent to adapt to different SLA requirements without the
need to retrain it if the SLA requirements change.

Let wgmeas) (n) be the measured ratio of packets satisfying the
SLA during epoch n. The observation o;(n) at decision epoch
n is defined as:

0i(n) = |tb;(n),rt;(n),dl;(n), d,’inin (n), di™(n),
3)
@z (n), 3 (), " (m), A ()]

? 2

Finally, the reward is defined as:

(n) =
ri\n)=
1 + ek'(QOESLA) (n)iv’(imeas} (’I’L))
ai\n meas
# (1= 201 (6 < oV w) @

where k is the sigmoid slope parameter, and we normalize the
number a;(n) of PRBs allocated with respect to the capacity C.

In (4), we use a sigmoid-like function of the difference
between the SLA requirements, @ESLA) (n), and the actual ratio
of packets that satisfy the SLA, @Emeas)(n). This allows the
agent to learn how to satisfy the SLA while receiving a higher
reward when it is able to use less PRBs. This formulation is
helpful as it avoids resource over-provisioning and facilitates
energy savings.

B. Proximal Policy Optimization (PPO) architecture

We implement our solution using the Proximal Policy Opti-
mization (PPO) algorithm [17]. PPO is commonly implemented
within an Actor-Critic framework, where the policy network
functions as the actor, and the value function operates as the
critic network. PPO features a clipped loss function that adds
robustness and stability to the algorithm, making it the state-of-
the-art DRL algorithm [18]. Specifically, PPO clips the affect
of the advantage such that an actor’s action distribution for a
particular state does not fluctuate too much during training.

ITI. O-RAN INTEGRATION AND INFERENCE

In the following, we provide an overview of the O-RAN
architecture and, as shown in Fig. 1, we illustrate how our DRL
agent can be executed as an XApp hosted in the Near-real-time
(Near-RT) RIC and how to use O-RAN interfaces (solid lines
highlighted in red) to retrieve the data required for its execution.
Note that the interface between the 5G network data analytics
function (NWDAF) and the Non-RT RIC has not been yet fully
specified in O-RAN.

A. O-RAN architecture overview

As shown in Fig. 1, O-RAN embraces RAN disaggregation
where base stations (e.g., gNBs) are split into distinct func-
tional units, namely the Radio Unit (RU), Distributed Unit
(DU), and Centralized Unit (CU). Each unit is responsible for
specific aspects of network functionality, with the RU manag-
ing Radio Frequency (RF) components, the DU handling the
higher layers of the physical layer, Medium Access Control
(MAC), and Radio Link Control (RLC) layers, and the CU
overseeing protocol stack layers like Service Data Adaptation
Protocol (SDAP), Packet Data Convergence Protocol (PDCP),
and Radio Resource Control (RRC). This modular approach
allows for independent development, procurement, and oper-
ation of the CU, DU, and RU, leading to a more flexible
and cost-effective network deployment. Inter-unit interfaces are
open and standardized, facilitating RAN telemetry and control
exposure to the external environment, ensuring multi-vendor
interoperability, and enabling seamless integration of diverse
vendors’ equipment and solutions into the network.

An important O-RAN innovation is the RIC which offers an
abstraction and virtualization layer to support various control
loops operating at different timescales, ranging from near-real-
time (10ms to 1s) to non-real-time (higher than 1s). The Near-
RT RIC hosts xApps that receive data and telemetry over the
E2 interface from the so-called E2 nodes (i.e., DUs, CUs). The
E2 interface is logically structured into two distinct protocols:
the E2 Application Protocol (E2AP) and E2 Service Model
(E2SM). E2AP serves as a procedural protocol, coordinating
communication between the near-RT RIC and E2 nodes, while
E2SMs, embedded in E2AP messages, implement specific
functionalities, such as reporting RAN metrics or controlling
RAN parameters. The Non-RT RIC hosts rApps which, sim-
ilarly to xApps, embed intelligent algorithms to monitor and
control the RAN. The Non-RT RIC collects data and control
RAN components via the Ol interface, and is connected via
the Al interface to the Near-RT RIC. The Al interface is
used by the Non-RT RIC to exchange enrichment information
and policies with the Near-RT RIC. The Non-RT RIC is then
embedded within the Service Management and Orchestration
(SMO) component which handles lifecycle of all O-RAN com-
ponents.

B. O-RAN Integration

Our DRL agent can be executet as an xApp where it can
observe the state of the network and take informed decisions
to optimize resource management procedures. However, it is
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Figure 2: O-RAN testbed setup and cellular scenario used for data collection and testing of our DRL agent.

worth noticing that the Near-RT RIC does not have direct access
to end-to-end latency measurements. These are application-
layer KPMs that are instead available at the core network. As
a consequence, XxApps will not be able to obtain such measure-
ments from E2 nodes directly. For this reason, we leverage the
NWDAF which handles data and KPMs at the core network
level and makes it available to RAN consumers. As shown in
Fig. 1, the NWDAF is interfaced with the SMO, which allows
the Non-RT RIC to access end-to-end latency measurements for
each UE. This data is then shared with the Near-RT RIC via the
Al interface, where it is transmitted as enrichment information,
and then made available to the xApps by the Near-RT RIC. The
latter is in charge of combining data from the RAN (e.g., CU
and DU) collected over the E2 interface with the enrichment
information received over the Al interface. This combination
of data is then used to generate the observation in (3), which
is then fed to the xApp hosting our DRL agent. The xApp
embeds the PPO agent described in the previous section and
the following procedures are executed at each decision epoch
n:

Step 1: The Near-RT RIC receives RAN data over E2 (e.g.,
tb;(n), rt;(n),dl;(n)) as well as latency measure-
ments over Al.

Data is fed to the xApp embedding our DRL agent
where is it processed and combined to obtain the
observation defined in (3). Specifically, individual
latency measurements are processed to compute
dmin(n), d™>(n) and d*(n). Moreover, the XApp
also computes the ratio @Emeas) (n) of packets that
have exceeded the SLA threshold A; within the
observation period.

The DRL agent computes a new action (i.e., the
number of PRBs to allocate for each slice) and sends
it over the E2 interface to the E2 node.

Step 4: The procedure resumes from Step 1.

Step 2:

Step 3:

IV. EXPERIMENTAL SETUP AND DATA COLLECTION

To generate and collect the data to train and test our DRL
agent, we have performed more than 20 hours of experiments
(equivalent to more than 1.5 GB of data) on Colosseum, the
world’s largest Open RAN emulator with hardware in the
loop [19]. We leverage the OpenRAN Gym [20] open-source

O-RAN framework to collect data on Colosseum. OpenRAN
Gym offers access to: (i) a 3GPP-compliant softwarized cellular
BS and UE implementations, with support for network slicing,
customized scheduling and Physical (PHY)-layer control via
the SCOPE framework [21], which also embeds data collection
pipelines to store more than 30 KPMs in real-time; and (ii) the
O-RAN-compliant environment ColO-RAN [5] used to train
and test xApps under a variety of deployment scenarios, net-
work and RF conditions across a catalog of predefined cellular
scenarios offered by the emulator [21].

The testbed is illustrated in Fig. 2a. It is worth mentioning that
although OpenRAN Gym offers access to RAN-level KPMs via
SCOPE, it does not provide an implementation of NWDAF yet.
For this reason, we gather core- and application-level KPMs
using Colosseum’s MGEN (Fig. 2a) which gives access to
end-to-end latency measurements and, thus, offers equivalent
functionalities to those offered by NWDAF. Accordingly, in
our experiments we leverage SCOPE to instantiate both base
stations and UEs and use both MGEN and OpenRAN Gym to
collect data to be fed to the DRL agents. Both base stations and
UEs are implemented as Linux Containers (LXC) and hosted
on Colosseum’s Standard Radio Nodes (SRNs) [19], which
combine a high-performance servers with software-defined ra-
dios (SDRs). SDRs generate RF signals that are processed by
Colosseum’s Massive Channel Emulator (MCHEM), which is
a high-fidelity, large-scale FPGA-based channel emulator. We
can use SCOPE to select an RF scenario (a list of cellular
scenarios supported in Colosseum is available at [21]). The
scenario specifies: (i) how many SRNs can be used in each
experiments; and (ii) a sequence of channel coefficients that
describe RF channel conditions between each and every SRNs
in the experiment. During the experiment, radios transmit RF
signals (cellular waveforms in our case), and MCHEM applies
the channel coefficients included in the scenario to them, so as
to accurately emulate transmissions happening over the air.

Via SCOPE, OpenRAN Gym supports the concurrent exis-
tence of multiple slices on the same BS, and provides APIs to
update slicing policies in real-time, so as to compute control
strategies that adapt to changing SLA requirements. Specifi-
cally, by using SCOPE APIs, we can generate PRB masks that
are used during the scheduling process to control the number
of PRBs for each slice. All metrics (both from SCOPE and

Authorized licensed use limited to: Northeastern University. Downloaded on October 02,2024 at 15:37:29 UTC from IEEE Xplore. Restrictions apply.

740



2024 International Conference on Computing, Networking and Communications (ICNC)

1600

== Proposed DQN —+ Q-Learning
1400 ‘ -+
b et N (I
E 1200 | ﬁ‘\ ‘ ‘i(“““ u""l%,t_l‘upll il \“(’lm
Z 1000 ! ul i ‘.1 :“‘M it l .'-\)
g S O
g H' ‘#I Ly ﬁ"f A WY A J.‘,d'\
S . M NindL e Y
2 600 | J'\“ R W
% 400 V‘j .‘,"‘r%“" h i ‘
200 ’ ‘ ‘;“'v'-’- Ui
o f

0 25 50 75 100 125 150 175 200
Episode

Figure 3: Reward of the first network slice in the first scenario during

.. SL.
training (A1 = 110ms, gog = 0.99).
1600
== Proposed DQN =+ Q-Learning
1400
.\4 r’!
L \}

1200 H i ol
e ‘ ‘ ih \‘ w"“ w0 \}" 4
2 1000 s R vt
) I AS / |
< 800 1A 0l vl Yer U
3 11 ‘

o | \‘ | | |
@ 600 i i 1 T
& ; \
400 "; i ‘ [ }
" |
J ‘1 A
200 LA I \ i
N1 1 ) |
I i S Meaditist ol oS

0 25 50 75 100 125 150 175 200
Episode

Figure 5: Reward of the second network slice in the first scenario during

training (Ao = 50ms, 5> = 0.99).

MGEN) are collected at run-time and saved in CSV format to
generate our training dataset.

In our experiments, we considered the SCOPE Rome urban
scenario (Fig. 2b), in which the locations of the BSs (marked
with blue circles) reflect real cell tower deployments extracted
from the OpenCelliD database [22]. The scenario involves
a total of 50 nodes: 10 BSs and 40 UEs. Once the exper-
iment begins, Colosseum automatically instantiates both BS
and UE containers, emulates RF conditions via its MCHEM
and generates traffic via Multi-Generator (MGEN). MGEN is
an open-source traffic generator capable of generating real-
istic TCP/UDP traffic [23]. It supports a variety of different
classes of traffic with diverse QoS requirements, probability
distributions, data rates, and types of service, and generates
accurate KPM reports including throughout, jitter and latency.
In our experiments, we consider a uniform traffic profile with
a constant bitrate of 1.5 Mbit/s for all UEs. We considered a
multi-slice network where the agent is required to select how
many PRBs to allocate to each slice. The actions taken by the
agent are then enforced via SCOPE, which reconfigures the BSs
in real-time. The agent observation is generated by periodically
reading the dataset entries corresponding to the most recent
250ms of the experiment.

Following O-RAN specifications [1], we perform training
offline, which involves training a model using datasets collected
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in advance, rather than interacting with the environment in
real-time. The dataset consists of tuples (s,a,r,s’) where s
is the current state, a is the action taken in that state, r is
the immediate reward received, and s’ is the next state after
taking action a in state s. The training starts with an initial
state-action pair, where sg is the initial state, and ag is an
action to explore. Since the training happens offline on static
data, it is hard to maintain temporal relationships between state
transitions (which would require a combinatorial number of
state transition pairs). For this reason, we use a more practical
approach where the next state s; is randomly sampled from the
dataset among all of the instances in which action a¢ has been
taken in state sg. Although this approach does not maintain
temporal relationships between state transitions, on average,
it guarantees that the statistical behavior of state transitions
is captured given that the number of explored states is large
enough.

V. NUMERICAL RESULTS

We have evaluated our DRL-based approach across the fol-
lowing two scenarios:

¢ STAT Scenario: In this first scenario, we consider two
network slices where SLA requirements for each slice
do not change over time. We set A; = 110ms and
Ao = 50ms for the first and second slice, respectively.
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We also fix <p§SLA) = wéSLA) = 0.99. The objective of

this analysis is to show that our approach improves upon
the literature even in the case of static SLAs [9, 13].
DYN Scenario: In this second scenario, we consider one
network slice and a dynamic scenario where the SLA is
generated at random at each episode. Specifically, at the
start of each episode, we select at random the maximum
tolerated latency value A; such that A; € [10, 110]ms.
Moreover, we periodically evaluate the agents’ perfor-
mance for two specific SLA profiles, i.e., for A; = 110ms
(SLA) . (SLA) _
and A; = 30ms. 3 is constant and equal to ¢y
0.9. This second scenario highlights the adaptability of our
approach and its effectiveness in satisfying diverse SLA
levels without the need to retrain the DRL agent.

We compare to similar DQN-based approaches such as those
in [9, 13]. Specifically, the work presented in [13] introduces a
DQN-based framework for resource allocation and numerology
assignment to satisfy diverse SLAs, while the authors in [9]
focus on a similar problem but integrate Explainable Artificial
Intelligence (XAI) to improve DQN efficacy. Furthermore, we
also compare against conventional Q-Learning in an effort to
evaluate the benefits of using Deep Neural Networks (DNN5s)
for complex control problems with dynamic parameters.

The training time for each agent has requested approximately
13 hours on an NVIDIA V100 with 32GB of memory.

A. STAT Scenario: Performance evaluation and comparison

In the STAT Scenario, we consider static SLAs for two slices
with A; = 110ms and Ay = 50ms, and @§SLA) = @éSLA) =
0.99. Figs. 3 and 4 illustrates the training phase under STAT
Scenario for the first network slice. Specifically, we showcase
the episode reward (Fig. 3) and the ratio of packets violating the
latency threshold 4, stipulated by the SLAs (Fig. 4). Black
dashed lines are used to identify the maximum tolerable SLA
violation rate (i.e., 1 — <,0§SLA) and 1 — (SLA ). From Fig.
3, we notice that our approach converges to a stable policy
that satisfies both A; = 110ms and @(SLA) = 0.99 within
150 episodes. The Q-Learning approach fails to converge and
consistently violates SLAs. On the contrary, the DQN-based

solutions converge to a good policy at first, which is then
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Figure 8: Violation threshold rate in Scenario DYN during training.

forgotten at around episode 175 and replaced by a less efficient
policy that violates SLAs.

Regarding the second network slice, and as shown in Figs.
5 and 6, we notice that the Q-Learning approach still fails
to yield a satisfactory solution. DRL-based solutions exhibit
better performance if compared to Q-Learning, but consistently
fail in satisfying SLAs. Our proposed approach stands out as
the sole method capable of fulfilling these requirements. This
distinction is further corroborated by the episode reward, which
averages 4.5x and 12x higher than the DQN-based and Q-
learning-based solutions, respectively.

B. DYN Scenario: performance evaluation and comparison

In the DYN Scenario, we evaluate the adaptability of our DRL
design against varying SLA levels. We consider a single slice
where the maximum tolerable latency A; is modeled as a ran-
dom variable whose value is selected in the range [10, 110]ms
at random at the beginning of each training episode. This phase
is instrumental in enabling our model to learn how to adapt and
satisfy different SLAs under diverse conditions. Moreover, we
conduct periodic evaluation of the effectiveness of learned poli-
cies. Due to space limitations, we only consider two evaluation
configurations with A; € {30, 110}.

In Figs. 7 and 8, we show the reward and violation rate of
different agents during training in the DYN Scenario. Fig. 7
shows that our proposed approach outperforms the DQN-based
and Q-Learning approaches by delivering a higher reward.
Similarly, Fig. 8 shows that our approach also delivers the
lowers violation rate. This is, on average, 8.3x and 14.4 x lower
than DQN and Q-Learning, respectively.

During training, we also evaluate the effectiveness of the
learned policies over time. Figs. 9 and 10 show that both our
proposed methodology and the DQN-based approaches effec-
tively meet the SLA requirements. However, the Q-Learning
satisfies SLAs only when A; = 110ms (Fig. 9).

We further investigate resource utilization aspects for the
different agents. Since Q-Learning fails in satisfying SLAs, we
only report data for our proposed and DQN-based approaches.
Fig. 11 shows how many PRBs on average are allocated when
Ay € {30,110}ms. We see that the DQN-based approach
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allocates always 30 PRBs, while our approach allocates respec-
tively 60% and 30% less PRBs in the case of A; = 110ms and
A1 = 30ms, respectively. These results show that our approach
is able to adapt better to SLA variations and learns to allocate
fewer PRBs to save energy.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the design of a DRL agent
that can learn to react to varying SLAs without requiring any
retraining. We design the DRL agent in a way that makes it
suitable for O-RAN applications and illustrate the integration
efforts required to execute our agent as an xApp hosted in the
Near-RT RIC. We train our agent using a PPO architecture
on data collected using OpenRAN Gym and Colosseum, and
show that our solution can adapt to varying SLAs while im-
proving upon DQN and Q-learning approaches in the literature.
Specifically, we show that we can reduce SLA violations by
8.3x and 14.4x while consuming from 0.3x to 0.6x less
PRBs. In the future, we will investigate the case of multi-agent
DRL solutions coordinating decisions to simultaneously satisfy
diverse SLAs, with possibly different target KPMs.
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