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Background:  Molecular Dynamics (MD) simulation of
biomolecules provides important insights into conformational
changes and dynamic behavior, revealing critical information
about folding and interactions with other molecules. This en-
ables advances in drug discovery and the design of therapeutic
interventions. The collection of simulations stored in computers
across the world holds immense potential to serve as training
data for future Machine Learning models that will transform
the prediction of structure, dynamics, drug interactions, and
more.

A need: Ideally, there should exist an open access repository
that enables scientists to submit and store their MD simulations
of proteins and protein-drug interactions, and to find, retrieve,
analyze, and visualize simulations produced by others. How-
ever, despite the ubiquity of MD simulation in structural biol-
ogy, no such repository exists; as a result, simulations are in-
stead stored in scattered locations without uniform metadata or
access protocols.

A solution: Here, we introduce MDRepo, a robust infrastruc-
ture that supports a relatively simple process for standard-
ized community contribution of simulations, activates com-
mon downstream analyses on stored data, and enables search,
retrieval, and visualization of contributed data. MDRepo
is built on top of the open-source CyVerse research cyber-
infrastructure, and is capable of storing petabytes of simula-
tions, while providing high bandwidth upload and download ca-
pabilities and laying a foundation for cloud-based access to its
stored data.
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Introduction

In Molecular Dynamics (MD) simulation, the movement and
interactions of one or more molecules is estimated over time
by calculating the force on every atom at discreet time steps
on the order of femtoseconds. MD simulation of the fluctu-
ation of a protein molecule with several thousand atoms is
commonly captured over time scales of nanoseconds to mi-

croseconds, enabling exploration of molecular interactions at
spatial and temporal scales that are difficult to observe exper-
imentally (1). The primary products of MD simulations are
coordinates over time, known as trajectories, saved at a user-
defined frequency (often pico- to nanoseconds). The result-
ing size of the files capturing simulated atomic trajectories
is on the order of many gigabytes. A wide variety of post-
simulation analyses are performed by researchers, ranging
from quality control, to free energy estimates, to measure-
ments of molecular mobility.

It is common in most data-intensive areas of biological sci-
ence that primary data is captured in open repositories, made
publicly available when associated research is published.
This has been codified in the data management and sharing
policies of most journals and large research funding orga-
nizations. For example, is now a common funding agency
mandate that all generated data should adhere to the FAIR
guiding principles for scientific data management and stew-
ardship (i.e., ensuring that data are Findable, Accessible, In-
teroperable, and Reusable (2)).

This guiding principle has driven the creation of invalu-
able centralized open-access repositories for large-scale data
across bioinformatics. Notable examples include archives
of sequence and functional information for proteins (3) and
DNA (4, 5), a gene expression atlas (6), a data bank for pro-
tein structures (7), and databases for classifications of pro-
tein families (8) and structural domains (9). These reposito-
ries are characterized by for their support for scalable expan-
sion, performant search and retrieval, structured metadata,
and open access nature; most are designed to grow by ac-
cepting data contributions from researchers across the globe.

Despite the trend for open access repositories, there is no
equivalent option for creators of MD simulations. A few
special-purpose databases do exist (e.g. (10—16)), but none
are designed to scale to meet community needs. Because
no adequate repository currently exists, the existing world-
wide collection of protein MD simulations, reaching well into
the petabytes in scale, is stored in a highly fragmented land-
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scape. Researchers fulfilling the expectation that their data
is made publicly available are forced to either host their own
web server or resort to sharing simulation data via one of
several unstructured, general-purpose open repositories (e.g.
Zenodo (17), OSF (18), FigShare (19)). Meanwhile, the large
majority of MD data are stored on private computers with no
public access capability.

The lost opportunities resulting from the current fragmented
data landscape can hardly be overstated. One obvious conse-
quence is that a researcher who might benefit from a collec-
tion of previously-performed simulations is likely to be un-
aware of their existence, and will therefore either repeat the
expensive calculations or proceed with no such simulation
data. Arguably more important is the lost potential to use the
large collection of existing simulations to train systems (es-
pecially machine learning models) for a variety of analytical
problems that would benefit from a nuanced understanding
of the diversity of dynamics of molecular systems. One com-
pelling example of the role that a large collection of MD sim-
ulations could play in training of machine learning models is
in the context of rapid computational prediction of drug bind-
ing affinity and dynamics. Modern computational protein-
drug affinity estimation methods demonstrate limited general
predictive power (20, 21); the failure of these models lim-
its their utility in drug development, and stems in great part
from insufficient volume of training data (22, 23) and lack of
representation of structural variability (24). A large and di-
verse data set of MD simulations will serve as the launch pad
for future machine learning methods in protein-drug affinity
prediction (25), just as large-scale protein structure databases
provided the necessary training data for transformative deep
learning methods for structural prediction (26-28).

It is remarkable that an open repository for protein/drug MD
simulations does not currently exist, considering the exten-
sive use of such simulations in research labs around the
world, the large computational burden of individual simula-
tion runs, the reusability of resulting data, the increasing em-
phasis on FAIR data management, and the high value of such
data for training machine learning tools to perform a broad
spectrum of related analyses. As evidenced by the many ex-
isting databases, there is no shortage of interest in creating
such a repository, so we suspect that the lack of a general
repository is primarily due to the challenges of scale. Con-
sidering both published and unpublished simulations, large-
scale projects, and individual research efforts, it seems likely
that several million protein MD simulations have been per-
formed over the decades. Therefore, the total size of exist-
ing MD simulation data must range in the many petabytes
in size. This data scale places extreme demands on infras-
tructure, both for storage and the data transmission required
to enable convenient access to multiple simulations. These
demands necessitate a hardware and system architecture that
are generally beyond the scope of a single research group.

Here, we introduce a new service designed to fill this void.
MDRepo is an open repository that is designed to support
community contribution, large-scale retrieval, visualization,
and cloud-backed analysis of biomolecule MD simulations.
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It is designed to provide a home for the millions of simula-
tions accumulated over decades of research effort, with an
expected eventual scale of 10s of petabytes. Storage of sim-
ulated trajectories is intended to reduce redundant research
efforts, improve reproducibility, and enable new discover-
ies and modeling techniques. In the initial release, MDRepo
is built to accommodate protein simulations (with or with-
out ligands); it will soon expand to capture simulations
of all biomolecules. Data stored in MDRepo are released
under the open Creative Commons Attribution 4.0 Inter-
national License (https://creativecommons.org/
licenses/by/4.0/), ensuring unfettered use and distri-
bution of its simulations. In the following sections, we intro-
duce the MDRepo user interface and describe its underlying
architecture.

Website and User Interface

Researchers will interact with MDRepo primarily through its
website. A site user can explore stored simulations, its meta-
data, and any available results of downstream analyses. They
can also identify simulations matching particular search con-
straints and manage data movement (contribution and down-
load) of any number of simulations. Each simulation is stored
as a separate entry, with standardized metadata captured for
each. Each entry is assigned a unique and persistent acces-
sion number.

Data Exploration page. The common page for searching
and exploring MDRepo data is the Explore page. This page,
as seen in Figure 1, presents a list of all simulations in the
database, and can be sorted and filtered to meet user require-
ments. Search fields include the simulation “Description”,
“Biomolecules” and “Ligands” associated with the simula-
tion, the “Protein sequence”, and the “Software” used to
create the simulation (some fields are hidden from view in
the screen capture). Fields can be dynamically added and
removed from user view. Results are paginated with user-
selected page length (default is 10 simulations per page).

Simulation Detail page. A site user may click on an entry
in the Explore page, and navigate to the Simulation Detail
page (Figure 2) for a selected simulation. This resulting page
provides additional simulation properties, such as duration
and time steps, RMSD / RMSF values, simulation software
version and parameters, and (where applicable) a linkout to
the original website source of the simulation. The Simulation
Detail page also contains a visualization of the trajectory as
rendered with the NGL viewer, and provides access to down-
load all files associated with the simulation.

Data download. Data for a single simulation, including the
files associated with the simulation, can be downloaded from
the Simulation Detail page, using the list of files presented
at the bottom of the page (Figure 3). The selected files will
be compressed into a “.zip” file and downloaded through the
browser.

The MDRepo system also supports download of multiple
simulations at the same time. Rather than downloading batch
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Fig. 1. MDRepo Explore page, showing a table containing information about some simulations. In this case, the user has filtered for searches matching the partial term

“trans”, and a few of the matching results are shown.

simulations through the browser, MDRepo is designed to sup-
port high throughput and fault-tolerant download directly to
a user-side server, such as an HPC resource, where there is
expected to be both sufficient storage to hold the requested
data and sufficient computational power to perform analy-
ses on the downloaded simulations. A user can download
many simulations by first selecting the desired entries from
the Explore page, then clicking the “Download Selection”
button. This causes the backend to generate a download token
that contains access information about the simulations to be
downloaded. The user must install the MDRepo command-
line tool (mdrepo, https://github.com/MD-Repo/
md-repo—cli/) on the recipient server, run the command
‘mdrepo get’ as instructed (Figure 4), and supply the to-
ken provided as a result of choosing “Download Selection”.
Note that the Download Selection button for multiple down-
loads is only available for users who have signed in with their
ORCID iD. This limitation is taken to limit risk of denial of
service attack.
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Data submission. MDRepo allows contributions from au-
thenticated users. A contributor must create a metadata file
for each simulation that they wish to upload, and organize
their simulation files in a specific manner. They can then use
the mdrepo command-line tool to upload their simulation
files.

A submission directory is a single directory containing a set
of subdirectories, with one subdirectory for each simulation
to be uploaded. Each simulation subdirectory contains one
trajectory file, one structure / coordinate file, one topology
file (.psf for CHARMM, NAMD, XPLOR, .top, .itp, .tpr for
GROMACS, .prmtop for AMBER etc.), the simulation meta-
data file, and any additional files produced with the simula-
tion.

The metadata file for each Simulation can be generated man-
ually (optionally with assistance from the help page pro-
vided on the MDRepo website: https://mdrepo.org/
metadata), or with a contributor-created script that con-
verts user-structured data into the precise format expected
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Simulation details: MDR0O0003496

To submit feedback or corrections for this page, email us at help@mdrepo.org

Description: P. putida; 2-hydroxychromene-2-carboxylate isomerase

External link: https://www.dsimb.inserm.fr/ATLAS/database/ATLAS/2imf_A/2imf_A.html

Papers:

* Yann Vander Meersche, Gabriel Cretin, Aria Gheeraert, Jean-Christophe Gelly, Tatiana Galochkina (2023).
ATLAS: protein flexibility description from atomistic molecular dynamics simulations. Nucleic Acids

Research, 52(D1), D384-D392. https://doi.org/10.1093/nar/gkad1084
Software: GROMACS
Version: v2019.4
Sampling timestep (ns): 0.01
Duration (ns): 100
Force field: CHARMM36m

Protein sequence: 0

MIVDFYFDFLSPFSYLANQRLSKLAQDYGLTIRYNAIDLARVKIAIGNVGPSNRDLKVKLDYLKVDLQRWAQLYGIPL
VFPANYNSRRMNIGFYYSGAEAQAAAYVNVVFNAVWGEGIAPDLESLPALVSEKLGWDRSAFEHFLSSNAATERY

DEQTHAAIERKVFGVPTMFLGDEMWWGNDRLFMLESAMGRLCRQNADLSS

Creators (5)
Biomolecules (1)
Ligands (0)

Solvents (0)
Simulation properties

RMSD

4.6373800190340484e-7, 0.7834989741920532, 0.9848772212472717,1.0459765373606102, 0.998765540417175, 1.1824095184594399, 1.1057413325019965,
1.3148085620260324, 1.2629932336266647, 1.27852527395802, 1.10209156019916, 1.139721039553491, 1.3174941148881645, 1.3506101185934356,

1.2449341749591865, 1.4651623612073836, 1.409662931928482, 1.3362421465300893, 1.3404628811407822, 1.3263379502464279, 1.2590163702097656,

RMSF

12.763735988285681, 11.271516344205176, 9.42892337815289, 8.957971908477978, 6.910848919688662, 7.226180244731558, 5.637522514499316, 5.559232011511637,
4.56158453843697, 6.259177002350124, 7.1053605439803915, 8.604239913400328, 9.079222991350962, 6.2199995363526615, 6.772999197167735,

9.283306654916398, 8.017674066117875, 6.573095986048311, 9.293228542687736, 10.519631298398814, 8.867054796566169, 9.845106076130518,

Fig. 2. MDRepo Simulation Detail sample page, showing the organization of metadata captured and presented for an individual simulation.

by MDRepo. The required metadata includes information
such as simulation descriptions, protein/ligand information,
the software used to produce the simulation, published pa-
pers, contributor details, and information about the files to be
uploaded.

Contributors must have the mdrepo command-line tool in-
stalled on the system containing the simulation directories in
order to perform the upload. They may then click the “Con-
tribute” button on any page of the MDRepo site, and choose
“Get upload tokens”. A cryptographic token is then created,
which ensures that the account that generated the token is
associated with the person that submits the simulation files
from their computer. Simulation upload progress or errors
can be tracked on the upload logs page (Figure 5).

Methods

System Architecture. Users of MDRepo will primarily in-
teract with the website (https://mdrepo.org/), where
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they can explore existing simulations, request batch down-
loads from the data store, and initiate data contributions.
For contributions and large-scale retrievals, the user man-
ages data transfer with our mdrepo command-line tool,
which controls data upload/download in a high-throughput
and fault-tolerant manner.

All functionality rests on the foundation provided by
the open-source CyVerse (29) research cyber-infrastructure.
MDRepo is a cloud native platform deployed onto Ku-
bernetes, a container orchestration engine. This enables
MDRepo to scale specific services, such as the web appli-
cation, in response to increasing connections, cpu load, or
RAM utilization. In addition, Kubernetes provides facili-
ties for high availability and load balancing of containerized
services. Upgrades can be seamlessly deployed using con-
trolled rollout process. All these features provide for a robust
MDRepo platform that can scale and grow as the number of
users and data grows.

Roy and Ward etal. | MDRepo: an open platform for MD simulations
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Fig. 3. On the MDRepo simulation detail page, a user may select and download one or more files associated with a simulation.This figure shows the collection of files

available for simulation MDR00001111.

Website. The MDRepo website is hosted on a set of vir-
tual machines (VMs) within at the JetStream2 cloud com-
puting environment (30). The front end provides an interac-
tive user experience based on the React (31) and Next.js (32)
frameworks, supplemented with Chakra UI (33) components.
Visualization of simulations is performed using the NGL
viewer (34). Website backend operations are handled by the
Django web framework (35), with database operations sup-
ported by PostgreSQL (36). MDRepo only supports requests
for batch upload or download from site users who have au-
thenticated using a valid ORCID account (37) to avoid site
vandalism and denial of service attacks; general exploration
and single-simulation downloads do not require authentica-
tion.

Data storage. MDRepo content is stored in one of two ways,
with content storage divided in a way that can accommo-
date peta-scale simulation data while providing for a fast
and interactive website. (1) Metadata about both simulations
and users is captured in a site-specific PostgreSQL relational
database hosted on a VM co-located with the primary web-
server. (2) All large primary data files (such as trajectory
and topology files) are stored in CyVerse Data Store. Cy-
Verse Data Store is managed across two sites: the Univer-

Roy and Ward etal. | MDRepo: an open platform for MD simulations

sity of Arizona (UArizona) and the Texas Advanced Com-
puting Center (TACC), and is built on top of the Integrated
Rule Oriented Data System (iRODS) (38), a federated data
grid and data management system with high throughput data
handling capabilities. Data managed through iRODS ben-
efits from the underlying metadata driven rules and policies
that afford fine grained access control, along with automation
through its message bus architecture and subscription based
event monitoring that allows integration with external sys-
tems. Data stored in CyVerse Data Store is replicated be-
tween UArizona and TACC to ensure data availability, relia-
bility, and resilience.

Data contribution and download. We expect that most data
uploads will be performed from computer servers where
simulations were performed, rather than from researchers’
laptops.  Similarly, we expect that downloads involving
multiple simulations will generally aim to gather data to
a user side server where large-scale analyses can be per-
formed. @ We have developed a command-line tool to
meet these needs, mdrepo (https://github.com/
MD-Repo/md-repo-cli), written in the Go program-
ming language. The user first requests an MDRepo token
from its website (for either contribution or download) to ini-
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Get Download Token

20 simulations selected for download.

Submitting this form will generate a token for use with an

mdrepo get command.

Usage:

% mdrepo get <local_directory>

Please enter your token:
<mdrepo_download_token>

Replace <local_directory> with the path to the folder where
the simulations will be downloaded, and when prompted, enter

the <mdrepo_download_token>.

Close Get Token

Fig. 4. After selecting a batch of simulations to be downloaded, the user clicks the Download Selection button, receives instructions for running the ‘mdrepo get’ command,
and is provided a token to support download on the recipient computer. For batch download, the computer is expected to be a server, not the system from which the user

accessed MDRepo.
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Fig. 5. Once a user has contributed one or more simulations, they can view their upload log. The log contains information about ongoing and past contributions.

tiate data transfer, then provides that token to the command-
line tool for authenticated data transfer.

A path to a directory is provided to mdrepo for upload.
The directory may contain multiple subdirectories — each
is treated as a distinct simulation for submission, and must
contain a topology file, a trajectory file, and a metadata file
containing information specifically describing the simulation
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(see https://mdrepo.org/metadata). In the case of
download, sub-directories are added to the provided path, one
for each requested simulation.

Post-upload processing pipeline. Upon completion of sim-

ulation upload to the iRODS landing directory, a postpro-
cess event is initiated in the MDRepo backend. This event

Roy and Ward etal. | MDRepo: an open platform for MD simulations
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validates each submitted trajectory, performs a few standard
analyses, and loads information from the simulation meta-
data file into the webserver’s database. File upload status is
monitored by the CyVerse Datawatch (https://gitlab.
com/cyverse/datawatch) system; after all files in a
simulation directory have completed transfer, Datawatch
makes a post request to the Django backend, where
Django Q2 (https://django-g2.readthedocs.
io/en/master/) manages the task queue for the entire
submission process.

Data formatting consists of the following steps:

* Verify that the metadata file is valid (correct format, all
required fields are present and meet the field require-
ments).

» Confirm that files specified in the metadata file exist in
the upload.

* Ensure that the submission is not a duplicate (based on
the file hashes of the uploaded files).

* Check that trajectory files do not exceed the current
maximum size (10 GB as of June 2024).

If all of these checks pass, the simulation files are then copied
from the iRODS landing directory to the task processing
server. The following processing steps are then taken:

» Using MDTraj (39), save or convert the structure file to
the “.pdb” format.

» Using MDTraj, save or convert the trajectory file to an
“.xtc” file (which provides modest compression).

e Compute a hash of the topology file. If the topol-
ogy hash matches other hashes already stored in the
database, but the trajectory hashes do not, then the sim-
ulation is a replicate of an existing contribution, initial-
ized from the same starting topology. The simulation
is automatically linked with the existing contribution
matching the hash.

* Compute RMSD and RMSF values of the trajectory.

* Produce a copy of the simulation, with extra atoms
(lipids, water, and ions) removed from the simulation
files using VMD (40)) .

* Create a thumbnail image of the protein structure using
the minimal structure file and NGL viewer (41).

* Extract the protein sequence from the structure file, and
store it in the database entry for the simulation.

» Using MDTraj, create a down-sampled trajectory with
100 frames; this serves as the lightweight visual pre-
sented on the webpage for the simulation.

» Save database objects corresponding to the simulation,
metadata, and simulation upload logs.

 Upload files from the simulation processing server to
their final iRODS destination.
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Seeding MDRepo with simulations. Many repositories of
MD simulations have been created over the years (e.g. (10—
16)), each containing hundreds or thousands of simulations.
Each of these repositories, typically containing simulations
produced by the database hosts, is a valuable resource that
provides researchers access to a quantity and diversity of
simulations that they would be unlikely to produce on their
own. However, data organization and access patterns differ
between services, and relatively low server bandwidth means
that batch downloads are generally quite slow. With the aim
of improving accessibility of these data for researchers (rel-
atively simple search/download protocols and improved ac-
cess speed), we have imported simulations from two of these
databases into MDRepo . The first data source is the AT-
LAS repository (16), which holds the results of simulations
based on pdb-sourced topology files. At the time of down-
load (April, 2024), the ATLAS website described the results
as “freely available”, though no specific licence is described.
Download of 2798 simulations from ATLAS required nearly
three weeks to complete due to download bandwidth limita-
tions. The second data set is GPCRmd (13), which was re-
leased under the same Creative Commons Attribution 4.0 li-
cense as MDRepo. At the time of download (January 2024),
we retrieved 1457 simulations across 48 G-protein coupled
receptor proteins, with download requiring over one week
to complete. Each resulting MDRepo entry contains a ref-
erence (a “linkout”) to the URL associated with the sim-
ulation source at the time of import, to ensure that proper
credit is given to data creators. (Note: since our download,
the GPCRmd site has moved behind a registration wall, and
many of the retrieved simulations seem to be unavailable on
the site. This change in accessibility for data released un-
der an open license highlights one of the motivations for an
enduring and perpetually open simulation repository).

In addition to simulations gathered from two existing repos-
itories, we have received several dozen contributions during
an invitation-only phase of system validation. We intend to
world with developers of other repositories to provide a se-
cure and long-term storage option for their data, and we an-
ticipate that the number of contributions from individual data
creators will grow in the coming months.

Discussion

MDRepo is an open repository for community-generated MD
simulations of biomolecules. It is designed to provide a home
for millions of simulations accumulated over years of re-
search effort, with a robust storage infrastructure that ensures
both data safety and high throughput data access. The cen-
tralized and open access nature of the repository will help to
meet demands for reduced environmental impact by reduc-
ing redundant effort, improving reproducibility, and obviat-
ing dispersed storage solutions. Meanwhile, the anticipated
10s of petabytes of simulation data will enable new discover-
ies and modeling techniques.

A researcher may submit any number of simulations to
MDRepo, from a single trajectory to thousands. Submitted
simulations are subjected to some post-submission validation
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and preparation, then stored in infrastructure backed by Cy-
Verse. Each simulation is stored as a separate entry, with
standardized metadata captured for each. MDRepo places no
restrictions on the use or distribution of stored data.

Users can search and explore simulations submitted by oth-
ers. An individual trajectory can be downloaded directly
from the website. Downloading a batch of simulations is per-
formed with the MDRepo command-line tool.

We have seeded the repository with several thousand simu-
lations, some gathered from other valuable repositories, and
some newly generated for the repository. While this initial
seed will serve as a large valuable resource to the commu-
nity, it is only a first step; the promise of MDRepo will only
be reached through extensive data contribution from the com-
munity. We anticipate that these data will enable new discov-
eries via re-analysis of individual simulations and through
development of new Machine Learning models designed to
leverage the rich trove of training data. We welcome the op-
portunity to work with the broader community to extend the
collection of stored simulations into the millions, and to im-
prove the functional and analytical features of the website.
One important benefit of the architectural design of MDRepo
is that the data are stored in a location that is designed to
support access from academic and corporate cloud systems.
Though the functionality does not yet exist, in the future we
will establish the infrastructure to allow researchers to avoid
the step of downloading data to their own servers, and in-
stead to bring containerized analysis pipelines and machine
learning models close to the data, for analysis in the cloud.
While the current design ensures that data creators can be
credited for their contributions to data found in MDRepo
(through a combination of contributor lists, paper citations,
and linkouts), we recognize the importance of improving the
landscape of credit; over the coming months, we will formal-
ize a robust framework for microcitation, so that researchers
who contribute simulations to MDRepo will receive credit
when those simulations are used by work leading to publi-
cations by other researchers.
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