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Abstract

Many problems in quantum dynamics can be cast as the decay of a single quantum
state into a continuum. The time-dependent overlap with the initial state, called the
fidelity, characterizes this decay. We derive an analytic expression for the fidelity after
a quench to an ergodic Hamiltonian. The expression is valid for both weak and strong
quenches, and timescales before finiteness of the Hilbert space limits the fidelity. It re-
produces initial quadratic decay and asymptotic exponential decay with a rate which, for
strong quenches, differs from Fermi’s golden rule. The analysis relies on the statistical
Jacobi approximation (SJA), which was originally applied in nearly localized systems,
and which we here adapt to well-thermalizing systems. Our results demonstrate that
the SJA is predictive in disparate regimes of quantum dynamics.
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1 Introduction

There are a broad range of problems in quantum dynamics which can be framed as the decay
of a single state into a continuum of other states. The archetypal example is the emission
or absorption of radiation by an atom [1,2]. However, formally equivalent scenarios arise in
the study of thermalization in isolated many-body quantum systems [3,4], heating in driven
systems [5], quantum scars [6,7], quantum information [8,9], and Loschmidt echoes used to
characterize quantum chaos [9].

The decay of a single state can be captured by the state fidelity (also referred to as the
return probability or survival probability),

Py(t) = [{ypolp (D). (1)

We consider the isolated quantum dynamics of a many-body eigenstate |v,) of H, under the
ergodic Hamiltonian H = H, + JV, such that |(t)) = et |3),) (H = 1). Many analytical
methods have already been developed to estimate the fidelity in this context [9-13]. The earli-
est is a result of first order perturbation theory known as Fermi’s golden rule (FGR) [2] (though
it was first derived by Dirac [1]). For small J and long times, FGR predicts the exponential
decay of Py(t) with a rate

Tor = 272\ f, (0)?, (2)

where |f,(w)|? is the spectral function of the perturbation V.

In this work, we use the statistical Jacobi approximation (SJA) to relax both the require-
ments of small J and long times. We predict fidelities in well-thermalizing quantum systems
for times shorter than a cutoff when finiteness of the Hilbert space limits the fidelity decay,
and for perturbation strengths J which are smaller than the total bandwidth o of Hy. The
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Figure 1: The log-fidelity Py(t) of an H, eigenstate decays when the Hamiltonian
is quenched to H = Hy + JV. The statistical Jacobi approximation (SJA) correctly
predicts all features of the time-dependent fidelity with no free parameters both in
(a) random matrix models and (b) local Hamiltonians. The leading order of time-
dependent perturbation theory (TDPT, black dashed) predicts exponential decay at
the FGR rate I;z (2). In both (a) and (b), Eq. (3) (red dashed) correctly predicts
a significantly larger decay rate than FGR. Parameters: (a) As in the random matrix
model of Fig. 8(b). (b) As in the mixed field Ising model of Fig. 10. The TDPT and
SJA formulae are calculated using L = 16.

perturbation may be large compared to local energy scales. For concision, we denote local
energy scales by a single parameter o ,.

Our main result is a concise integral formula relating the log-fidelity log Py(t) to an auto-
correlation function of the perturbation,

log Py(t) = —J> f dt ([t—=|—|7]) CJ”;C(T) +0OJ /o). 3
Here, C} (7)=C/(7)+ 0O/ o,,)* is an autocorrelation function defined through the SJA. At
leading order in J /o, it is given by the symmetric connected autocorrelation function of the
perturbation in Hy, C;f(7) = % (Yol{V(7),V(0)}*o).. Neglecting higher order contributions
to C;. and replacing it with C;; in Eq. (3) correctly reproduces the prediction of conventional
time-dependent perturbation theory (TDPT) at leading order in J /o, [14].

Equation (3) has no fit parameters, and accounts for both non-universal early-time dynam-
ics, and the regime of exponential decay—where it accurately predicts corrections to the FGR
decay rate (Fig. 1). The formula is derived assuming a continuous density of states, and so
does not capture any feature which is due to discreteness of the spectrum.

Numerically, we test Eq. (3) in two classes of models. The first is an ensemble of random
matrices, where the spectral function |f, (w)|? may be chosen arbitrarily, and log P,(t) is finite
in the limit of infinite Hilbert space dimension, N — oo (Fig. 1(a)). Second, we apply Eq. (3)
to several well studied spin chains (Fig. 1(b)). In this context, the log-fidelity is extensive (as
is the FGR decay rate I[;z), and, for a spin chain of length L, it is [log Py(t)]/L which has a
finite thermodynamic limit. (In d dimensions, [log Py(t)]/ L) Equation (3) shows excellent
quantitative agreement with numerics in both cases, outperforming TDPT for some models.

The fidelity has several generic features which are also reproduced by Eq. (3) (Fig. 2). At
early times, log Py(t) decays quadratically. For late times and weak perturbations, the decay
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Figure 2: Schematic of the log-fidelity density obtained from Eq. (3) (red dashed)
and exact dynamics (blue) in thermalizing d-dimensional many-body Hamiltonians.
(Left) For weak to intermediate perturbations the log-fidelity initially decays quadrat-
ically, log Py(t) ~ —J2t2L%, followed by linear decay, log Py(t) ~ —T'tL¢ (where L is
the linear extent of the system). In the actual dynamics, this decay is cut off at a time
t* when the log-fidelity density reaches the entropy density at the energy of the ini-
tial state, s. (Right) For strong perturbations, the cutoff time may precede the onset
of linear decay, Jt* < 1. Then decay of the log-fidelity appears quadratic (Gaussian
for the fidelity) until the cutoff time.

of Py(t) is exponential, with a rate predicted by FGR. In any system with a finite Hilbert space,
the decay of the fidelity is eventually cut off. In many-body Hamiltonians, the cutoff time can
be estimated by equating the log-fidelity density and the entropy density at the energy density
of the initial state. The cutoff time t* is O(1) with system size, as both the log-fidelity density
and the entropy density have finite thermodynamic limits. As such, strong perturbations can
push t* below the onset of exponential decay; Py(t) then appears Gaussian up to the cutoff
time [10] (Fig. 2). The SJA formula Eq. (3) captures fidelity dynamics up to this cutoff time,
regardless of whether decay appears exponential or Gaussian.

At the cutoff time t* and beyond, outside of the regime where Eq. (3) applies, Py(t) shows
a dip below its limit plateau value, and a slow linear growth (or ramp) towards that limit. If
the density of states contains nonanalyticities due to, for instance, a finite ground state energy,
then Py(t) decays as a power law [10,15].

Each of these individual features can be predicted by other methods [9-11,16,17]. Low or-
ders of time-dependent perturbation theory accurately predict the quadratic decay of log Py(t).
Indeed, the perturbative series can be cast as an integral transformation of the perturbation’s
autocorrelation function [9], as in Eq. (3). For later times and weak perturbations, few meth-
ods improve qualitatively on FGR [9, 10,13, 14, 18]. Random matrix techniques can account
for late time features [9, 16], including the dip and ramp after the cutoff time (also called a
correlation hole) [13,19,20]. To our knowledge, previous methods which simultaneously cap-
ture all time scales up to the cutoff time only exist for special models, including some random
matrix models [12,13], or weak quenches [14]. In contrast, our method should apply to any
ergodic final Hamiltonian, and both weak and strong quenches.

The SJA provides the conceptual and analytical framework for our calculations. This
method is a statistical treatment of the Jacobi matrix diagonalization algorithm, which itera-
tively diagonalizes the Hamiltonian by repeatedly diagonalizing 2x 2 submatrices [21,22]. The
method descends from the study of resonances in disordered single-particle systems through
strong disorder renormalization groups (SDRG) [23-28], and many-body localization [29-
41]. The SJA may be regarded as a kind of SDRG on Hilbert space which diagonalizes the
Hamiltonian while maintaining the number of degrees of freedom—similar to Wegner-Wilson
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flows [36], though different in the specific RG flow it generates. Reference [42] both framed
resonances in terms of the Jacobi algorithm, and extended the method to provide dynamical
predictions in prethermal systems. Reference [28] defined a similar method in the context
of SDRG in long-range single particle systems, but did not identify a relation to the Jacobi
algorithm. This work further extends the SJA to characterize the decay of an initial state into
a continuum, which is relevant to ergodic many-body systems. That the same SJA framework
may, with distinct approximations, predict dynamics in both prethermal and well-thermalizing
systems indicates its broad applicability.

In Sec. 2 we summarize the Jacobi diagonalization algorithm, and related quantities which
are central to our analysis. By statistically describing the action of this algorithm on an initial
state |v), we formulate a continuum flow equation for the local density of states (LDOS), the
Fourier transform of which gives the fidelity (Sec. 3). We solve the flow equation in Sec. 4
to leading order in the system volume, and assuming that the total density of states (DOS)
may be treated as constant. The solution shows excellent agreement with numerics both in
random matrix models and more realistic interacting many-body Hamiltonians (Sec. 5). We
summarize and discuss applications of our results in Sec. 6.

We defer a technical discussion of the J /o dependent corrections in Eq. (3) to Appendix A,
where we also demonstrate a connection between the SJA and Dyson Brownian motion [43,
44].

2 Statistical Jacobi approximation

The statistical Jacobi approximation (SJA) [42] is the primary analytical tool in this work.
This approximation makes a statistical description of the Jacobi diagonalization algorithm to
characterize the statistical properties of eigenstates, and hence the dynamics of a quantum
system.

In Sec. 2.1 we review the Jacobi diagonalization algorithm, including standard worst-case
bounds on its convergence (13). In Sec. 2.2 we identify and characterize two distinct regimes
in which the algorithm may operate—a dense regime in which the worst-case bounds are close
to being saturated, and a sparse regime where they are far from being saturated. These two
regimes for the algorithm reflect distinct dynamical behaviors of quantum systems.

2.1 Jacobi diagonalization algorithm

Originally introduced in 1846 [21], Jacobi’s matrix diagonalization algorithm provides a sim-
ple iterative procedure to diagonalize an N x N Hermitian matrix, H. While this algorithm is
far from the state of the art in modern numerical linear algebra [22], it provides a powerful
framework for the description of quantum dynamics [42]. As the diagonalization procedure
addresses fast degrees of freedom first, it is possible to relate the action of the algorithm to
real time dynamics.

The input for the algorithm is the matrix of H in an arbitrary computational basis {|j;)}.
The algorithm diagonalizes H using a sequence of 2 x 2 rotations which zero—or decimate—
large off diagonal matrix elements (Fig. 3(a)).

The algorithm proceeds as follows.

1. Identify the largest (in absolute value) off diagonal matrix element of H,

wo = max |(jo|H|ko)| = [{ag|H|bo)] . 4)
JoFko
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Figure 3: (a) Sketch of the Jacobi diagonalization algorithm. In each iteration, the
largest (in absolute value) off diagonal element, w, is identified and zeroed (deci-
mated) by a 2 x 2 rotation. Both (b) and (c) show the same average distribution of
logw, pgec(logw), calculated for the sum of an N x N random matrix drawn from
the Gaussian orthogonal ensemble (GOE) and a random symmetric sparse matrix
with 20 nonzero elements per row. (b) For early flow times (larger w) the model has
a sparse regime [42], where w = (1) is much larger than typical elements in its
row and column (inset). Consequently, the distribution of decimated elements (15)
is O(N). (c) For late flow times (small w) a dense regime emerges, where all ma-
trix elements are of the same scale (inset), w = (’)(N -1/ 2). Thus, the distribution of
decimated elements becomes O(N 2). Rescaling by these powers of N produces data
collapse in the density of logw.

The (|ay), |by)) submatrix containing this element is

_ Ea Woe_i¢0
Haobo - (W0€?¢O Eb > (5)

0

where E; = (jo|H|jo), and ¢ is the complex phase of the off diagonal element.

2. Update the computational basis {|jy)} — {|j;)} by applying a 2 x 2 rotation between the
lap) and |b,) states which diagonalizes the (|ay), |by)) submatrix. That is, calculating

the rotation angle n, by
2wg

tanmy = ———, 6
° an _Ebo
the update to the basis is
lag) — la;) = cos & |ap) + e'¢o sin 2 |bg) , (7a)
|bg) — |bq) = cos % |bo) —e "% sin % lag) , (7b)
such that
(a1/H|by) =0. (8)
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Other basis elements are not affected. The full update to the basis is thus

ljo) ifj#aand j#b,
ljo) = 1) =Roljo) ={ cos R |ag) +e'®osin R |by), if j=a, )]
cos X |by) —e” l¢°sm772°|a0), ifj=b,

where we defined a unitary rotation Ry, which implements the update.
3. Finally, return to step 1.

After n iterations, the updated Jacobi basis states are

ljn) =Rn—1-"*Ro ljo) - (10)

As the iterations are continued, n — oo, the basis {|j,)} converges to the eigenbasis of H.
Indeed, the total norm in the off diagonal of H, parameterized as

= NZI (nl 1K) (11)

A J#k

(the right hand side is the mean squared Frobenius norm of a row in the off diagonal) strictly

decreases in each iteration 9

Byt =By, Z—vaz (12)

The element (a, ., |H|b,41) is set to zero, while the sum of squares of other elements in the off
diagonal is preserved by Eq. (9). As w is the largest off diagonal matrix element, it is at least
as large as the root-mean-square, w =3, ~2/N. Thus,

. 2 _ o /N2 _ /N2 o
ﬂnfls(l‘ﬁ)ﬂnzsﬂm B2 = B <Ny (13)

The norm of the off diagonal converges exponentially to zero with a rate which is at least 1/N?
(Fig. 4). If implemented numerically, this means that the matrix is diagonalized with (’)(N 3 )
floating point operations, similar to other diagonalization algorithms, including the standard
QR algorithm.

The elements w, which are zeroed by the rotations play an important role both in the
algorithm, and in our analysis. In the computer science community, these elements are called
the pivotal elements. In order to emphasize a conceptual link with the renormalization group,
we refer to them as decimated elements.

Indeed, the algorithm is conceptually similar to the renormalization group (RG): fast de-
grees of freedom (states with large matrix elements) are updated to eliminate the fast dy-
namics (zero the matrix element) [28]. However, the Jacobi algorithm differs from the usual
formulation of RG as it does not eliminate degrees of freedom. Its action on H is unitary.

The quantity 8 (11) can be viewed as a flow time for the algorithm. In units where i =1,
it has units of time, indicating a direct relationship to real time dynamics. When calculating
dynamical quantities, such as fidelities, the Jacobi basis at flow time f3,, {|j,)}, defines an
approximate Lehmann decomposition,

2

Po() = | (pole o) | inlpo)2e Ent| +O(t/B,)?. (14)

Thus, if a controlled description of the algorithm can be maintained up to a flow time f,
dynamical quantities can be predicted up to a similar timescale.
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Figure 4: The decimated elements w,, for the model in Fig. 3(b-c), with N = 1024.
While w,, (grey) does not decrease monotonically with n, its typical scale does de-
crease (exponentially). Either reshuffling decimated elements so that they decrease
monotonically (red), or averaging over a fixed number of rotations (the blue dashed

curve shows an average over 2000 rotations) causes monotonic decrease by remov-
ing small fluctuations.

In certain cases, the operation of the Jacobi algorithm may also admit physical interpre-
tation. In Ref. [42] large rotation angles 1 in the Jacobi algorithm were interpreted as an
indicator of resonances between different many-body states. The algorithm also generates
dynamics for the energy levels E, , similar to the Dyson Brownian motion of random matrix
theory [43] (Appendix A).

It will be convenient to use the size of the decimated element, w,, to parameterize the
flow time. Strictly, this reparameterization requires that w, is monotonic with f3,, which is
not true. However, the average of w, over several rotations is a smooth, decreasing func-
tion of 3, (Fig. 4). Thus, if dealing with average quantities, it is possible to treat w, as a
reparameterization of the flow time.

2.2 Distribution of decimated elements

The central object characterizing the statistical properties of the Jacobi algorithm is the distri-
bution of decimated elements,

PaccW.E,E') = 5(w—w,)[6(E—E, )5(E' —Ey )+ 5(E—E; )6(E'—E, )], (15a)

Pdec(W) = f dEAE’ pgecW,E,E') = 22 S(w—w,). (15b)

Here, |a,) and |b,) are the states involved in the nth rotation, and from the definition
PdecW, E,E’) = pgec(W, E’,E). If we ignore the effect of the Jacobi rotations updating the
elements (j|H|a) and (j|H|b) (and their transposed partners), then pg4.. is the joint distri-
bution of Hamiltonian elements |(j|H|k)| and their associated energies E; and Ej. However,
because the Jacobi algorithm also affects elements other than the one it is decimating (Fig. 3),
the distribution pg4,. differs from the bare distribution of matrix elements. It still satisfies

f dww?pgec(w) = N[jo_2 . (16)
0

8
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That is, the second moment of p4..(w) is the same as the bare distribution of matrix elements.
This is because all of the norm of the Hamiltonian in the off diagonal is eventually decimated,
and the second moment of py..(w) is the total decimated norm.

The distribution pg4.. distinguishes between two qualitatively different regimes of dynam-
ics. In the sparse regime (Fig. 3(b)), the largest element in a row of the Hamiltonian, w, makes
an (1) contribution to the total squared Frobenius norm. Decimating one element per row
decreases 372 by an O(1) value (11), and, when still in the sparse regime, the new largest
element is also smaller by an (1) amount. The number of elements decimated in a finite
interval of w values thus scales with the Hilbert space dimension,

Pdec(W,E,E')=O(N) (sparse). a7

However, the worst case bounds on the Jacobi algorithm indicate that it can take as many
rotations as there are matrix elements to reduce the norm by an (O(1) factor,

Pacc(W, E,E")=O(N?) (dense). (18)

This is the dense regime (Fig. 3(c)). It emerges when all Hamiltonian matrix elements are of
the same scale, and so w? = O(1/N).

Ref. [42] studied the sparse regime in the context of prethermal many-body localization,
and found that resonances—Ilarge rotation angles n—accounted for most observable dynamics.
Other models which show slower than exponential relaxation—including power-law random
banded matrices [45], the Anderson model on the random regular graph [46], and the log
normal and Lévy Rosenzweig-Porter models [12,18,47]—all possess a sparse regime to which
an analysis similar to that in Ref. [42] should apply. (The Rosenzweig-Porter models would
require modification of the analysis in Ref. [42], as in those models the ratio of the Frobenius
norm of the off-diagonal to the norm of the diagonal may vanish for large system sizes.)

In this work, we focus on the dense regime. As the decimated elements w must decrease
as 1/+/N (more correctly, 1/+4/v(E), where v(E) is the density of states) the large matrix
elements responsible for resonances are rarely encountered. Instead, the dense regime reflects
the irreversible decay of fidelities and correlators into a continuum of states. This is the usual
scenario at play when using Fermi’s golden rule (FGR), and we will find that decay is always
asymptotically exponential when the spectral function |f,,(0)|? is finite. At a technical level,
the large number of Jacobi rotations scrambles correlations between Hamiltonian elements,
and justifies random-matrix-style approximations, in which we neglect such correlations.

In the context of predicting fidelity decay in the many-body Hamiltonian H = Hy+JV, the
initial Jacobi basis {|j,)} is the eigenbasis of H,. If H,, satisfies the eigenstate thermalization
hypothesis (ETH) [4,48-52], then the perturbation V is generically dense in this basis,

fv (Ejoko > wfoko)

(JolV ko) ~ =
WEjk,)

Xt (19)

Here, |fy/(E, w)|? is the spectral function for V in the Hamiltonian H, at mean energy E and

frequency w, E; i, = (Ej, + Ex,)/2, wjk, = Ej, — Ex,» V(E) is the density of states in H,, and

X, = O(1) is a random number with variance equal to one. In particular, all matrix elements
at a particular energy are of the same scale, implying that the Jacobi algorithm will operate in
the dense regime.

If H, is diagonal in a local basis and the perturbation V has only few-body interactions,
then the initial Hamiltonian matrix is sparse. This is the case for (prethermal) MBL [31, 32,
35,41,42,53]. Regardless, the dense regime should emerge at large flow times 8 whenever
H = Hy+JV satisfies ETH. As the Jacobi algorithm comes close to diagonalizing H, the Jacobi
states present almost as random vectors. The remaining off diagonal of the matrix should then

be dense.
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3 Flow of the local density of states

The Jacobi algorithm, when implemented numerically, diagonalizes the Hamiltonian to within
numerical precision. An exact description of all the eigenstates is out of reach analytically, and
contains more information than is required to compute fidelities in any case. Rather, only
the distribution of initial wavefunction amplitudes in the eigenbasis is required. Treating the
Jacobi diagonalization algorithm at the level of the statistical distribution is the statistical
Jacobi approximation (SJA).

We have
2 2
Po(t) = | D E;lapo) Pe™™"| = U dEp(E)e™ ™| , (20)
j
where |E;) is an eigenstate of the full Hamiltonian H = H, + JV of energy E;, and
1 2
pEY=2- D, [EW, @1

E;€[E,E+dE)

has been called the local density of states (LDOS) [10], or the strength function [3]. Without
loss of generality, we assume V to be off diagonal in the eigenbasis of Hy, {|jy)}

With some simplifying assumptions (discussed below and summarized in Table 1), it is
possible to calculate the LDOS from the decimated distribution pge. in the dense regime. In
Sec. 3.1, we show that the LDOS in the Jacobi basis,

pwnB)=— D1 ol (22)

Ej, €[E,E+dE)

is determined by its initial condition p(wy, E) and the flow equation

- Wp(w,E)=de sin® 1) 5w, E, ) [p(w,E—co)v V(E) —p(w,E)}, 23)

(E—-w)

where 9
tann(w) = il , (24)
w

is the rotation angle and we have introduced

pdec(W; EaE - C!))
v(E)

PW,E,w) = (25)

Sec. 3.1 contains several technical details, and can be skipped in a first reading of this
paper. We find the solution to Eq. (23) in Sec. 4.
3.1 Derivation of the flow equation

The action of a single rotation performed by the Jacobi algorithm is easy to characterize. If the
Jacobi basis is {|j,)}, and the element w,, = max;; |(j,|H|k,)| = [{a,|H|b,)| is to be decimated,
then recall that the nontrivial update to the Jacobi basis is (7)

|ap41) = cos ) + e!®n sin 2 b, , (26a)

L a,
|byy1) = cos 2 |b,) —e Pnsin L |a,) , (26b)

where tann, = 2w, /(E, —E; ), and the phase ¢, will not be important.

10
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p(0, E)

E (Energy) E (Energy) E (Energy)

Figure 5: The local density of states (LDOS) p(w,,, E) is the probability density for the
initial state |1,) to be in a Jacobi basis state |j,) with energy E; = E. The rotations
performed by the Jacobi algorithm change the basis {|j,)} (top), and thus the LDOS
(bottom), causing a redistribution of probability. The final LDOS, which is related to
the fidelity Py(t) by Fourier transform, is found by running the Jacobi algorithm until
w — 0. The approach to this final distribution can be described by a continuum flow
equation, Eq. (23).

The corresponding nontrivial update to the probabilities |(j,|1¢)|? is

{ans1l10) > = cos® % (a|o)l? + sin® n_zn (balpo)?
+ %Sinnn(e_id)n <w0|bn)(an|¢0) + ei¢n (¢O|an><bn|¢0)): (27)

: : 20 _ 2
which, upon replacing cos® 3+ = 1 —sin“

the probability

{ans1190) 1> = Hanlho)* = sin® B [[{byltpo) I* — [{anltpo) ]
+ %Sinnn(e_i(pn (¢0|bn)(an|¢0) + ei¢n (¢O|an><bn|¢0))’ (28)

and rearranging gives a formula for the change in

and similarly for |(b,1|%o)[*.
Making dn Jacobi rotations, the total update to |(j,|1,)|? is given by the sum over the

rotations which affect the state with label j. Indexing such rotations by m, this is

[Gnsano) P = 1Galwo) 2= D7 sin® 22 [ (b [3p0) = [{mlabo) ]

m:n<m<n+dn,

Am=Jm
+ % Sinnm(e_i¢m <¢O|bm><]m|¢0> + hC) . (29)

The expression (29) is too unwieldy for an analytical treatment. It can be made tractable
by using w to parameterize flow time, converting the sum on the right hand side to an integral
over energy, and replacing the probabilities |(j,,|vo)|* with the probability density p(w,,, E ).
Each of these steps requires that E; and |(j,|v) |2 be slowly varying with n to be valid. Being
in the dense regime of Jacobi should imply that this condition is met—many rotations are
required to appreciably change the Hamiltonian, so each rotation typically changes little. Thus
E; and |(Gnltpo) |2 will vary slowly.

3.1.1 Decimated element as flow time

The decimated elements w, do not strictly decrease (Fig. 4). Treating w as a continuous

parameter controlling the flow time is only possible if w,, is averaged over several rotations.
. 2 .

Thus, we must assume that |(j,|o)| and E; vary slowly with n.

11
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Table 1: The assumptions and approximations made in the technical derivation of the
flow equation, Eq. (23), and its solution, Eq. (54). The physical interpretation of each
approximation is provided in the second column. All approximations are expected to
be valid in the large volume limit of ergodic and local many-body Hamiltonians. The
continuum formulation of the LDOS also limits our analysis to times shorter than the

cutoff t*.
| Approximation | Interpretation | Text reference
Dense regime, pOgec = (’)(N 2) Assumption of ETH Sec. 2.2

Continuous, monotonic decrease
of the decimated element w

Fluctuations of decimated
w,, are small

Fig. 4, Sec. 3.1.1, Eq. (30)

Static energy levels E;

The quench does not af-

Eq. (33) (relaxed in Ap-

fect the DOS v(E,) pendix A)
. Sec. 3.1.2, Eq. (32),
Continuous LDOS and DOS Large sys*tem size, ETH, Sec. 3.1.3, Eq. (33),
and t <t
Sec. 4.3.4

Cross terms average to zero

Interference effects are
unimportant

Sec. 3.1.3, Eq. (34)

DOS much broader than LDOS

Feature of local many-
body systems

Sec. 4.1, Eq. (46) (re-
laxed in Appendix A)

Small rotation angle 7

No resonances

Sec. 3.2.2, Eq. (53)

Making this assumption, and supposing that the dn rotations reduce the decimated element
from w to w — dw, the left hand side of Eq. (29) becomes

|{ntan o) P = 1{alo) P = 1{i(w — dw) o) | — [(j()po) I* — =3, 1{j(w)lapo) [Pdw,  (30)

where we take dw to be infinitesimal, and |j(w,,)) = |j,)-

3.1.2 Replacement of the sum by an integral

In replacing the sum with an integral, we must account for the different number of times
each pair of states is rotated. This information is encoded in p4... The number of rotations
which are made between states of energy E; € [E,E +dE) and E, € [E’,E’ +dE’) while
w,, € (w—dw,w]is

Pdec(W, E,E')dwdEdE’. (31)

To find the average number of rotations which affect a single state of energy E; in the
interval [E,E + dE), we divide by the number of states in this shell, »(E)dE, which gives
p dwdE’ as in Eq. (25). The resulting replacement of the sum in Eq. (29) with an integral is

> dwf dE’ p(w,E,E—E'). (32)

3.1.3 Replacement of probabilities with probability density

Finally, we replace the probabilities |{j(w)[pq)|?

1
v(E;)dE Z

Eke[EJ,EJ+dE)

with averages over small energy windows,

[GW)Ipod|* — [{(k(W)l4po)I> = p(w, E;)/ W(E;). (33)

12
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We assume that the cross term in Eq. (29) is negligible compared to the p(w, E) terms,

%Sinnm(e_iqu <w0|bm>(1m|¢0> + hC) —0. (34)

This term does not have a definite sign, so when neglecting correlations between these terms
for different m, we expect their average to be a factor 1/4/v(E)dE smaller compared to the
p(w, E) terms. Thus, we assume it may be ignored in the limit of infinite system size.

Making all of the substitutions Egs. (30), (32), (33), and (34), we have

_awp(waE)_ /2 N(E—E') ~ . p(W,E/)_p(W:E)
—v(E) —de sin® “—5—pW,E,E E)[ WE) WE) ] (35)

Multiplying both sides by »(E) and changing variables to «w = E — E’ in the integral recovers
Eq. (23).

Additionally, the energies E; are affected by the perturbation, and are altered by the Jacobi
evolution. This effect will not be important in the limit we consider in the main text. We leave
a derivation and discussion of this addition to the flow equation to Appendix A.

3.2 Basic properties
The flow equation Eq. (23) is a linear integro-differential equation. It possesses several ex-
pected properties, which we briefly list in this section.

3.2.1 Conservation of probability

The flow equation conserves total probability. The rate of change of the total probability is

v(E)
v(E’)

—awf dE p(w,E) = J dEAE’ sin? ") 5(w, B E — E) [p(w, E) —p(w,E)] . (36)
Exchanging integration variables E < E’ in the right hand side does not change the value of
the integral, but multiplies the integrand by —1. This implies that the rate of change of the
total probability is zero.

2 n(E—=E") _
=) =

Indeed, we have sin sin , while

.2 n(E'—E)
2
PaecW, E,E') = pgec(W,E',E) => W(E)p(w,E,E—E')=w(E')p(w,E',E' —E), (37)
so that new form of the integral after exchanging variables is

v(E)
v(E")

—p(W,E)]

v(E")
v(E)

J dEdE’ sin? 1) 5(w, B, E — E) [ p(W,E')

- f dE'dE sin "5 5(w, B/, E' — E) [p(W,E) —p(w, E’)]

= f dE'dE sin® ”(ET‘E'),@(W, E,E—E') [p(w,E) —p(w,E) :((EE/))] ) (38)
This shows
-3, f dEp(w,E)=20,, f dEp(w,E), (39)
as claimed. Thus
—3Wf dEp(w,E)=0, (40)

and the total probability is conserved.

13
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3.2.2 Large volume limit

In neglecting the cross-term in the microscopic flow equation Eq. (29) we have already special-
ized to the limit of large system volume. (More correctly, the limit of large DOS.) In this limit,
and in the dense regime, the maximum matrix element w should decrease exponentially with
the volume. Indeed, for a spatially local Hy which satisfies the ETH, we have

wd =J20(e5), (41)

for some energy E, and where S(E) is the (extensive) entropy at energy E.
The flow equation can be simplified in this limit of small W(Z). From

2
tann = i , (42)
w
we have the small angle expansion
1 1 2
sinzﬁ:—(l——)=w—2+(9(w4/w4). (43)
2 2 V1+(02w/w)? w

For the flow equation, this gives

—8,p(W,E) ~ J dw W—Zﬁ(w, E,w) |:p(W,E— w) V(E)
w Y

TE—) —p(W,E)] . (44)

The combination w?p has a finite integral (Sec. 4), so the right hand side makes a non-zero
contribution to the final value of the LDOS, p(0, E).

The flow equation predicts a leading order correction to the LDOS which scales as w? /w?.
This structure should be familiar from the first order of perturbation theory in J, which is being
recovered in this limit of the flow equation.

Note that, in making the small angle approximation for 7, we have neglected any reso-
nances. That is, large rotation angles as a result of an atypically small value of the energy
difference w. Such rotations are always present for any w, but they make up a vanishing
fraction of all rotations, and so may be neglected in the wy — 0 limit.

3.2.3 Uniform fixed point

The flow equation (23) has a fixed point given by

Punit(E) = ¥(E)/N . (45)

This corresponds to the wavefunction (j,|vy,) having equal probability in every Jacobi basis
state, so that |v,) appears as a Haar random vector.

However, this fixed point lies outside the regime of applicability of the flow equation for an
initially peaked LDOS. When the LDOS flows to a width comparable to the many-body DOS, we
can no longer neglect the effect of the perturbation on the DOS. Further, any microcanonical
state of a local Hamiltonian H, has a vanishing energy density variance in H, making this fixed
point unphysical. As such, the existence of this fixed point solution will not be relevant to our
analysis.

14
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Figure 6: The solution to the flow equation leading to Eq. (3) assumes that
p(w,E,w) (25) is much broader in E than in w. This feature is visible in
(center) a two-dimensional plot of the marginal g(E,w) = fdw P(W,E, w), or
through comparing (top) the E-marginal g(E) = fdw Pp(E,w) with (right) a
constant-E cut (shown in red in the center panel) of G(E,w). Note that the
scale of the E and w axes are equal, and that g(E) is dimensionless, while
P(E, w) is an energy density. Parameters: N = 1024, v(E) = (N/ \/ﬁ)e_Ez/ 20123,
Ifv(E, w)|? = (20,,) ' cosh™(E/o)cosh *(w/0,,), and 0, /0y = J/oz = 0.1 in
the random matrix model of Eq. (77).

4 Solution of the flow equation

4.1 Solution for broad density of states

The flow equation for the LDOS is difficult to solve in closed form for arbitrary initial LDOS.
However, upon specializing to narrow LDOS (discussed below), it can be solved exactly. We
leave a discussion of corrections for broad LDOS to Appendix A.

Identifying a characteristic width in E, o, for p(w, E, w), we solve the flow equation at the
leading order in agl (which s 02). The solution holds when the magnitude of the perturbation
(J), any characteristic width of 6(w, E, ) in w (o), and the initial width of the LDOS are all
much smaller than o (Fig. 6). In many-body Hamiltonians, this is usually the case. The total
energy E is an extensive variable, so the variation of p(w, E, w)—which we will see is related
to a spectral function of the perturbation—in E is suppressed compared to its variation in the
energy difference w. In random matrix models, this regime must be engineered as part of the
model definition. (Outside of particular models, the widths o,  will be used at the level of
dimensional analysis, and so we do not define them precisely.)

At leading order in the ratios o, /0 and J /o, we may make the replacements

E
_UE) ~1, and PpW,E,w)~pWw,Ey w), (46)
YE — w)

where p(w, E) is peaked at E = E,,. This assumption is recovered in a more systematic expan-
sion in derivatives of p(w, E, w) with respect to E in Appendix A.
With this assumption, the flow equation becomes

—3,p(w,E) = f de sin® 22 5(w, Eg, ) [p(w, E — ) — p(w, E)] . 47)

This equation only involves convolutions of p(w, E) with a w-dependent kernel, and can be
solved by Fourier transform.
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We define the Fourier transforms

k(w,7t)= f dw sin? @e_im =nwl[lL_;(2wt)—1;(2w|t|)], (48a)
pw,Ep,7T) = f dw p(w, Ey, w)e T and (48b)
p(w, t) = J dE p(w, E)e £t (48¢)

where we have abused notation by using p for both the density of Jacobi decimations and
its Fourier transform, and similarly for p. In Eq. (48a), the Fourier transform of sin?(n/2) is
evaluated in terms of a modified Struve function L, and a modified Bessel function I,,. The
fidelity is Py(t) = |p(0, t)|?.

Expressing the integral over w in terms of Fourier transforms gives

—0,p(W,E) = (J g—;eim[k * P ](w, Eg, T)p(w, T)) —[k*p1(w, Ey,0)p(w, E), (49)
where
[k p](w,Ey,T) = f zd—; k(w, T —s)p(w, Ep,s). (50)

Fourier transforming Eq. (49) with respect to E reduces the flow equation to an ordinary
differential equation:

The solution to this equation is an exponential,

p(w,t)
o8 p(W0> t) B

= J ;—; J dW/ [k(W/, t— T) _ k(W/, _T)]ﬁ(W/, Eo, T) . (52b)

f dW/ [k*ﬁ](wl> EO: t)_ [k*ﬁ](wl> EO: O) (523)

In the limit of large volume, the density of states diverges, v(Ey) — oo. In the dense
regime, where wy = O v(E,)~'/2), this implies that the initial size of the decimated element
vanishes, wy — 0. In this limit, Eq. (52) simplifies further. We have (ignoring resonances as
in Sec. 3.2.2)

k(w, t — 1) —k(w,—7) = —w? (|t — 7| — |T]) + w O((wt)%, (wr)?), (53)
and hence e
logMZ—EJdT (|t_f;|—|fr|)f dww?p(w, Eg, 7). (54)
p(W07 t) 2 0

Taking the initial state to be an eigenstate of Hy, so that p(wy, E) = 6(E — E,), we have
p(wo, t) = e"Eot, This phase does not affect the fidelity, log Py(t) = 2Relog p(0, t). Thus

logPO(t)z—szdT (It—=7l=I7D C}.(Eo, 7)), (55)

where we defined the symmetric Jacobi autocorrelation function

oo

1 .
CLC(EO’ T) = ﬁRef dWsz(W: EO: T): (56)
0
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Figure 7: The symmetric (a) Jacobi autocorrelation function C} . and (b) Jacobi spec-
tral function |fj,.|*> (blue, red) are corrections to the bare autocorrelation function
C; (62) and spectral function | fv1? (59) (black dashed) of the perturbation V in H,,.
For perturbation strengths much less than the characteristic width of the bare spectral
function, J /o, < 1, the difference between the Jacobi autocorrelator and the bare
autocorrelator AC}. . (and the difference between the spectral functions A| Fracl?) is
small (c-d). The difference becomes significant for large perturbations. Parameters:
As in the random matrix model of Fig. 8.

and have arrived at Eq. (3), our main result.

Note that we replaced the upper limit of the w integral, w,, with infinity. As wy is the
largest decimated element, the density of decimated elements above this cutoff is zero. That
is, p(w, Ey, 7) = 0 for w € (wy, 00). The integral should be read as a summation over all the
Jacobi decimations.

4.2 Jacobi spectral function and autocorrelation function

The identification of C;;l . with an autocorrelation function is well motivated, as we show below.
Indeed, the integral of w2 is the total norm decimated by the Jacobi algorithm between states
of a given energy,
o oo
f dw w2 pgec(w, E,E — ) =J dww? W (E)p(w, E, ) = W(E)?|frae(E, 0)*, (57
0 0
where we defined a Jacobi spectral function |fy,.(E, w)|?. From its definition, the Jacobi spec-
tral function is defined as a sum of squares of matrix elements (up to factors of v(E)), which
makes its interpretation as a spectral function natural. Indeed, if we ignore the rotation of
Hamiltonian matrix elements by the Jacobi algorithm, and assume the distribution of deci-
mated elements is the same as the distribution of matrix elements in the original Hamiltonian,
we have (Fig. 7)
|f1ac(E> )P = |fy (E, 0)I> + O(J%/02), (58)

where

folBp)Pdo= > [GolVIo)l?, (59)

Ei—Ep€lw,w+dw)
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is the usual spectral function for the operator V in H,, with an initial state |v,) of energy E,.

The rotation of the Hamiltonian matrix elements causes the deviation between the Jacobi
spectral function and bare spectral function. The error term in Eq. (58) is found by estimating
the effect of these rotations at leading order. In one rotation connecting energy differences w
and ', the correction to the spectral function is sin® 2(|fy, (w)|* — | fy (w”)[?) (as in Eq. (28)),
and the total correction is a sum of terms like this from all rotations. In a small angle ap-
proximation, sin® g ~ w?/w?. Replacing w by its typical scale o, and performing the sum
gives > w?/o,, ~J?/ aczo. Estimating the scale of the initial spectral function by 0;1 gives the
O(J 2/ UZ) estimate of the total error.

As the Jacobi algorithm eventually decimates the entire off diagonal, the sum of squares
of all decimated elements becomes the norm-squared of the initial perturbation. This implies
a sum rule for the Jacobi spectral function,

N
J2[35

where || - || is the Frobenius norm, and we used the definition of the flow time 8 (11).
The symmetric Jacobi autocorrelation function is the (real part of the) Fourier transform
of the Jacobi spectral function, so

f dEdw v(E)|fy(E, w)|* = f dEdw v(E)|f.(E, w)|* = ||[V]|2 = (60)

Ci.(E,7)=CH(E,t)+O(J*/02), (61)

where 1
Cy (Eg,T) = > {(Yol{V(7), V(0)} o). (62)

is the usual connected symmetric autocorrelation function for the perturbation V in the H,
Hamiltonian. (Recall that V was defined to be off diagonal in the H,, eigenbasis, so the appro-
priate correlation function is the connected one.)

In Appendix A we show that the antisymmetric part of the correlation function is related
to a shift in the mean energy of the LDOS. This appears as a phase in the Fourier transform
p(w, t), and does not affect the fidelity at leading order in J /o .

4.3 Properties of the solution

4.3.1 Agreement with time-dependent perturbation theory

The log-fidelity can be perturbatively computed using time-dependent perturbation theory
(TDPT).! Equation (3) correctly reproduces the leading order of TDPT when the Jacobi auto-

correlation function, C};c(’r), is replaced by the bare autocorrelation function, C",L (7).

Indeed, substituting Eq. (61) into Eq. (3), we have
log Py(t) = —JZJ dr(lt—l—ItD(C)(E, 1)+ 0% /02)) (63a)
)
= —4)2 f de M (Ifv (B, )* + 0(J2/52)) . (63b)
w

Equation (63b) is the prediction of TDPT for the log-fidelity. Replacing the spectral function
by a sum of delta functions,

[fo(Eo, @) =D [{GolV 9o P8 (E; — Eg — ), (64)
j

!The same formula for the log-fidelity can also be obtained from the Wigner-Weisskopf approximation [18,
Eq. (56)].
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produces a potentially more familiar formula in terms of a sum over matrix elements,

Sinz((Ej —_ Eo)t/Z)
(E; — Eg)?

log Py(t) = —4J2 Z

J

[GolVIvo) >+ 01 /c? ). (65)

4.3.2 Exponential decay at long times

For times t much longer than the decay time of Cfac, the solution Eq. (3) predicts exponential
decay with t.
When t is much larger than the characteristic value of 7 in the integral, we may approxi-
mate
|t ==l ~It], (66)

and thus find
log Py(t) ~—J?|t] f dt Cj. (Eq, 7) = =21 |t|| f1ac(Eo, 0) %, 67)

provided that |f;,.(Ey,0)|? is finite.
This result is reminiscent of FGR. Indeed, using Eq. (58) we have

log Po(t) ~ —2mJ[t| (Ify (Eo, O)1* + O(J2/03 ) = — (Ter + O(J*/ 02 )) It (68)

where Iy is the FGR prediction for the decay rate, Eq. (2). The SJA formula recovers FGR at
the leading order, and accounts for all corrections in J /o, through the definition of the Jacobi
spectral function and autocorrelation function.

If | fyc(Eg, w)|? diverges as w — 0, then the integral in Eq. (67) does not converge. This
scenario should arise when the perturbation V overlaps with a slow hydrodynamic mode, and
so decays asymptotically as a nonintegrable power law in time. If the integral in Eq. (67) is reg-
ularized by taking its principal value—that is, by using symmetric bounds on the 7 integral—
then the result is always finite by Eq. (69) in the next section. However, in this case the decay
of Py(t) can be nonexponential asymptotically.

Note that, for a system with a finite Hilbert space dimension, the exponential decay cannot
hold for all times (Sec. 4.3.4, Fig. 2).

4.3.3 Quadratic decay at short times

The solution Eq. (3) shows the expected quadratic decrease in fidelity predicted by time-
dependent perturbation theory at early times.
To see this, we rewrite the integration kernel in the solution as

t, for T < —|t|,
[t—7|—|t|=1% |t|—|t|—sgn(t)T, for|7|<]|t|, (69)
—t, for |t| < 7.

As Cj, (1) is even in 7, the integrals for T < —|t| and 7 > |¢| cancel. Then, the nonvanishing
part of the integral is for || < |t|, and for short times we can expand CJJr (Eg,T) near 1 =0

ac
as C}f, (Eo, ) = C},.(Ey,0)— O(7?%). We have

[t]
log Py(t) ~ —J?C}. (Eo,0) j dr (|t|—|7|—sgn(t)t) = —J>C}. (Ey,0)t*,  (70)

—tl

where J2C; (E,,0) =J? f dw | fjac(Eg, w)|? is thus the energy variance of the LDOS.
One can similarly compute higher order corrections order-by-order from the short time

expansion of CJ‘;C. For instance, the next order term is —(J%t*/ 12)81_2C};C(E0, 0).
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4.3.4 Exponential dependence on volume

In a local many-body system, the fidelity should decrease exponentially in the volume. For
example, in a spin system, initial product states are orthogonal to states differing by a single
spin flip. Thus, the fidelity should decrease proportionally to the probability of a spin flip
occurring on any site. Equation (3) reproduces this behavior.

Indeed, writing the system volume as v = (’)(Ld) (where L is the linear size of the system,
and d is the dimension), the perturbation V should be extensive,

V=>V, (71)

where V, is a (quasi)local operator, and there are O(v) terms in the sum. In turn, this implies
that the connected autocorrelator of V with itself is also extensive,

Cy(Ep,7)=0(v), and Cj (Ey,7)=0(). (72)

Jac

Because log Py(t) depends linearly on Cj, (Eo, 7), the fidelity Py(t) decays exponentially in the
volume,
log Py(t) = O(v). (73)

This implies that there is a cutoff time t* which is O(1) in the volume beyond which Eq. (3)
no longer holds. Indeed, fidelity decay will be cut off in a system with a finite density of states
at a time t* such that

log Po(t*) ~ —S(Eo), 74)
where S(E) ~ log(J v(E)) is the entropy at energy E (with kz = 1). We have used the coupling
J to fix units in the logarithm for S(E) as this roughly corresponds to the width of the LDOS
(Sec. 4.3.3), so that S(E) the the log of the multiplicity, as usual.?

In contrast, our analysis assumed a continuum density of states, and so does not recover
the saturation of Py(t). Dividing both sides of Eq. (74) by the volume, we have

v og Py(t*) = s(E), (75)

where s(E) is the (intensive) entropy density. Both sides are (1) with the volume in a local
many-body system, and so t* will also be finite in the thermodynamic limit.

The cutoff time may still be very long for weak perturbations, but for sufficiently strong
perturbations may even be small enough to preempt the regime of exponential decay. The
result in this case is that log Py(t) decays quadratically until the cutoff time t*, so that Py(t)
decays as a Gaussian [10].

4.3.5 Higher order corrections

Equation (3) can be viewed as the leading order term in an expansion of log Py(t) in the small
parameter € = J /0 at a fixed time t. The parameter o, is the typical energy scale over which
the Jacobi autocorrelator CJJ;C(EO, T) varies in E,. As E, is extensive, we expect that € will be
very small in a large many-body system.

The higher order corrections in € are considered in Appendix A. The leading correction is

of the form
log Py(t) = —sz dr (|t —7|—= |t C}(v) + OU Jop)f (o ,t, /T ,), (76)

where f (x, y) is quadratic in x for small x, and linear in x for large x.

2We have essentially estimated the peak height of the LDOS (the fidelity) with the inverse of its width (related
to the diagonal entropy of the initial state). Further, we assumed ETH in replacing the diagonal entropy with the
thermodynamic entropy. One could possibly extend this estimate to nonergodic systems by continuing to use the
diagonal entropy.
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Figure 8: The ensemble averaged log-fidelity, [log Py(t)], for the random matrix
model (77) is quantitatively reproduced by the SJA formula for large Hilbert space
dimension N. Even relatively weak perturbations (a) can produce asymptotic de-
cay rates which differ from FGR (black dashed), and stronger perturbations (b) have
substantially altered decay rates. These corrections are captured with no free param-
eters by the SJA formula (red dashed), though there are small errors at early times for
large perturbations (c, d). This model exhibits damped oscillations in the log-fidelity
(b and inset in a). Parameters: wqy/or = 0.14, o, /o = 0.06, (a,c) J/o, =1/3,
(b,d) J/o,, = 4/3. Logarithms of the fidelity are averaged over 10* random matrix
samples, and C;_ used in the SJA formula (3) is computed using N = 1024 and 10°
samples.

5 Numerical verification

Numerical calculations of the fidelity P,(t) show excellent agreement with the SJA result
in Eq. (3) in both random matrix models (Sec. 5.1) and in local many-body Hamiltonians
(Sec. 5.2).

In both cases, the numerical procedure is to find an eigenstate of the unperturbed Hamil-
tonian Hy, at a given target energy E;, and then compute log P,(t) using exact time evolution
under H = Hy + JV. We then compare this to the prediction of the SJA, using the Jacobi
algorithm to compute C}. (7). We also compare to the TDPT prediction, using the bare auto-
correlator C;f (7).

The agreement between the prediction Eq. (3) and numerics seems to improve upon av-
eraging the autocorrelation function CLC(T) either over the random matrix ensemble or over
eigenstates |1,). Inspecting Eq. (3), the average autocorrelation function should be related
to an average log-fidelity, which we denote with square brackets, [log Py(t)].

5.1 Random matrix model

By explicitly engineering a target spectral function |f,(w)|? in a random matrix model, we can
obtain log-fidelity curves log P (t) which show nontrivial features beyond early time quadratic
decay and late time exponential decay. Equation (3) reproduces these features, in addition to
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the more generic early and late time behavior.
We consider N x N random Hamiltonians H = H, +JV with matrix elements in a compu-
tational basis

|fV(Ejk: wjk)l
vV Y(Eji)

where E; are random numbers drawn independently from a distribution with probability den-
sity function v(E)/N, |fy (E, w)|? is the target spectral function, and X jk = Xj;j are drawn from
a standard normal distribution. The elements Vj; are given by the ETH Ansatz for the ma-
trix elements of a local operator in the eigenbasis of a thermalizing Hamiltonian [4,50]. The
squared Frobenius norm of both H, and V scale proportionally to the Hilbert space dimensions
N, while the bandwidth of the model is O(1).

In this section, and in Fig. 1(a), we take v(E)/N to be uniform on [—0/2,0/2], and

— 2 2
e, of =5 e (2 Jrem (52 )] o

to be an E-independent sum of two Gaussians of width o, separated by 2w,. For the auto-
correlation function, this gives

(Ho)jxk =E;jb6j, and Vjy Xie (G#K), (77)

Cy(E,7)= e LT 2 cos(wqT). (79)

These functions are shown in Fig. 7 as black dashed curves. Our choice of v(E) minimizes the
effects of the finite o' on initial states in the middle of the spectrum. Our choice of |f, (E, w)|?
gives an FGR rate Iz = v27(J2/ ow)e“"g/ 207, which can be made small even for large J2/o,
by increasing w,/o . This makes relative deviation from FGR more visible.

A state |1o) with E = 0 in H, is prepared by fixing one of the H, diagonal elements to
zero. To compute the fidelity of this state in a quench to the full Hamiltonian H = Hy +JV,

we diagonalize H and compute Py(t) = |(1/)0|e_iH t|¢0)|2 using a Lehmann expansion. We
average log Py(t) over the random matrix ensemble. The result is shown in Fig. 1(a) and
Fig. 8 for a sequence of Hilbert space dimensions N. In these random matrix models, the
norm of the perturbation is proportional to N, and so [log P,(t)] approaches a finite limit as
N — oo at fixed t. This limit curve shows nontrivial behavior, including damped oscillations
around the overall decay of the fidelity. This is a consequence of the damped oscillations in the
perturbation’s correlation function, Eq. (79), which also appear in the logarithm of the fidelity
dynamics, Eq. (3).
Indeed, the leading order prediction (which is reproduced by TDPT)

log Py(t) = —J2J dr (|[t—7|—|7]) (6_0172/2 cos(woT) + O(JZ/O'?O)) , (80)

may be evaluated in closed form. Defining gy = 27J2|f,,(0,0)|* = v Zn(Jz/aw)e_‘*’g/z"fu, we
have

t Ot +iwy/o O, t—iwy/o
log Po(t) = T, (—[erf(“’—o‘”)jLerf(M)]
g Po(t) GR{ 5 /3 73
wZ/ZUf)
I R I:e*afotz/2 cos(wqgt) — 1]

y/2mo?

. Wy Outt+iwg/o,) Ot —iwe/0,Y iwg 4, 4
+1202 |:erf( 7 ) erf(—ﬁ ) 2erf(ﬁgw)])+(’)(J /aw),
(81)

w
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where erf is the error function, and one can check that the expression is real. This prediction
for log Py(t) reproduces the generic features expected from Sec. 4.3, and additionally shows
the predicted damped oscillations (in the second line).

Even at this order, the nontrivial features of the fidelity are reproduced (Fig. 1 and Fig. 8,
black dashed). However, this order of the calculation does not accurately reproduce the rate
of asymptotic exponential decay—the numerically observed rate of decay differs from Fermi’s
golden rule.

To evaluate the higher order corrections, we numerically compute

J>Cl (E,7) = @ Z w2(8(E—E, )+ 6(E—Ey, ) cos((E,, —Ep )7), (82)

using the Jacobi algorithm. We bin the energies E, and E;, to compute the dependence on E,
and average CJJ;C(E, 7) over the random matrix ensemble. The integral transform Eq. (3) then
provides a prediction for [log Py(t)]. (Note that using an average C; (E, T) requires that we
average the log of the fidelity.)

We find that this procedure quantitatively reproduces the asymptotic exponential decay,
including both the decay rate and the overall scale (which appears in the logarithm as a con-
stant offset). The early time damped oscillations are also reproduced, though with a small
error for large perturbation strengths.

Numerically implementing the Jacobi algorithm is more expensive than state of the art
exact diagonalization. However, evaluating Eq. (3) using C}..(E,7) computed through the
Jacobi algorithm produces curves with smaller error bars for a given number of random matrix
samples. Further, the asymptotic exponential decay of Py(t) is visible with smaller Hilbert
space dimensions, as Eq. (3) does not reproduce the asymptotic limit of Py(t) 2 1/N; it allows
for Py(t) to decay to zero.

5.2 Local Hamiltonians

In this section, we compare the SJA formula Eq. (3) to the numerically computed fidelity in
several standard local spin chains. We find quantitative agreement, even when the unper-
turbed spin chain is integrable. This indicates that Eq. (3) is predictive for local Hamiltonians,
and not only for random matrix models. While the log-fidelity is also well captured by TDPT in
many models, some choices of model show significant deviation from TDPT. These deviations
are still captured well by Eq. (3).

We consider two different one-dimensional spin Hamiltonians with periodic boundary con-
ditions: the mixed field Ising model,

L
H,=K (Z oiot | +8.0f +hzaf) , (83)
i=1
and XXZ model,
L
Hy,=K (Z ofor,+ a?’afﬂ + Aafofﬂ) , (84)
i=1

(where af‘ is a Pauli operator on site i) and work in the zero momentum sector of each. While
the model (83) is believed to be chaotic for almost all parameter values [56], model (84) is
integrable [57-60].

We diagonalize these Hamiltonains for system sizes up to L = 16 sites, and average the
log-fidelity under the time evolution generated by H = H; +JV, g for 200 states in the middle
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Figure 9: The (intensive) log-fidelity density [log P,(t)]/L, averaged over 200 states
in the middle of the spectrum of a local Hamiltonian (83, 84), is reproduced by the
leading order of TDPT, and by the full SJA formula. The SJA formula holds in one-
dimensional chaotic models including (a, b) the mixed field Ising model, but also
in integrable models such as (c, d) the XXZ model, provided an average over states
is made. (c) Both TDPT and SJA only reproduce the fidelity for L = 16, which is
the system size at which those calculations were performed. The presence of sharp
features in the log-fidelity may indicate a dynamical quantum phase transition [54,
55]. Parameters: J/K = 0.2, (a, b) g, = 0.9045, h, = 0.8090, (¢, d) A =0.5.

of the spectrum. We use two different perturbations:

L
_ X X y Yy
Vo= Zai Oiy179; 041> (85a)
i=1
L
_ X X y Yy
Vﬁ—ZO‘i Oigt0;07,,. (85b)
i=1

For the nonintegrable Hamiltonian H,;, any perturbation should behave similarly, and the
choices of V,, and Vp are not important. For H,, we have chosen V,, such that it preserves
the integrability of the model [61], and Vp such that integrability is broken [62].

The results for the fidelity decay are shown in Fig. 9. They show the typical features of
the fidelity: they initially decay quadratically, but then become exponential with a decay rate
set by FGR. With the extensive perturbations of Eq. (85b), the FGR rate is itself extensive, and
it is the log-fidelity density [log Py(t)]/L which has a finite thermodynamic limit (Sec. 4.3.4).
However, we note that we do not see convergence in [log Py(t)]/L for the system sizes in Fig. 9
when the final Hamiltonian is integrable, even before the saturation time t*. This is likely due
to more severe finite size effects in integrable and nearly integrable models.

To compare these numerical results to the SJA prediction, we calculate the symmetric,
connected autocorrelation function J ZC};C(EO, T) of each perturbation in its respective initial
Hamiltonian H; using Eq. (82). We compute the E, dependence by binning the energies.
Equation (3) then gives the prediction for [logP,(t)]. We additionally compare the exact
dynamics to the leading order prediction of TDPT (which is reproduced by the leading order
of the Jacobi prediciton). We compute the TDPT expression by explicitly performing the sum
over matrix elements given by Eq. (65). For both SJA and TDPT, we use a system size of L = 16.
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Figure 10: When the perturbing operator V has an oscillatory autocorrelation func-
tion in H), the log-fidelity may fail to be captured by TDPT (black dashed). The SJA
formula (3) (red dashed) continues to accurately predict the log-fidelity in this case,
even for local Hamiltonians. Parameters: g, = 0.3, h, = 0.8090 in the mixed field
Ising model H, (83), with perturbation V, = ZiL:1 o}, J/K =0.1. The log-fidelity is
averaged over 100 states in the middle of the spectrum. As finite size effects are still
large at the shown values of L in this model, the TDPT and SJA formula should only
be compared to the L = 16 system, for which they were calculated.

The initial decay of the fidelity and its subsequent exponential decay tend to be well cap-
tured by TDPT for these models and perturbations (up to the cutoff time). The SJA formula
performs as well as, or better than, TDPT in each case. However, the discrepancy between the
TDPT and SJA formulae is not very large.

This agreement also holds in the model H, + JV,, at early times, which is integrable even
after the perturbation is introduced. Here, it is important that we are averaging over many
states in the middle of the spectrum. The behavior of an arbitrary initial state in an integrable
model is not determined just by its energy density, as Eq. (3) would predict. However, sufficient
averaging in a small energy window makes [log P,(t)] a smooth function of energy [63, 64].
Additionally, the log-fidelity density has a sharp feature, which may be an indication of a
dynamical quantum phase transition [54, 55], and beyond which neither TDPT nor the SJA
appear to capture the fidelity decay.

Taking lessons from Sec. 5.1, we can engineer models where the discrepancy between
TDPT and the SJA is more severe. In Sec. 5.1, the autocorrelation function of the perturbation
was oscillatory, which resulted in a strong renormalization of |f;,(0)|? to |f},.(0)|?. In Fig. 10,
we quench the transverse field in H; from a small value g, = 0.3 to a slightly larger value,
gx +J/K =0.4. That is, we consider H = H; +JV, with

V,=> 0¥, (86)
i=1

and J/K = 0.1. The initial eigenstates tend to be polarized along the g direction, due the
relatively large longitudinal field and ferromagnetic coupling. Then the perturbing x field
tends to precess, and produces an oscillatory autocorrelation function. As was the case for the
random matrix model, Fig. 10 shows a large discrepancy between the predictions of TDPT at
leading order (equivalently, SJA at leading order) and the full SJA formula, Eq. (3). The latter

agrees with the numerically exact evolution up to Jt =~ 4.
This model is close to an integrable point: H; with g, = 0. As such, we see large finite size
effects, and no convergence of [log P,(t)]/L with increasing L. The TDPT and SJA calculations
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are performed at L = 16, and SJA correctly reproduces the fidelity for that system size. TDPT
seems to approximate the fidelity for L = 12, but this is a coincidence. TDPT performed at
L = 12 disagrees with the L = 12 fidelity.

At all system sizes in Fig. 10, the fidelity seems to deviate from the SJA prediction well
before the fidelity saturates. We leave accounting for this feature open to future work.

6 Discussion

A statistical description of Jacobi’s matrix diagonalization algorithm—the statistical Jacobi ap-
proximation (SJA)—relates the distribution of decimated elements to observable dynamical
properties. Previous work demonstrated how many-body resonances in prethermal many-
body localization (MBL) were naturally captured by the SJA, with a corresponding prediction
for infinite temperature autocorrelation functions [42]. The finite size scaling of the distribu-
tion of decimated elements in prethermal MBL shows that it is part of the sparse regime of
the SJA description, where the decimated matrix element is much larger than typical matrix
elements.

Here, we have provided a statistical description of the opposite dense regime, which char-
acterizes the long time dynamics of systems which satisfy the eigenstate thermalization hy-
pothesis (ETH) [4,48-52]. Solving a master equation for the flow of the local density of states
(LDOS) under the action of the Jacobi algorithm allows time-dependent fidelities to be calcu-
lated after a quench of the Hamiltonian. These results extend beyond the regime of validity of
Fermi’s golden rule (FGR)—they are applicable for a wider range of time scales, and for larger
quench magnitudes. Numerical results show excellent agreement with our predictions.

A natural and useful extension of our results is to predict the behavior of correlation func-
tions in the dense regime using the SJA. Correlation functions of local observables in many-
body systems tend to have more structure than the decay of fidelities, making them more
difficult to calculate. For example, they reflect the locality of the system’s dynamics through
light cones [65] and hydrodynamics. As autocorrelation functions continue to decay when the
fidelity has saturated, a statistical Jacobi description must maintain control beyond the cutoff
time t* to describe their asymptotic behavior [66].

Calculating the decay of a few-level system coupled to a large environment is indepen-
dently useful. In addition to being immediately accessible to experiment in several architec-
tures [67-70], this is a prototypical problem for thermalization, with established connections
to (prethermal) MBL [38,39,71-74].

As many systems may be described in terms of the decay from an initial state to a con-
tinuum of final states, there are several experimental contexts in which our results may be
useful. The decay of correlations in Loschmidt echoes can be framed in terms of fidelity [9],
with experiments having probed fidelity decay in, for example, nuclear magnetic resonance
experiments [75-78], trapped ions [79,80], and classical waves [81]. With new techniques
of efficiently measuring fidelity [82], the variety of systems and initial states for which the
fidelity can be obtained experimentally is likely to increase.

A particularly interesting context for fidelity is in dynamical quantum phase transitions [ 54,
55], where Py(t) develops nonanalyticities in t. The application of our formalism to such dy-
namical transitions and other systems where P,(t) is not analytic [83,84] is an open direction
for future research.

Our methods and results can likely be adapted straightforwardly to periodically-driven
(Floquet) systems [85-87]. Floquet systems show dynamical features on several well-separated
time scales [5,14,88], which indicate that the SJA could be useful in understanding the behav-
ior of state fidelities in these systems. Further, with their lack of a conserved energy, Floquet
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systems represent a minimal setting for understanding the behavior of correlation functions.

Our current analysis involves computing C;’ (7) by implementing the Jacobi algorithm.
As such, it has the same scaling of numerical effort with system size as exact diagonalization.
While we have observed that CJJ;C(T) and the SJA prediction Eq. (3) are more stable with
increasing system size than an exact computation of logPy(t) at the same size, having an
efficient method to compute the Jacobi autocorrelation function would represent a very useful
extension to our work.

There appears to be a connection between the SJA and more conventional techniques
of random matrix theory. Appendix A indicates a similarity between the Jacobi algorithm’s
action on diagonal elements of H and the motion of energy levels in Dyson Brownian mo-
tion [43,44,89]. A precise relationship between the two techniques is currently not clear, but
establishing such a connection more concretely may allow some random matrix techniques
to be incorporated into the analysis of the Jacobi algorithm. For instance, the joint distribu-
tion of eigenvalues and eigenvectors has been calculated for several random matrix ensem-
bles [43,44]. If the SJA could also be adapted to track such a joint distribution, one could
predict state fidelities even beyond the cutoff time t* at which our current continuum descrip-
tion becomes invalid. Conversely, the application of the SJA to random matrix theory is also
an open direction for research.

While both the sparse [42] and dense regimes have been characterized with the SJA, inter-
polating between these two regimes is an open problem. In prethermal MBL [29-33,41,42] or
near other dynamical transitions [46] systems may begin in the sparse regime, but then cross
over into the dense regime. Understanding this process may reveal important insights into the
nature of dynamical transitions in isolated quantum systems.
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A The flow equation with broad local density of states

In this section we show a more complete derivation of the SJA flow equation for the local den-
sity of states (LDOS), including the effects of energy level motion—the changes to the energies
E; produced by the Jacobi algorithm. The complete flow equation admits an expansion in in-
verse powers of the energy bandwidth o, and allows for corrections to the result in Eq. (3)
to be computed systematically order-by-order. This extends our results to LDOS which are
broader in energy.

A.1 Energy level motion

In the derivation of the flow equation (23), we neglected the fact that the Jacobi algorithm
alters the energy levels E; . This effect is important when finding corrections to the flow
equation.

Upon the decimation of the Hamiltonian matrix element (a,|H|b,), the energy levels E,_
and E;, are repelled from each other,

E n +Ebn w 2

E, . = i "] 5 +sgn(w)\ (E) +w2, (A.1a)
E n +Ebn w 2

E, = Zn  On > _sgn(co)\ (5) +w2. (A.1b)

Here, w = E, —E; and wfl = |{a,|H|b,)|?. The energy update can be expressed as

An+1 - an 2

2 2
=& 1+(2—W) 1| = E(secn(@)—1)= X +ow?), A.2)
w 2 w

where the last equality holds in the limit w — 0, to which we specialize, as in the main text.
Recall that this is effectively a large volume limit (Sec. 3.2.2).

Equation (A.2) shows that the Jacobi algorithm induces repulsive dynamics between en-
ergy levels with kicks that are 1/w strong. Treating the rotations as stochastic, the Jacobi
algorithm thus reproduces Dyson Brownian motion [43, Chapter 4.3]. Rather than stochasti-
cally modelling the kicks, we will use the distribution py..(w, E, E) to encode the statistics of
the rotations.

Passing to the continuum from the discrete step Eq. (A.2), as we did for the updates to the
wavefunction elements, the sum over energy updates between rotation indices n and n + dn,

w

Ej o Ej, = Z Tm(sec Nm—1), (A.3)

m:n<m<n+dn,
A =jm

becomes a differential update to E; . Following an essentially identical procedure to the deriva-
tion of Eq. (35) gives the nonlinear ordinary differential equation for E; . E(w,) = E; is then
determined by the decimated element w,, and the initial energy E(w,) = E;, through the dif-
ferential equation

—d,E(w) = f dw %(sec n(w)—1)pW,E, w) =c(w,E), (A.4)

where now
pdec(W’ E: E— Cl))

v(w,E)

pw,E, ) = , (A.5)
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involves v(w, E), the density of states (DOS) when the decimated element is w,

v(w,, E)=> 8(E—E;). (A.6)
j

In writing a differential equation for E(w), we are assuming that each change in energy

E; ., —E; isinfinitesimally small. From Eq. (A.2), this assumption is valid in the w — O limit.

In principle, the differential equation Eq. (A.4) can be solved self-consistently for E(w)

by requiring that v(w, Ey) be related to v(w, E) by a change of variables from E, to E(w).

Alternatively, a flow equation for v(w, E) can be solved directly. This flow equation is the
continuity equation implied by the conservation of energy levels,

d,, v(w, E(w)) = J,,v(w, E(w)) + dz[c(w, E(w)v(w, E(w))] =0, (A.7)

which simplifies to
—3,Y(W,E) = f dw %(secn — 1) PdecW, E,E — w). (A.8)

The right hand side is independent of v(w, E), and so may be directly integrated to find the
solution for the DOS.

A.2 The flow equation with energy level motion

As the energy levels flow under the action of the Jacobi algorithm, the LDOS flows with them.
That is, as the energies E; appearing in

2

2
Py(t) ~ = U dE p(w,,E)e Et| | (A.9)

D alto) 2e it
j

are moving, the distribution p(w,,E) must also move so that the wavefunction weights
|(jnltpo)|? are being binned in the correct energy interval. As an extreme example, if all the
E; values move one unit towards positive E, then p(w,, E) must also translate one unit in the
same direction.

This feature can be accounted for in the flow equation Eq. (23) by replacing the partial
derivative with respect to w by a comoving derivative, similar to that appearing in the conti-
nuity equation for the DOS (A.7). The complete flow equation is

—8,p(W, E) = dg[c(w, E)p(w, E)] + f de sin® 22 5(w, E, w)

v(w, E)

m —p(W,E)j| 5 (AlO)

X [p(w,E—w)

where g includes the changing DOS, and is given by Eq. (A.5).
It is convenient to use

v(w, E)

p(w.E, ) y(w, E — w)

=pW,E—w,—w), (A1D)

to eliminate the explicit appearance of v(w, E) from the flow equation. All such factors are
absorbed into . The flow equation becomes

—3,p(W,E) = g[c(w,E)p(w,E)] + f dw sin? @[ﬁ(W,E —w,—w)pW,E — w)
—Pp(w,E, a))p(w,E)] . (A12)
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A.3 Solution to the modified flow equation

We have not found an exact solution to Eq. (A.12), but the equation admits a systematic
expansion of the solution in derivatives of the spectral function with respect to E.

As before, we Fourier transform this equation to obtain an equation directly for p(w, t),
which is the quantity of interest. The transformed equation is

—~8,p(w, £) = it[cxp)(w, )+ J deo sin’ @[e—iwf[ﬁ*p](w, t,—w)—[p#p]w,t, w)], (A13)

where

([ d¢
[C *p](W3 t) = _C(Wa ‘S)p(W: t— g) ) (A14a)

J 2n

-
:J dw%(secn—l)[ﬁ xplw, t,w), and (A.14b)
. [ dg |

[p *p](W5 t,C()) :J %P(W, 5’ w)p(W’t_g): (A14C)

are convolutions of the Fourier transforms of ¢, p and §, and we have again used the same
symbol for a function and its Fourier transform.
Equation (A.13) can be expressed as a convolution,

d
—0,p(w, t) = J %K(w, & tpw, t &), (A.15)
where the kernel is
Kw &, t)= f dw [sin2 g(ei”t -1+ int(secn — 1)} pw, &, w) (A.16a)
1 ot it] 5.
~ | do|—(E“"—-1)+—|wpWé& w), (A.16b)
[wz w]

where the second equality holds for w — 0. Alternatively, expressing the w integral in terms
of the Fourier transformed functions,

K(w,Z.¢) =—%fdr (It + 7| — 7] + £ sgn(e) w25 (w, €, 7). (A17)

The width of the kernel K(w, &, t) in & is assumed to be narrow. In a many-body Hamil-
tonian, it relates to the variation in the spectral function in the energy E. As energy is an
extensive variable, this variation should be suppressed in the volume. Thus, we can expand
p(w, t—&) in the small parameter &. In fact, [(w, t —&) = log p(w, t —&) will be better behaved.

In terms of a typical energy scale o, we introduce the O(1) dimensionless time { = o €.
Further, we introduce the rescaled kernel

eK'(w/J,{,t)=Kw,{/og,t), (A.18)

where € = J /o is a small parameter.
The flow equation for [(w, t) is then

=0y sl(w, t) = ef %K’(W/J,C, t)exp[lw,t —{/og)—L(w,t)]. (A.19)
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The solution to this equation can be calculated order-by order in €, as the right hand side
is smaller by a factor ¢ than the left. In more detail, define a sequence [ (w, t) for k = —1 by
setting the first member of the sequence to the initial condition for [(w, t),

l_l(W, t) = Z(Wo, t) = —lEot , (AZO)

and iteratively define subsequent [;(w, t) as the solution to the initial value problem

d
- aW/Jlk+l(W7 t) =€ J Z_Q/K/(W, g) t)elk(w,t_g/o—E)_lk(W’t) ]
T
with initial conditions [,1(wg, t) = l(wg,t). (A.21)

We show below that this implies [, ;(w,t) — L (w,t) = O(ek“). For small ¢ and k — oo,
we have [, (w, t) ~ [;(w, t), which implies that [, (w, t) approximately satisfies Eq. (A.19).
That is, the sequence [ (w, t) gives an asymptotic sequence approaching the actual solution.

The [,(w, t) member of the sequence is the solution found in the main text. Substituting
Eq. (A.20) into Eq. (A.21) to find [,(w, t) produces the result from the main text, Eq. (54), but
with additional terms which accounts for the drift of energy levels.

d .
—3,lo(w, t) = oglf 2—§K/(W, ¢, t)elFo/or = K(w, Ey, t). (A.22)
i
Writing out the kernel completely, and integrating with respect to w,
1 o
lo(w, t) = —iEyt — 5 f dr (|t +7|—|7|+t sgn(r))f dw' w2 (w', Ey, 7). (A.23)
w

The log-fidelity is log Py(t) = 1(0, t)+1(0, t)*, where [ (0, t)* is the complex conjugate of [(O, t).
For [y(w, t), this gives

log Py(t) = —sz dt (|t + 7| —|7| + tsgn(7))Re[Cy,(Eg, T)], (A.24)
where
oo
Crac(Ep,T) =J 72 f dww?5(w, Eg, 7) = Cy,(Eo, T) +iCy, (Eo, T) (A.25)
0

and p(w, Ey, w) being real valued implies
C(Eo, ) = Cy. (Ey,—7), while C7,.(Ey,7)=—C},.(Ep,—7). (A.26)

The antisymmetric part of Cy,. is imaginary, and so does not appear in log Py(t) at this order.
As such, the antisymmetric sgn(7) part of the kernel can be neglected. (It causes a shift in
the mean energy of the LDOS, which does not affect the fidelity.) As the remaining C}, .(Eo, 7)
term is symmetric, we can replace T — —7 in the transformation and obtain

log Po(t) =_sz dr (|t = 7| = |7]) e (Eou 1), (A.27)

which is Eq. (3).

We complete this section by proving [, .;(w, t) — L (w, t) = O(ek“) using induction. The
expressions Egs. (A.22) and (A.23) demonstrate that [5(w, t) —[_;(w, t) is O(1) with €, pro-
viding the induction base. Assuming

AL(w, £) = L(w, t) = [ (w, t) = O(€), (A.28)
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we have

d¢

—K'(w,{ t)(elk(w,tfl/ag)flk(w,t)_elk_1(W,t*C/GE)*lH(WJ)) (A.29a)
Zn 5 b o

=i Al (w, t) = GJ

- ef 9 R w, £, )b =L /oe) T 1 () (eAlmt=¢/or)-Alm) _ 1)
27‘E 5 2

(A.29b)
=0(e*1), (A.29¢)

where we used Eq. (A.28) in the last line to replace e® —1 = (’)(ek). Integrating with respect
to w/J and using the initial condition Al ;(wy, t) =0 gives the desired result.

A.4 Leading correction

The iterative method of Sec. A.3 can be used to evaluate the error term in Eq. (3) in terms
of Pgec(W,E1, E5). This allows the behavior of the error term at short and long times to be
deduced. In this section, we explicitly perform this calculation, and obtain the results summa-
rized in Sec. 4.3.5.

First, we observe that the energy level motion caused by the Jacobi algorithm produces an
O(e) correction to the density of states: v(w, E) = vo(E) + € v;(w, E), where v, is the DOS of
H,. Integrating Eq. (A.8), we find

Wo
v(w,E) = vo(E) + EJ dw'f dw %(secn — l)aE/aEpdeC(w/,E,E —w). (A.30)

We introduced typical scaling factors o, for w and o for E to emphasize that the correction
is smaller by a factor of € than the leading term (assuming J and o, are similar). Note that
the integral of the correction over E is zero, as it is the total derivative of a function which
decays to zero at large and small E.

The term which appears in the solution for I(w, t) is g(w, E, w), which we can expand in
terms of po(W, E, 0) = Pgec(W, E, E — w)/vo(w, E) as

E,E—
5(w, E, o) = LaecWEEZ ) (A.31a)

v(w, E)
o _ vi(w,E)
Npo(W,E,a))(l e—vo(E) )

Wo /
= pow,E, w) (1 —€ f dW/J- de’ ;O—J(secn ~1)34,00(W, E, w')) . (A310)

(A.31b)

Observe that the higher order corrections to p(w, E, w) are independent of w. This makes
including the correction to [y(w, t) straightforward. Expanding Eq. (A.23), we have

1 o
lo(w,t) = —iEyt — 2 f dr ([t +7|—|7| + tsgn(r))J dw’ w2p,(W', Eg, T)

Wo /
x (1 —e€ f dw”f dw’ ;O—J(sec 1 —1)0/6,00(W”, Eo, w’)) . (A.32)
W/

The additional integral terms are complicated, but independent of 7. Thus, all the properties
from Sec. 4.3 continue to hold for the corrected solution [,(0, t) + [5(0, t)*. The early time
expansion will be quadratic, and the late time behavior will be linear, though the coefficients
in these expansions will be slightly modified.
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We also need to account for the O(¢€) correction in Al;(w, t). Working to O(e) in Eq. (A.29b),
we have

d .
- W/JAZI(W; t) rE J‘ %K/(W, C, t)elCEO/UE [Alo(W, t— g/O-E) - AZO(VV7 t)] . (A33)
Making a short time expansion for the term in square brackets and using Eq. (A.22), we have
d : o
=0,/ AL (w, t) ~ GJ %K’(w, ¢, t)e'SFo/on (—oEl)J dw’ 8,K(w’, Ey, t) (A.34a)
Wo
= —iean/o.EK(W, Eo, t)J‘ dW/ 3tK(W/, Eo, t), (A.34b)
Wo Y 4
AL (0,t) = —ief dw 3, /o, K(w, E, t)J dw’ 8, K(w',Ey, t) + O(€?).  (A.340)
0 w

The last line is written in terms of dimensionless combinations (the integral of K with respect
to w is dimensionless).

One may expand the kernels in Eq. (A.34c) to obtain an expression in terms of p,, but
the expression as written is already sufficient to deduce the short and long time behavior of
Al;(0,t). The kernel K(w, Ey, t) has a quadratic real part and linear imaginary part at short
times. At long times, both its real and imaginary parts are linear in t. It is then straightforward
to check from Eq. (A.34c) that Al;(0, t) shares these properties. Its real part is quadratic at
short times and linear at long times, while its imaginary part is linear at both short and long
times. In principle, the coefficients in these expansions can be calculated from Eq. (A.34c¢) in
terms of an integral involving g,.
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