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Both atomistic and mesoscale simulation techniques have been extensively employed to gain fundamental un-
derstanding of the structures, deformation mechanisms, and structure-property relationships in bulk metallic
glasses (BMGs), each with its unique strengths and limitations. Nevertheless, there is a limited degree of syn-
ergistic integration between the two approaches. In this study, we extract key properties of shear transformation
zones (STZs) directly from the atomistic simulations, including their size, number of shear modes, eigenstrain,
and most importantly, the activation energy barrier spectrum as a function of cooling history and strain rate. We
then incorporate these STZ properties into a heterogeneously randomized STZ dynamic model implemented in a
kinetic Monte Carlo algorithm to study parametrically the deformation microstructure, shear band formation and
stress-strain behavior of BMGs. Two important characteristics of STZ activation that dictate the strength and
ductility of a glass are identified. One is the average of the activation energy barrier spectrum (approximated by a
Gaussian distribution), determined by the glass composition and processing history such as the cooling rate. The
other is the amount of shift of the Gaussian distribution towards smaller activation energy barrier values during
deformation, which is determined by the initial structural states and strain rate during deformation, and exhibits
a saturation value. These findings have allowed us to gain important fundamental insights into the correlation
between the degree of shear-induced softening and the general deformation behavior of BMGs, leading to a better
understanding of the correlation between the processing history/loading condition and the mechanical behavior.

1. Introduction medium-range ordering, and heterogeneity within these compositions,

which likely influences the observed changes in ductility [2]. Never-

Bulk metallic glasses (BMGs) exhibit distinct properties not found in
their crystalline counterparts, including high yield strength, elevated
elastic strain, low shear modulus, a high coefficient of restitution, low
coefficient of friction, and enhanced resistance to wear and corrosion.
However, their utility is constrained by a notable drawback — poor
ductility resulting from localized deformation. Different from the well-
defined structural defects, plastic strain carriers and deformation
mechanisms in crystalline materials, the corresponding entities are
much more difficulty to identify in amorphous materials. This has hin-
dered the development of a robust structure-property relationship in
BMGs, making it difficult to effectively improve their ductility through
microstructure engineering. For example, experimental observations
have indicated that even a minor alteration in glass composition can
result in a significant shift in ductility [1-4]. Studies have also demon-
strated a noteworthy change in local atomic structure, specifically
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theless, the precise mechanism through which alterations in local atomic
structures contribute to changes in ductility remains unclear.

In recent years, both atomistic and mesoscale simulation techniques
have been employed extensively to enhance our fundamental under-
standing of the structure, deformation mechanisms, and structure-
property relationships in BMGs [5-30], each with its unique strengths
and limitations. The atomistic simulations have revealed detailed local
atomistic configurations and the associated energetics and mechanical
properties [5-22]. For example, geometrically unfavored motifs
(GUMs), which are loosely packed in contrast to the most energetically
and geometrically favorable icosahedra short-range order (SRO), have
been identified and proposed to be the “soft spots” and fertile sites for
shear transformations [10,11]. Furthermore, the atomistic simulations
have provided energetic information, such as the potential energy
landscape (PEL) that offers a convenient theoretical framework to
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understand some complex process such as aging and rejuvenation during
shear deformation of glass materials [19,23], and molecular motion,
interaction, and structure changes in supercooled liquids and during
glass formation [24,25]. Most importantly, the activation energies of
local structural excitations (LSEs) and their minimum energy pathways
(MEPs) associated with local shear transformations have been obtained
by using a combination of atomistic simulations and an advanced saddle
point search algorithm - the activation relaxation technique (ART)
[15-21,31-33]. ART is able to identify saddle points between the energy
state of the initial structure and the connecting neighboring local energy
minima [31-33] without invoking any guesses or presumptions. These
studies have highlighted the PEL changes at different structural and
mechanical heterogeneities (i.e. heterogenous shear modulus) as well as
the LSE behavior change under different thermal and loading conditions
and the corresponding activation energy distributions [15-17,21]. For
example, an externally applied stain has been shown to tilt the MEPs and
create a second peak at smaller values in the Gaussian-type distribution
of the activation energy barrier in a Cu-Zr metallic glass [21].

Although atomistic simulations can provide valuable information
about the structures and energetics of LSEs, they are limited by the time
and length scales. For the time scale limitation, although typical MD
simulations can only reach nano seconds (far below the realistic
experimental time scale), such a limitation can, to some extent, be
remedied by properly combining energy landscape sampling algorithms
with the transition state theory (TST). For example, by combining the
ART-retrieved activation barriers spectra with the TST in a self-
consistent manner [34,35], one can capture the heat-release signals of
DSC experiments at realistic timescales without invoking arbitrary
fitting parameters. On the other hand, as for the length scale limitation,
it is more difficult to be remedied by atomistic modeling alone. For
example, the typical thickness of a shear band in BMGs is about 10-100
nm [7,8,36-39], meaning that to simulate the formation of realistic
shear bands the simulation boxes must be set much bigger, which are
beyond the reach of most atomistic simulations. Thus, linking the
important findings from the atomistic simulations directly to the
heterogenous deformation (e.g. shear banding) in BMGs and extrapo-
lating the findings from the atomistic model to the experimental scale
are still challenging.

On the other hand, mesoscale simulations based on the shear trans-
formation zone (STZ) model can simulate the deformation behavior of
BMGs with the formation of shear bands, reflecting the disordered na-
ture of glass in both long-range elastic interaction and PEL, and obtain
the stress/strain fields and strain-stress curves. Please note that the shear
transformation (ST) model originally proposed by Argon [26] to char-
acterize plastic deformation of BMGs as plastic flow carried by the
rearrangement of nanoscale volumes consider thermally activated
events. It is then substantiated by Falk and Langer [6] through MD
simulations performed at zero K to study the athermal deformation
behavior of BMGs, in which they used STZ instead of ST to distinguish
the athermal nature of their shear events. Since STZ is now widely used
to refer to shear transformation events in MGs, no matter it is thermally
activated or not [40], and for the sake of uniformity, we will call the
individual shear event in our study STZ even though it is thermally
activated. Based on the STZ model, Bulatov and Argon [27] used a ki-
netic Monte Carlo (kMC) algorithm with a uniform event catalog for all
elements to study the thermally activated deformation behavior of
BMGs at finite temperatures. Despite the identical catalog, thermal
fluctuations and elastic interactions introduce randomness, leading to
shear band formation. To enhance the capacity of this model for
handling complex geometries and varying loading conditions, Homer
and Schuh [28] replaced the Green’s function approach with finite
element analysis (FEA). This modification expanded the range of pos-
sibilities within the event catalog. This enhanced model found success in
three-dimensional simulations. Lin et al. [41,42] considered the effect of
free volume creation and annihilation in their model, which was further
refined by Wang et al. [22], who introduced heterogeneity in shear
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modulus informed by atomistic simulations. Zhao et al. [29] introduced
“heterogeneously randomized” event catalogs, where each voxel is born
different, which matches the disordered nature of BMG atomic struc-
tures. We have used this heterogeneously randomized STZ model with a
kMC algorithm to study the structure-property relationship of BMGs
considering the strain-induced softening behavior [4,22,29,30]. By
assuming different parameters that characterize STZs, the structural and
mechanical heterogeneities (such as medium-range ordering (MRO) [4,
30] and heterogeneous shear modulus [22]) can also be included in the
mesoscale simulations. However, mesoscale simulations based on the
STZ models suffer from their assumptions made about crucial STZ
properties. For example, the number of shear modes in [29] was
determined by carrying out numerous simulations with increasing
number of shear modes till the simulation results become independent of
the number of shear modes. Consequently, it becomes imperative to
derive essential STZ characteristics from experimental characterizations
and atomistic simulation studies. This information is crucial for
informing mesoscale models, enabling accurate predictions of the
deformation behavior in specific BMG systems.

In this work, we integrate synergistically the atomistic and mesoscale
simulations, capitalizing on each other’s strengths and compensate for
their weaknesses. In order to take full advantages of the atomistic
simulation results, we employ the heterogeneously randomized STZ
model [29] that allows us to incorporate directly the maximum amount
of STZ information extracted from the atomistic simulations. For
example, the key parameters of STZs extracted directly from the atom-
istic simulations and incorporated in the mesoscale STZ simulations
include STZ size, number of shear modes, eigenstrain, and most
importantly, the activation energy barrier spectrum (AEBS) (approxi-
mated by a Gaussian distribution), which were not well known before
and needed to be assumed in an empirical manner. This atomistically
informed STZ model is then implemented in a kMC algorithm to study
the deformation microstructure, shear band formation, and the
stress-strain behavior of BMGs. Two important characteristics of STZ
activation that impact the strength and ductility of a glass are identified:
the average of the activation energy barrier (determined by composition
and processing history such as cooling rate of the MGs) and the amount
of shift of the AEBS during deformation, which represents the softening
behavior and exhibits a saturation value. The simulation results offer
important insights into the effects of cooling rate and strain rate on the
softening and deformation behaviors of BMGs, which will be discussed
in detailed below, and their effects predicted by the mesoscale simula-
tions match well with the experimental observations [43-53]. We find
that the average activation energy barrier is responsible for the yield
strength, while the softening effect is responsible for the ductility. The
slower is the cooling rate, the larger is the average activation energy
barrier and the larger is the degree of softening, the higher is the yield
strength and the lower is the ductility at a fixed strain rate. For a given
cooling rate, the higher is the strain rate, the larger is the extent of
softening, the higher is the yield strength and the lower is the ductility.

The rest of paper is organized as follows. The method of both
atomistic simulations and mesoscale simulations are presented in Sec-
tion 2, including the method of atomistic simulations, the key parame-
ters of STZs obtained from the atomistic simulations, and the methods of
STZ model with the key parameters used in mesoscale simulations. In
Section 3, the results about the AEBS change as a function of local strain
and our corresponding softening formulation, and how the different
average values and the amount of shift of AEBS influence the deforma-
tion behavior and mechanical properties are presented. The effects of
cooling rate and strain rate are discussed in Section 4. Finally, the main
findings are summarized in Section 5.
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2. Methods
2.1. Methods of atomistic simulations

The system investigated in this study is a Cu-Zr alloy. Atomistic
simulations are carried out using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) code, applying a widely adop-
ted interatomic potential developed by Sheng et al. [54], which is an
EAM-type potential that has been calibrated with first-principle calcu-
lations and demonstrated its reliability in reproducing experimentally
measured physical and mechanical properties (e.g. glass transition
point, structural factor, elastic moduli, etc.) [15,16,18-21,55-58]. The
atomistic simulation box consists of 10,000 atoms with the composition
of CuseZrss, which was prepared by quenching down an equilibrated
high-temperature metallic liquid at the cooling rate of 10'° K/s. Then
global shear strains (from O to 15 %) are applied to the sample at the
conditions of 300 K and constant strain rate of 10’ s™!. Snapshots are
extracted at intermediate strains, which have been further rendered to
energy minimization before applying the Activation-Relaxation Tech-
nique (ART) to probe their underlying energy landscape. The obtained
overall activation energy barrier spectra are then partitioned into
various windows according to the local von Mises shear strain magni-
tude calculated at atomic level. For a selected atom, its relative atomic
displacement (with respect to its nearest neighboring atoms) from the
initial reference state (zero global strain state) to the given global shear
strain state is calculated and further converted an atomic deformation
gradient tensor F. Then its local strain tensor is calculated using
Green-Lagrangian method:

F'F-1I
E = 1
3 @
Then, the von Mises strain is calculated using the formula:
(Eex — Byy)* + (Bue — Ew)* + (Byy — Ex)’
E,=\|E, +EL, +E, + z c 2 (@)

2.2. Key parameters of STZs derived from atomistic simulations

Key parameters of STZs, including their size, number of shear modes,
eigenstrain, and most importantly, the activation energy barrier spec-
trum (AEBS) as a function of local strain, could be directly extracted
from atomistic simulation results. The number of shear transformation
modes of STZs, denoted as M, reflects various potential transformation
pathways of STZ activation, leading to distinct "variants" characterized
by different SFTSs during deformation. It should be proportional to the
density of possible weak planes in a STZ introduced in [59,60] to
characterize the number of possible local structural rearrangements.
According to Zhao et al. [29], the number of shear modes can serve as an
indicator of local structural symmetry and exert an influence on the
mechanical properties. In crystalline regions or domains featuring high
local symmetry within MGs, the value of M tends to be small. Conse-
quently, the system encounters frustration in identifying a preferred
shear mode by the local stress, thereby delaying the formation of shear
bands. Conversely, in a homogeneous amorphous structure, M can be
considerably larger. Nonetheless, due to the inherent spatial heteroge-
neity of structures in MGs, perfect isotropy at the scale of STZ size re-
mains unattainable, and M cannot become exceedingly large. According
to the findings of the parametric study [29], setting M to a value of 20
proves sufficient, as further increases beyond this threshold do not yield
significant deviations from the current model.

This count of shear modes can actually be calculated directly through
atomistic simulations [20]. Employing the ART algorithm, one can
gather distributions of maximum atomic displacements from local
minima to adjacent saddle points within the PEL under various cooling
rates. The fictive temperatures of the samples prepared under different
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cooling rates can be estimated. Furthermore, the average displacement,
denoted as d, exhibits an Arrhenius-type dependence on the fictive
temperature T, expressed as doexp (,J—;f), where ¢4 can be fitted as

around 0.146 eV. Considering M different STZ modes, the density of
local energy minima in the PEL can be described as:

pzl/f_IM:eXp< M'gd), 3)

ks Tpe

which is similar to the formulation of STZ density [6,61]. Consequently,
the term (M-g4) corresponds to the STZ formation energy Er, which
approximately amounts to half of the average cohesive energy per atom
[61,62]. This estimation places the STZ formation energy at approxi-
mately 2.41 eV. Then, the number of shear modes can be approximately
calculated as M ~ Es/eq = 16.5 [20], which are closely in line with the
finding from the parametric mesoscale simulation study. For different
shear modes, the distribution of the deformation events in the strain
space is assumed to be isotropic in previous studies [29,30]. This
assumption has been validated by atomistic simulations according to the
displacement vectors of the ART-probed local structural excitations at
different global strain conditions, which indicate the nature of ran-
domized displacement fields of atoms involved in STZs. The detailed
analysis is shown in the Appendix.

To confirm the size of STZs, atomistic simulations were conducted to
assess the typical size of a cluster of atoms being activated to the saddle
point on the PEL, revealing an approximate diameter of 5 A [16]. Ac-
counting for a complete STZ transformation, which encompasses the
relaxation process from the saddle point to the subsequent local mini-
mum within the PEL, the number of involved atoms increases by a factor
of 3 [18]. Consequently, the STZ size is determined to be roughly 7 A.
Additionally, the representative atomic displacement during the acti-
vation process measures around 1 A [20]. Consequently, the charac-
teristic simple shear strain is estimated to be 0.14. The form of the
eigenstrain used in the simulations will be described in Section 2.3.

The initial average activation energy barrier can also be determined.
Based on extensive atomistic simulations examining the AEBS under
various cooling rates, a correlation between the average activation en-
ergy barrier and cooling rate in the absence of any stress bias has been
established [19]. The activation energy barrier increases as the cooling
rate decreases. However, it is essential to acknowledge that the cooling
rates employed in these atomistic simulations exceed significantly the
actual experimental cooling rate, which typically ranges between 10*
and 10° K/s [63]. Extrapolating the average activation energy barrier to
correspond to a lower cooling rate, approximately 10° K/s, suggests a
value of approximately 2 eV.

To create a wide range of diverse local strain environments to further
examine, with sufficient statistics, the local strain effects on the expected
activation barriers, we conduct a dynamical deformation simulation
(shown in Fig. 1). Need to note that, the dynamical deformation in
typical MD simulations at unrealistically high strain rate will essentially
suppress the thermal activations and create a stress-driven athermal
scenario. In other words, what can be accessed and probed in MD sim-
ulations are only a low-barrier subset of all possible excitations in gen-
eral thermal plasticity regime. However, the activation energy barriers
spectra obtained by ART are much broader than the scope of MD and
represent the available thermal excitations in different local strain en-
vironments. This is because the ART method is defined to probe the
thermal excitations by introducing random perturbations and sampling
the energy landscape. The spectra obtained by ART include high-barrier
excitations (not just only small-barrier events), and the whole spectra
information of realistic thermal excitations (as well as their dependence
on local strains) could be extracted and incorporated into the mesoscale
simulations.
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Fig. 1. The atomistically obtained (a) von Mises strain distributions at different global strains, and (b) the corresponding activation energy spectrum at different local
von Mises strain. The windows with red, orange, yellow, green, and blue bars, represent the local von Mises strain <0.05, 0.05~0.1, 0.1~0.15, 0.15~0.2, and >0.2,
respectively. The percentage numbers in each window represent the volume fractions of each strain region. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.).

2.3. Heterogeneously randomized STZ model of mesoscale simulations

In the current mesoscale simulations, we followed the method
developed by Zhao et al. [29]. This model is based on the concept of
shear transformation zone (STZ) proposed by Argon [26], which de-
scribes local atomic rearrangements that accommodate the shear
deformation in BMGs. To describe the deformation process, we use
generation g instead of time t, while g = O represents the initial
configuration at t = 0. The generation change represents the STZ’s
atomic configuration change, transforming from one local minimum to
another on the potential energy landscape (PEL) after activation. To
reflect the disordered nature of glasses, each voxel (pixel in 2D) has a
heterogeneously randomized event catalog, i.e., the STZ’s shear modes,
and the corresponding activation energy barriers and stress-free trans-
formation strains (SFTS) (i.e., eigenstrains). Thus, different shear modes
are characterized by a SFTS tensor, which can be expressed in 2D as:

= {61 ° } @

It is assumed to be isotropic in both spatial and generation point of
view and follow a Gaussian distribution. The value of ¢; and e; are
extracted from standard Gaussian distribution and rescaled by the y, /2,
with y, = 0.14 being characteristic simple shear strain value [29]. In the
current study, a 2D computational supercell is devided into N x N pixels,
with periodic boundary conditions applied along both dimensions. Each
pixel is assumed to have M different shear transformation modes, so
there are M x N x N activation energy barrier values, Qfm), where m =
1,2, ---,M represents different transformation modes, andi = 1,2, -+, N
x N represents different elements (pixels). According to Eshelby [64],
the plastic deformation is localized within the STZs, while the sur-
rounding matrix responds elastically. This means that different STZs
interact with each other via the elastic strain field. More detailed in-
formation about the elasticity calculations can be found in our previous
work [29].

The simulations are carried out under uniaxial tension and a strain-
controlled condition is applied. For each simulation step, a given strain
rate ¢ and a strain increment Ae¢ are imposed. If all the activation energy

barriers Ql('") are positive, then the corresponding STZs need to be
thermally activated. In this case, a kMC algorithm is used to determine
the dynamics process.

The activation rate catalog consisting of M x N x N transition states
can be expressed as:

m) Q"
kK™ = uvoe - 5
i Vo€Xp kBT ’ (5)
where v is the atomic vibration frequency related to the Debye fre-
quency, kg is the Boltzmann constant, and T is the absolute temperature.
The average residence time can be calculated as [65]:

b =1/ 3K ®)

At the same time, for each simulation step during deformation, the
probability of thermal plasticity in the time interval At = A¢/é can be
described as 1 — exp( — At /t,s). A uniformly distributed random num-
ber n € (0,1)) is used to compare with the probability. If # > exp(—
At /t,.), the system will have thermal plasticity. A random number ¢ €
(0,1] is used to determine the transition state based on the kMC algo-
rithm. The sum of the activation rate can be calculated as:

i
gG=Y k,i=1,-MxNxN (7)
j=1

wherek;j,j =1,---,M x N x N, is the activation rate of different transition
state expressed in Eq. (5). If the random number (¢ satisfies
gs—1 < é < gs, then the transition state, s, is selected. On the other hand,
if n < exp(— At /tys), the system cannot be thermally activated during
this time interval and it can only have pure elastic deformation. In
addition to these two cases, if the atomic configuration of an STZ be-
comes unstable under large stresses, athermal plasticity will take place
instantaneous.

To describe the activation energy barrier clearly, the softening
behavior is also a critical effect we need to reflect in our simulations. The
shear transformation strain induced softening phenomenon has been
widely observed in BMGs [66,67]. Once a voxel in the initial structural
state (generation 0) is transformed, it becomes generation 1 and has a
new structural state (a perturbed structural state) surrounded by new
activation energy barriers. Each time after a shear transformation, the
activation energy barriers for the next shear event will be lowered. This
softening is believed to be associated with local structure changes during
the deformation process [7,68]. At the beginning, the atomic structure
of a glass is well-relaxed (annealed) and stays at a low energy configu-
ration. The atoms have to overcome a high barrier to reach the neigh-
boring local minima. However, under an external load, the atoms in the
STZ are forced to separate. The atoms have their new neighbors and the
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original short-range order if any is disrupted, so the atoms are less
geometrically compatible and, thus, at higher energy states. Therefore,
the local atomic environment will be easier to activate (i.e., has a lower
activation energy barrier) for the next generation of transformation.

By considering the softening effect and the work term, the actual
activation energy barriers can be written as:

1
Q™ = AF.exp(—1,) — 5Veoyey”, ()

where AF, represents the activation energy barrier without external
stress, which is equal to the Helmholtz free energy difference between
the initial state and the saddle point, 7, is the amount of local softening
at generation g, and the last term represents the work done by the local
stress o;; during deformation, where V; is the volume of STZ at genera-

tion g and eg") is the stress-free transformation strain (SFTS) tensor for
shear transformation mode m. More details are discussed in Section 3.1.

2.4. Incorporating parameters from atomistic simulations into the STZ
model

To parameterize the STZ model, we incorporate directly the key
parameters of STZs, including their size, number of shear modes,
eigenstrain, and the AEBS, as a function of local strain, extracted from
the atomistic simulation results (as presented in Section 2.2), in our
mesoscale simulations. These parameters are listed in Table 1. In addi-
tion, the 2D computational cell consists of 512 x 512 grid points in the
mesoscale simulations, since each grid point represents a STZ and the
average size of the STZ is ~0.7 nm according to the atomistic simula-
tions [16,18], the physical size of the computational cell is 358.4 nm x
358.4 nm. For the parametric studies, we test three different average
activation energy barriers 1.8, 2, and 2.2 eV, which corresponding to
three different cooling rate ~ 107-%5,10°7°, and 10*®° K/, according to
the tendency obtained by the atomistic simulations [19].

3. Results

3.1. Shear-induced activation energy barrier spectrums change from
atomistic simulations and formulation of softening in mesoscale modeling

The AEBS obtained for Cu-Zr MG using the ART method show sig-
nificant differences between samples with and without an applied shear
strain. More specifically, a new peak with low activation energy barriers
emerges under an external load [21]. This finding seems to agree with
previous studies [17,70,69], which show that the activation energy
barrier of a deformed sample is smaller than that of an undeformed
sample. To analyze how the AEBS changes as a function of local strain,
more atomistic calculations are carried out. A sample is prepared with a
total of 10,000 atoms. The sample size at O strain is 92.34 A x 9234 A

x 20 A. Shear strains varying from O to 15 % are applied to the sample
at a constant strain rate of 107 s~ and a constant temperature of 300 K.
The von Mises strain distributions at different global strains are shown in
Fig. 1(a). Under the applied shear loading, a shear band is formed at the
center of the system. To see how the AEBS changes as a function of local

Table 1
List of simulation parameters.

Parameter Value

Young’s modulus E 69.46 GPa [30]

Poisson’s ratio v 0.365 [30]
Average activation energy barrier AF, 1.8/2/22eV
Eigenstrain y, 0.14

STZ size ly 0.7 nm
Number of shear modes M 20
Temperature T 300 K

Strain rate & 10%~10%s!
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Von Mises strain, the AEBSs are divided into five windows within
different local strain regions. As shown in Fig. 1(b), the average values of
the activation energy barriers decrease as a function of local von Mises
strain and saturate at high local strains. This indicates that those STZs
located in the shear band possesses smaller activation energy barriers.
The shifting of the peak of AEBS towards smaller values saturates when
it reaches the upper limit, i.e., when the structure has arrived at a
supercooled liquid state. During the loading process, the volume fraction
of the high local strain regions increases as the global strain increases, so
does the volume fraction of STZs with smaller activation energy barriers
as shown in Fig. 1. That is the reason for the emergence of the peak with
smaller activation energy barriers in the total spectrum under loading.
The consequence of such a strain- or generation-dependent softening
will be further discussed in Section 4.1.

Besides the local strain-induced activation energy barrier spectrums
change during deformation, other factors can also influence the initial
activation energy barrier and the subsequent shifting. Based on the re-
sults from the atomistic simulations, varying cooling rates employed
during the glass preparation process results in different degree of
relaxation and distinct initial energy states, and leads to different cor-
responding activation energy barriers [15,16,18,19,34,70,69,71]. As
the cooling rate increases, the atomic structure of a glass becomes
increasingly less stable (i.e., at higher and higher energy states) and
accordingly the average activation energy barrier for STZ decreases
[15-19,34,70,69,71]. Notably, at extremely high cooling rates, the
structural state (energy level and activation energy barrier) asymptoti-
cally approaches to a limit determined by the supercooled liquid state
and, thus, further reductions are no longer feasible. The high local strain
region within the shear band bears resemblance to the behavior of
supercooled liquid [12-14,72], with its activation energy barrier (and
thus the yield stress) constrained by a comparable saturation threshold.
Consequently, increasing cooling rates bring the activation energy bar-
rier closer to this saturation value, reducing the degree for softening. In
essence, increasing the cooling rate leads to a decline in the average
activation energy barrier until it approaches this saturation point,
concurrently diminishing the extent of softening.

In order to incorporate these new findings in mesoscale simulations
and describe our activation energy barrier spectrums accordingly, we
correlate the activation energy barrier spectrums change with the soft-
ening behavior. Following the findings in atomistic simulations, we can
describe the PEL during the shear transformation process as the sche-
matics illustrated in Fig. 2. This process can be used to reflect a decrease
in the activation energy barrier as the local strain (generation) increases,
and it also works for different initial activation energy barrier spec-
trums. As described in Section 2.3, the shear transformation strain
induced softening phenomenon can be reflected in the STZ model by a
generation dependent softening factor 7, that represents the amount of
local softening at generation g. Here the formulation of 7, will be
developed to introduce the findings in the atomistic simulations.

The recovery process during deformation needs to be considered in
the softening behavior. In the study about the effect of temperature and
strain rate by Dubach et al. [43], they collected the stress-strain curves
and deformation behaviors of a Zr-based BMG at different temperature
and strain rates. The results show that for a given temperature, when the
strain rate is low, a non-uniform shear deformation characterized by
serrated flow appears in the stress-strain curves, and when the strain rate
is high, the flow behavior is uniform. This serrated flow is believed to be
governed by a diffusional relaxation process, and this structural relax-
ation helps to make the local atomic configuration partially recovered.
For each given temperature, there is a critical strain rate for the diffu-
sional relaxation process to happen, and there is an Arrhenius-type
dependence of the critical strain rate on temperature. According to the
fitting to experimental data by the Arrhenius equation, an activation
energy barrier, Q** = 0.37 eV, has been obtained for the activation of
the diffusional relaxation process [43]. The characteristic time of the
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Fig. 2. The schematics of the energy landscape during the transformation process considering softening. (a) With partial recovery under diffusional relaxation

process. (b) With different initial state by different preparation process.

relaxation process can be calculated as:

1

= voexp( — Qut /kyT)’ ®

where vy represents the atomic vibration frequency. As shown sche-
matically in Fig. 2(a), after such structural relaxation during a time span
in between two shear transformation events under a given strain rate,
the local energy state will be lowered and the activation energy barrier
for the next shear transformation will be higher. This means that the
shear transformation induced softening could be partially recovered by
the structural relaxation. Such an impact on softening could be
described by a temporary softening term related to the relaxation time.
However, even though the local structure is fully relaxed, the system
cannot reach the same energy as the initial state, so there is still a per-
manent softening part that cannot be recovered without thermal
annealing and will be accumulated during repeated shear trans-
formations [29]. By combining these two parts, we can describe the
softening behavior as:

te
g :ﬂ‘g’+n‘eXp(—$), (10)

where 17{; is the generation-dependent permanent softening and #* is the
maximum temporary softening. tq, represents the time elapsed since
the last shear transformation of a certain location. If the structure has
little time to relax, such as loading at an extremely high strain rate, then
toiqp Will be much smaller than 7 and the temporary softening term will be
closer to 7%, leading to the maximum softening effect (i.e., the given
location will have the lowest activation energy barrier to be activated in
the next STZ event). In contrast, if the structure is well relaxed, then t,q,
will be much larger than 7, and the temporary softening term will be
closer to 0, leading to the smallest softening effect. If we treat the initial
system as a well-annealed and homogeneous system, then 7, = 0 for all
the elements.

To address the softening term quantitatively, the values of the soft-
ening parameters 7; and #* can be determined as functions of the local
von Mises strain invariant eM*e:

Mor =16 + Ky ("), an
7t = ke (5%)? (12)

where k, and «; are constants. In current study, we assume k, = 13 and ;
= 39 to reach similar amount of shift as the atomistic simulations. So
that the softening will be strain-dependent, i.e., the activation energy
barrier will decrease as a function of the local strain.

There should be an upper limit for softening (and thus for 7;) when
the local atomic configuration in the STZ volume under consideration
asymptotically approaches to that of a supercooled liquid [12-14]. As

shown in Fig. 2(b), different initial structures are expected for glasses
with different preparation histories such as the cooling rate, which could
lead to different initial activation energy barriers. Since the upper limit
for softening is fixed, the maximum amount of softening 7,,,, will also be
different.

To illustrate the softening behavior in the form of activation energy
barrier change, the schematic plots of the AEBSs (approximated by
Gaussian distributions) before and after softening as a function of
cooling rate and strain rate are shown in Fig.3. We consider two main
factors: the average value of the Gaussian distribution, Q, which is
determined by the cooling rate, and the shift of the Gaussian, AQ, which
reflects the degree of softening. The width of the Gaussian is assumed to
be the same for all cases according to the atomistic simulation results
[19]. When the strain rate is extremely high, there is no time for
relaxation during deformation and the softening effect is maximized (i.
e, AQ ~ AQnay) and the activation energy barrier could reach the
saturation value, as indicated by the red dotted line shown in the right
column of Fig.3. At the same strain rate, samples prepared at a faster
cooling rate will have a higher energy state associated with their initial
structure state and the activation energy barrier for shear trans-
formation will be lower and thus closer to the saturation value. There-
fore, the softening effect will also become weaker when the cooling rate
during glass preparation is higher. Some mesoscale elastoplastic simu-
lations also indicate that a more stable initial structure (i.e., having a
larger activation energy barrier for STZ activation) leads to a larger
stress drop (extent of softening) after yielding [73]. When the strain rate
is relatively slow, the perturbed atomic configurations by the shear
transformation will have time to relax, lowering its potential energy and
increasing the activation energy barriers surrounding the potential en-
ergy well. In this case, the structural state could not approach to the
supercooled liquid state (red dotted line in Fig. 3.), leading to a smaller
room (i.e., lesser degree) for softening. This difference in AQ comes from
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Fig. 3. Schematic plots of the activation energy barrier spectrums before
(black) and after (blue) softening as a function of cooling rate and strain rate.
The black and blue dash line show the average activation energy before and
after the softening, and the red dash line shows the saturation value. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.).
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the effect of temporary softening. More analysis and results about the
effect of cooling rate and strain rate on deformation impacted by soft-
ening will be discussed in Section 4.

Incorporating the atomistic simulation findings into our mesoscale
STZ dynamic modeling, as depicted in Figs. 2 and 3, has allowed us to
study parametrically the deformation microstructure, shear band for-
mation and stress-strain behavior of MGs. Parametric studies of the ef-
fects of Q and AQ will be presented in the following sections.

3.2. Effects of two main factors on the deformation behavior and
mechanical properties of BMG

3.2.1. Effect of the average activation energy barrier

Three distinct average activation energy barriers, Q1 =1.8 eV, Q2 =
2 eV, and Q3 = 2.2 eV, have been employed to assess their impact on
deformation, while maintaining an equivalent shift of the AEBS, %2, a

constant strain rate of 104 s~ and a constant upper limit for the AEBS
shift, #7,,.c = — In0.6. Consequently, we have Q1 < Q2 < Q3, with
AQ—Qll = AQ—%z = % = 0.165. These Q values are chosen by extrapolating
the average activation energy barrier from the atomistic simulation re-
sults to the actual experimental cooling rate and the AQ values are
chosen based on the amount of shift obtained by the atomistic simula-
tions. As depicted in Fig. 4(a,c), a higher activation energy barrier leads
to a higher yield strength. This trend can be attributed to the fact that, in
accordance with Eq. (5), a greater activation energy barrier corresponds
to a reduced activation rate. Consequently, it becomes more difficulty
for STZs to activate, delaying yielding and boosting the yield strength.
To investigate the change in ductility based on the deformation micro-
structure (illustrated in the von Mises strain maps) at a 2 % plastic strain
as depicted in Fig. 4(b), we employ extreme site analysis [29,30] and the
strain localization index [22]. In this study, voxels with accumulated
local strain exceeding 0.7 are identified as extreme sites. Samples
exhibiting fewer extreme sites are presumed to possess greater damage
tolerance and enhanced ductility [29,30]. Additionally, concerning
shear band propagation, a localized shear band makes the MG more
brittle. To quantify the extent of strain localization, we compute the
strain localization index, represented as the standard deviation of the
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local von Mises strain across all voxels for various cases. All the
following extreme site analysis and the strain localization index are
collected at 2 % plastic strain. These tests are replicated more than five
times using different random seeds to obtain error bars. As shown in
Fig. 4(d), both the count of extreme sites and the strain localization
index exhibit similar values across all three cases. This suggests that all
three glasses possess similar ductility characteristics even though they
have drastically different yield strength. Thus, these findings highlight
that the alterations in average activation energy barriers primarily
impact the yield strength, with no discernible influence on ductility
when the relative shift of AEBS remains consistent.

3.2.2. Effect of shift of the activation energy barrier spectrum

To investigate the impact of the AEBS shift, which reflects the soft-
ening effect elaborated upon in Section 4, we keep the average activa-
tion energy barrier constant (i.e., Q1 =Q2 = Q3 =2 eV) while varying
AQ. This gives rise to three distinct cases designated as softeningl,
softening2, and softening3, respectively, corresponding to 7, = —

In0.8, 1,0 = — In0.7, and 7,,,,, = — In0.6. These cases are character-
ized by 4% = 0.085, 42 = 0.125, and & = 0.165, all of which are

subjected to an identical strain rate of 10~* s~1. In contrast to the pre-
vious cases presented in Section 3.1, the yield strengths of these three
glasses are almost the same. However, as the shift of the AEBS intensifies
from softening-1 to softening-3, the stress-strain curves manifest larger
stress drops, indicative of reduced ductility. Moreover, the deformation
microstructure undergoes a profound transition from a uniform to a
highly localized strain distribution, as shown in Fig. 5(b). The proba-
bility density distributions of von Mises strains across distinct voxels in
the three cases, presented in Fig. 5(d) at a 2 % plastic strain, exhibit a
common peak position attributable to the same eigenstrain. Nonethe-
less, a longer tail emerges in the distribution as the shift becomes more
pronounced, signifying more substantial inelastic transformations.
Furthermore, the extreme site occurrence and the strain localization
index (Fig. 5(e)) increase significantly as the shift of the AEBS in-
tensifies. This underscores that a greater shift in the AEBS, i.e., a greater
degree of softening, corresponds to reduced ductility. These results
highlight that the variations in the degree of softening during
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Fig. 4. Effect of average activation energy barriers. (a) Stress-strain curves, (b) the deformation microstructure (i.e., von Mises strain maps) at 2 % plastic strain, (c)
yield stress, and (d) number of extreme sites and strain localization index, for three different average activation energy barriers, Q1=1.8 eV, Q2=2 eV, and

Q3=2.2eV.
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deformation primarily impact ductility while leaving yield strength
unaffected.

4. Discussion

Combining the two tests presented in Section 3, we learned that the
average of AEBS is responsible for the yield strength while the amount of
its shift towards smaller average values during deformation (i.e., the
softening behavior) is responsible for the ductility. With this finding, we
could analyze the effects of cooling rate during glass preparation and
strain rate during deformation on the deformation behavior and me-
chanical properties of BMG.

According to the experimental observations on the impacts of ther-
mal history such as cooling rate during glass preparation [44-48] and
strain rate during deformation [43,48-53] on the deformation behavior
and mechanical properties of BMGs, the slower is the cooling rate, the
higher is the yield strength and the lower is the ductility at a fixed strain
rate [44]. For a given glass (i.e., given composition and cooling rate), the
higher is the strain rate, the higher is the yield strength and the lower is
the ductility [48,50-52]. Some analyses have been provided to explain
these observations. For the effect of cooling rate, the local atomic
configuration change after quenching can be considered as a structural
defect that impacts the mechanical properties, and a slower cooling rate
gives the atoms more time to reach their local ordered equilibrium po-
sitions. Thus, a slower cooling rate would lead to a more ordered atomic
structure [44-46]. For the effect of strain rate, the shear band emission
and propagation are considered as a recovery process that is quite
different with different strain rate. When the strain rate is low, many
shear bands are formed discretely and the deformation is more homo-
geneous. The yield strength will be low because the shear bands release
the strain early, but the ductility will be high due to the sufficient time
for the recovery process. When the strain rate is high, the shear bands do
not have sufficient time to propagate and recovery. The stress increases
rapidly to a high level, and then form a highly localized shear band that
leads to poor ductility [51]. These analyses offer some insights into the
impacts of cooling rate and strain rate on deformation at the intuitive
level, but the quantitative relationships among the structural and

energetic properties of STZs, the softening behavior during deformation,
the deformation microstructure and the mechanical properties are yet to
be illustrated.

4.1. Effect of cooling rate on the deformation behavior and mechanical
properties

The findings from atomistic simulation and experimental studies
could be captured by the two key parameters characterizing AEBS in our
mesoscale STZ dynamic model, i.e., variation in the average activation
energy barrier and the extent of AEBS shift during deformation. Based
on atomistic simulations examining the AEBS under various cooling
rates, we learned that the activation energy barrier increases as the
cooling rate decreases, and they are further away from the saturation
threshold [19]. Extrapolating from the atomistic simulation results to
the actual experimental cooling rate, we set Q1 = 1.8 eV, Q2 = 2 €V,
and Q3 = 2.2 eV, correlating with decreasing cooling rates, and 7,4,
values of — In0.67, — 1n0.6, and — In0.55, respectively. Consequently,
they yield {3 = 0.139, 42 = 0.165, and 5 = 0.218. All three cases

b Q2

are subjected to an identical strain rate of 10*s!
Q1 < Q2 < Q3, and % < % < %. Since the correlation between
cooling rate and activation energy barrier spectrum has been established
[19], we can capture the cooling rate effect following the same tendency
of the activation energy barrier change. As depicted in Fig. 6, as the
cooling rate decreases, the yield strength increases while the ductility
decreases. Samples subjected to lower cooling rates exhibit more
localized shear bands (Fig. 6(b)) and significantly higher counts of
extreme sites and strain localization indices (Fig. 6(d)). During defor-
mation, the larger amount of activation energy barrier decrease facili-
tates the local STZ to deform again, this autocatalytic effect defined by
the softening leads to strain localization. Combining the effects outlined
in Section 3, we can conclude that a reduced cooling rate results in a
higher average activation energy barrier, contributing to a greater yield
strength. Simultaneously, it leads to a more substantial shift of the AEBS
and heightened softening effects, and consequently reduced ductility.

, yielding
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4.2. Effect of strain rate on the deformation behavior and mechanical minimum and an elevated activation energy barrier for subsequent
properties transformations [7,29,51]. The extent of relaxation and the magnitude

of energy reduction are contingent upon the strain rate and are deter-

While the degree of structural relaxation and initial PEL of a BMG are mined by the temporary softening detailed in Section 3.1.

determined by its preparation process, diffusional relaxation during To investigate the influence of strain rate on the deformation
deformation has the potential to alter the energy state and activation behavior and mechanical properties of BMGs, we use seven different
energy barrier, as depicted in Fig. 2(a). The local structural relaxation strain rates, ranging from 10~*s™! to 102 s™%. All the seven cases maintain
occurring after an STZ event results in reduced energy levels at the local a consistent average activation energy barrier (2 eV) and share an
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identical upper limit for permanent softening (i, = — In0.6). As the
strain rate escalates, the shift in the AEBS, reflecting the extent of soft-
ening, increases. Specifically, we apply %Q = 0.165 for the strain rate of

10* 51, same as the value we used in previous tests, and %2 = 0.215 for

the strain rate of 10% s! calculated by the Egs. (8) and (10), while all
other parameters are fixed. As illustrated in Fig. 7(a,c), the yield strength
rises with increasing strain rate. A larger strain rate corresponds to a
smaller time interval for a given strain increment during each simulation
step. When this time interval is significantly shorter than the average
residence time, the probability of thermal plasticity occurring within the
interval diminishes, delaying yielding and resulting in a higher yield
strength. It’s worth noting that at low strain rates, the yield stress in-
creases linearly with strain rate, but at very high strain rates with
reduced ductility, the increment in yield stress becomes smaller. This
trend aligns with the experimental findings [48,50-52]. The saturation
observed at extremely high strain rates occurs because the time interval
becomes small enough compared to the average residence time, exerting
no further influence in reducing the probability of yielding. Moreover, as
evident in the analysis of extreme site occurrence and strain localization
index (Fig. 7(d)), both increase as the strain rate escalates, indicating
that higher strain rates are associated with reduced ductility. This effect
arises from the autocatalytic effect introduced by softening. Analogous
to the influence of the extent of AEBS shift during deformation (soft-
ening behavior) discussed in Section 3.2.1, higher strain rates lead to
more pronounced shifts and greater softening effects, thereby impairing
ductility.

Another crucial factor worth highlighting is temperature. According
to Eq. (5), an elevation in temperature results in an increased activation
rate, which yields a similar effect to the decrease in activation energy
barrier. Consequently, at lower temperatures, the yield strength be-
comes exceedingly high while ductility significantly diminishes. Under
such conditions, the probability of thermal plasticity occurring is
already quite low, especially at small strain rates during which the
temperature increase is insignificant. As a result, the yield strength ex-
hibits minimal variation at lower strain rates, which is consistent with
observations in numerous experiments [49-51,53]. Furthermore, it’s
essential to recognize that local temperatures increase during defor-
mation. Empirical evidence [51,53] indicates that higher strain rates
contribute to elevated local temperatures, which provides a similar ef-
fect as softening.

4.3. Limitations

In our current mesoscale simulations, we apply the homogeneous
modulus assumption by assigning an identical elastic modulus to all
voxels. The impact of the heterogeneity of shear modulus has been
demonstrated in the work by Wang et al. [22]. Additionally, our model
assumes that all STZs possess the same size as the voxel, which is
different from what is suggested in atomistic simulations that the STZ
size follows a distribution [16]. Nevertheless, atomistic simulation re-
sults do not clearly establish a direct correlation between STZ size and
the AEBS. Hence, the uniform size assumption for STZs may have a
limited effect on the AEBS and the associated outcomes. For simplicity,
we exclusively consider the average and shift of the AEBS, presuming a
uniform Gaussian width. This assumption draws from atomistic simu-
lations, which suggest that the width of the AEBS remains nearly con-
stant irrespective of cooling rate variations [19]. Furthermore, we only
consider one type of STZ in the current study with the change of average
activation energy barrier. In reality, structural heterogeneity in MGs is
most likely to lead to different activation energy barriers and softening
behaviors at different locations. Even though our atomistic simulations
suggest that there only exist weak propensities rather than strong cor-
relations between the local structural motifs (short-range orderings) and
their activation barriers (shown in the Appendix), structural heteroge-
neities with medium-range ordering have been found and believed to
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play a key role in determining the deformation behavior of BMGs [2].
However, there is little information from atomistic simulations. The
degree of such structural heterogeneity determines spatial variation of
local activation energy barrier and softening behavior and, thus, the
degree of autocatalysis, strain localization, and the mechanical proper-
ties of BMGs. The correlation between the structural heterogeneity and
the properties of BMGs remains unclear. Consequently, further research
is needed by directly incorporating quantitative experimental mea-
surements and atomistic simulations of distinct types of STZs with het-
erogeneous structures, which deserve a separate study.

Our atomistically informed mesoscale model could be placed on a
firmer (more self-consistent) footing if we make a direct comparison of
the atomistic and mesoscale simulations at the same length and time
scales before we integrate them together. Some attempts have been
made to calibrate mesoscale models directly against atomistic simula-
tion results. For example, Castellanos et al. [59,60] established a
mesoscale elasto-plastic model by considering statistically distributed
structural properties and elastic coupling between discrete blocks. They
calibrated the model by matching the mechanical properties of the
system to those obtained in the atomistic simulations at the same length
scale. Since the main focus of the current study is to use the critical
information about STZ activation derived from the atomistic simulations
in our mesoscale modelling to capture the collective behavior of a large
population of STZ events including autocatalysis that leads to strain
localization, strain avalanche and formation of shear bands, such a
one-on-one calibration between the atomistic and mesoscale simulations
at the atomic scale is not made.

5. Summary

In the current study, we link the heterogeneously randomized shear
transformation zone (STZ) model with a kinetic Monte Carlo algorithm
directly to atomistic simulations, by extracting all the key parameters of
STZs, including the number of shear modes, STZ size, eigenstrain, and
the activation energy barrier spectrum (AEBS), directly from atomistic
simulation results. This has allowed us to place the mesoscale modeling
on a much rigorous and more firm theoretical footing. By considering
two important parameters of the STZ AEBS (assumed following a
Gaussian distribution): the average of the Gaussian distribution (deter-
mined by preparation history such as cooling rate of the MGs) and the
amount of shift of the Gaussian distribution during deformation (the
softening behavior), we simulate the deformation microstructure, shear
band formation and the stress-strain behavior of BMGs, and demonstrate
the effects of cooling rate and strain rate on the deformation behavior
and mechanical properties of BMGs. The atomistically informed meso-
scale simulation results reveal that the average of AEBS is responsible for
the yield strength, while the amount of shift of AEBS during deformation
(the softening behavior) is responsible for the ductility. These simulation
results allow us to gain important insights about the effects of cooling
rate and strain rate by linking their effects on the changes in AEBS, i.e.,
the lower is the cooling rate during glass preparation, the higher is the
average of AEBS and the larger is the shift of AEBS (i.e., the larger is the
degree of softening) and, thus, the higher is the yield strength and the
lower is the ductility. On the other hand, the higher is the strain rate
during deformation, the larger is the AEBS shift and, thus, the lower is
the ductility.
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Appendix

1. Validate the randomized eigenstrain directions for different shear modes

The distribution of the deformation events in strain space is assumed to be isotropic in the previous studies [29,30]. While some ART works
[74-76] demonstrated that there are some quite different structural changes which show more string-like motions, we conduct atomistic simulations
to scrutinize the displacement vectors (e.g. random vs. string-like) of the ART-probed local structural excitations at different global strain conditions.
More specifically, adopting a protocol outlined in [77], we analyze atoms’ displacement vectors between the initial and final states for each ART event.
Note that only the atoms with relatively significant displacements (greater than 0.1 A) are analyzed. The number of those significant atoms is denoted
as N. Among these N atoms, we examine all possible pairs of atoms i and j. If the angle between displacement vectors 7'; and T’ is less than 45°, then
such a pair is labelled as “aligned”. Mathematically, for a set of completely random directional vectors, the probability of finding an aligned pair of

vectors within 45° should be (1 - ‘/72 ~ 0.3. Therefore, a string-like event should correspond to a higher fraction (>0.3) of “aligned” pairs out of the

total N(N-1)/2 pairs, while a random event should correspond to a lower fraction around 0.3.

In Fig. A1 below we plot the histograms on the fractions of the aligned pairs under the global strain conditions of 0 % and 15 %, respectively. While
indeed the strained sample shows some signatures of higher fraction of aligned pairs (i.e. more string-like events), the overall differences between the
two histograms are small. And the vast majority of the events in both samples have the fraction around 0.3, indicating a nature of more random
displacement fields. In other words, the assumption made in our mesoscale modeling, namely a randomly directional eigenstrains, should be valid.

2. The relationship between various structural motifs and their activation energies

To confirm how the structural heterogeneity could influence the activation energy barriers, we conduct analysis to probe the relationship between
various local structural motifs and their activation energies. Here we use Voronoi index to characterize the local structural motifs, and we regard
(0,0,12,0) as the most stable motif while regard the indices with 2n4+ns5#12 as the least stable motifs (following the protocol in [78]). In Fig. A2 below
we show activation energy barriers spectra for the most stable (blue bars) and least stable (red bars) motifs, as well as their relative positions within the
overall activation energy barriers spectrum (grey bars). Note that the overall spectrum also includes other motifs, such as the ones satisfying
2n4+ns=12 but not (0,0,12,0). It can be seen that there exists discernible difference between the blue and red spectra, and indeed the (0,0,12,0) motifs
yield statistically high activation barriers. That said, the two spectra of different motifs exhibit very broad distributions and still significantly overlap
with each other. This suggests that there only exist weak propensities but not strong correlations between the local structural motifs and their
activation barriers. Similar results were also reported in [79], where short-range ordering was found to have certain correlation with the location of
plastic events, but it is too weak to make a difference.

15 | _random event 0%
e 15%
'\ ‘.o.
BN

10

string-like event

Frequency (%)

0.3 04 0.5
Fraction of Aligned Pairs

Fig. Al. Histograms comparison on the fraction of aligned pairs in 0 % and 15 % strained samples.
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