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ABSTRACT

Machine Learning (ML) is a key part of modern malware detection
pipelines, but its application is not straightforward. It involves mul-
tiple practical challenges that are frequently unaddressed by the
literature works. A key challenge is the heterogeneity of scenar-
ios. Antivirus (AV) companies for instance operate under different
performance constraints in the backend and in the endpoint, and
with a diversity of datasets according to the country they operate
in. In this paper, we evaluate the impact of these heterogeneous
aspects by developing a classification pipeline for 3 datasets of 10K
malware samples each collected by an AV company in the USA,
Brazil, and Japan in the same period. We characterize the different
requirements for these datasets and we show that a different num-
ber of features is required to reach the optimal detection rate in
each scenario. We show that a global model combining the three
datasets increases the detection of the three individual datasets. We
propose using Federated Learning (FL) to build the global model
and a distilling process to generate the local versions. We order the
samples temporally to show that although retraining on concept
drift detection helps recover the detection rate, only a FL approach
can increase the detection rate.
Note: This is the author’s public version of the paper.
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1 INTRODUCTION

Malware attacks are on the rise, and so is the use of Machine Learn-
ing (ML) to counter them [1]. Thus, developing ML pipelines to
detect malware becomes key, as they are the basis of many security
solutions, such as AntiViruses (AVs) [10]. However, these pipelines
must be realistic [14, 31] to actually protect the users. This work is
an effort to evaluate the realistic constraints of ML AVs.

Previous pipelines published in the literature presented two main
assumptions that do not hold in reality: (1) the bigger the model,
the better [9]. They assume that models can grow indefinitely to
achieve greater accuracy, with no performance constraint. In prac-
tice, security solutions should be fast to not disrupt the regular
system operation; and (2) One size fits all [7]. They assume that
threats are global, with no localized threats to be handled particu-
larly. This is not the case for AV companies that operate in multiple
different countries all around the world.

We demonstrate how these assumptions fail by simulating an
AV company operating in different regions of the world and try-
ing to develop models that achieve the best performance in them,
both in accuracy as well as in execution time and storage require-
ments. To that, we partnered with an AV company that provided
us with 30K malware samples (10K for each country) collected in
the same period (2017) in the United States (US), Brazil (BR), and
Japan (JP). We used this data to explore the best strategies to build
detection models and we hope this information might inform future
developments in the field.

We first demonstrate that the size of the best feature set for each
scenario varies, such that adopting a uniform, large model imposes
unnecessary extra performance costs. Further, we also demonstrate
that the knowledge learned by classifiers in each scenario is actually
different, such that a global model does not naturally exist, except
by intentional construction.

Our goal to move forward is to answer the question What is
the best way to build detection models for heterogeneous threat
scenarios like this? To do so, we evaluate how to achieve two
competing goals: (i) making models smaller to achieve execution
performance requirements; and (2) making models larger to create
a global knowledge that generalizes. To conciliate that, we propose
splitting the scenarios in two: (1) a local model that is responsible
for achieving high execution performance in the specific country;
and (2) a large global model responsible for transferring knowledge
between multiple countries.

We propose AV companies use Federated Learning (FL) [25]
to build the global model. Unlike previous proposals, we do not
propose that AV users (clients) run training routines on their ma-
chines [25, 28]. Instead, we propose the AV subsidiaries in each
country train local models that are at the same time deployed in
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the clients for that region and also sent to an AV centralized server
to be consolidated in the global model. The information from the
other countries is sent back to the subsidiaries to enrich their mod-
els. This strategy ensures the transfer of knowledge between the
countries and it does not present risks of poisoning [37], unlike
previous approaches, as all AV subsidiaries are trusted entities.

We also propose that the model from each subsidiary should be
distilled [23] into a small model to be deployed in the endpoints
(client machines) to achieve high execution performance. We rely
upon the observation that each scenario requires a different fea-
ture set size and propose that models of different sizes should be
derived from the main model. To accomplish that, we propose a
modified version of the Random Forest (RF) algorithm that relies
on a heterogeneous [2] set of trees of varied sizes.

We evaluate our propositions via a series of experiments and
take a step further towards realistic evaluation by deriving from the
ML model detection rules such as the ones used in commercial AVs
(YARA [38]). We show that the differences in the features used by
the ML models cause significant differences in the matching perfor-
mance of the derived rules, motivating the presented investigation
on the fine-tuning of the detection models.

In summary, our findings are:

o Different datasets require different numbers of features to
be used on an ideal model able to achieve the maximum
detection rate (e.g., 270 for US and 800 for JP).

e Making models bigger (e.g., by increasing the number of ran-
dom forest trees) does not significantly increases detection
rates for individual datasets (e.g., 0.5% gain for US), which
supports the benefit of distilling smaller models.

e Making models bigger indeed helps models trained in one
dataset to generalize better to detect the malware samples
from others (e.g., from 60% to 95% in the US model), thus
supporting the benefits of having global models.

e A time-series evaluation of the sample emergence reveals
that although retraining on traditional concept drift detec-
tion allows recovering the original detection rate of individ-
ual models, their detection rate is only increased when data
from the global model is used to complement them.

This paper’s contributions are as follows:

o We shed light on the challenges of operating detection pipelines
for heterogeneous scenarios.

e We demonstrate how datasets from different regions have
different requirements in terms of the number of features
required to achieve a target detection rate.

e We propose a combination of federated learning and model
distilling with a heterogeneous number of features to adapt
to the distinct scenario’s requirements.

2 CHALLENGES & ARCHITECTURAL DESIGN

The first problem we address is the runtime matching performance
of the ML models used by AV companies. AVs operate in a 2-level ar-
chitecture, with components placed both in the end-user machines
(endpoints) and on the AV cloud servers. The hard-to-classify sam-
ples not detected at the endpoint are sent for cloud inspection. Since
these environments have different performance capabilities, they
cannot run the same ML model, as proposed by many literature
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works. The endpoint’s matching rules should be a simpler version
of the cloud model. We propose that the endpoint should run a
distilled version of the cloud model, as illustrated by Figure 1. In
this architecture, the endpoint model is distilled to be compact (and

thus faster), using a minimum number of features.
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Figure 1:

Distillation. Model Distillation.

The second problem we tackle is the accuracy of heterogeneous
scenarios. Since AV companies operate in multiple countries, a
single cloud model also does not apply to all of them. Thus, the pre-
vious architecture must be replicated for each country, as shown in
Figure 2. With the parallel distillation of different endpoint models,
each local model is allowed to have a different feature set.
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Figure 3: Regional Model Distillation from Global.

These two problems interconnect because data coming from one
model might help increase the detection rate of another model. The
rationale for that is that although the scenarios have particularities,
some attackers might migrate their strategies from one scenario
to another. Therefore, the models’ knowledge should be shared.
The best way to do that is to once again adopt a 2-level approach,
but now by considering the 2-level architecture from Figure 2 as
the country-level client and then build a world-level model (server)
on top of that, as shown in Figure 3. We propose that Federated
Learning (FL) is the appropriate technique for this scenario.
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Figure 4: RF’s ensemble of different features set sizes.
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Whereas required to share knowledge, the models should still
be optimized for their local scenarios. Thus, a key challenge of this
architecture is to allow the easy distilling of models with different
settings. We overcome this challenge by proposing a modification in
the Random Forest (RF) algorithm to make it handle heterogeneous
trees, as shown in Figure 4. In the new version, each tree in the
ensemble has a different number of features, such that the distilling
process becomes a matter of collecting an increasing number of
trees of increasing feature set size until reaching the target accuracy
rate. After the regional and local models are derived from the global
knowledge, the model is converted into rules by the AVs. The rules
are distributed to the clients to be matched in the endpoints. This
work will discuss in the following the best strategies to implement
and deploy this architecture.

3 METHODOLOGY

Classification Model. This work’s approach is to start from where
the others stopped. Thus, we build on top of previous constructions.
We adopted a previously-published, open-source PE-based classi-
fier [13] to handle our dataset of Windows malware. This model
is composed of categorical features extracted from the PE header
and textual features derived from function imports embedded via
TF-IDF. We modified the model to consider a minimum number of
features to minimize the impact of model size. We implemented a
feature selection mechanism (SelectKBest [35] with F-score) to
consider the most representative features for this model (Sec. 4).
Implementation. We took the original scikit-learn [34] imple-
mentation of the model as a reference. We kept the original feature
extractor implemented in Python and integrated to it the classifier
implementation from the MOA [5] framework for increased analysis
throughput. We adopted the AdaptiveRandomForest [30] classi-
fier for all experiments due to its ability to integrate new training
data without the need for retraining the entire model. Whereas
this classifier was originally designed to be used in stream learning,
we here benefit from this classifier to build the federated learning
component. The proposed algorithm modifications were performed
by training each tree separately as a new decision tree and then
merging them into a new ensemble.

Security Evaluation Metrics. Our goal in this work is not to
present a new ML model with incrementally higher accuracy. Model-
specific accuracy improvements have already been presented by
multiple related works. In turn, we assume that the base model has
a high base accuracy. Our research interest is to evaluate how to
make this accuracy sustainable over time and how to generalize
it for multiple scenarios. Therefore, whenever we train a new ML
model, we target the 99% accuracy level for the binary classifica-
tion problem (malware vs goodware). Since our datasets are fully
balanced, accuracy correctly describes the results.

Target Performance. In this work, we target not only to sustain a
high detection rate but also to cause the minor performance impact
possible. We evaluate performance impact via the size of the model,
as the bigger the model, the greater the storage requirements it
imposes and the longer it takes to traverse it. More specifically, we
aim to select the minimum number of features and the minimum
number of RF trees in the ensemble that allows us to still achieve
the previously specified accuracy rate. We measured model size
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as the total number of tree nodes in the RF ensemble. It is key to
highlight that there is a difference between counting the number
of tree nodes and the actual amount of memory allocated to the
tree. Many libraries, such as scikit-learn, allocate memory in
batches, such that the actual storage does not grow linearly with
the tree size. We opted to measure the number of tree nodes to
remain agnostic to the memory allocator.

Results correction. By construction, the RF algorithm presents dif-
ferent results at different training runs. This characteristic provides
it good generalization ability, but it might also bias the results if
we report only an eventually over-positive, single case. To mitigate
this possibility, all results presented in this paper are an average of
10 different runs. Training accuracy is reported as the outcome of
the 10-folding process.

Dataset. In this work, we address the malware detection problem
as a binary classification problem (malware vs. goodware). The
malware dataset is split according to three different scenarios. The
goodware dataset is a generalization of software most users have
on their machines. The goodware samples were retrieved from a
fresh Windows installation and from the crawling of the most pop-
ular applications in Internet software repositories. We ensured all
files were labeled as clean by all VirusTotal engines. We used as
many goodware samples as needed to provide a 50%-50% balance
in the training sets, depending on the availability of malware for
each tested scenario. For each tested scenario, we trained the differ-
ent models with the same incremental set of goodware files, thus
ensuring that any observed difference is due to only the different
malware files for each scenario.

The malware dataset aims to represent the realistic scenario in
which an AV company operates in multiple countries. We consid-
ered three datasets of 10K malware samples each, with no overlaps
or duplicates (The duplicated rate was 33% for each dataset be-
fore we filtered them out). The datasets were collected by an AV
company from infected user machines in the United States (US),
Brazil (BR), and Japan (JP) during the entire year of 2017 and made
exclusively available to us. These datasets were characterized in
previous studies [6, 7]. The BR dataset is composed of 3 types of PE
files (typical EXEs, DLLs, and CPLs) whereas the US and JP datasets
are composed only of EXEs and DLLs, as CPL files were only ob-
served in Brazil. The 3 datasets present more than 100 families, but
the BR dataset has a prevalence (53%) of Password Stealers (PSW)
and Downloaders whereas US and JP have a prevalence (40%) of
Ransomware samples. We consider these datasets a coherent view
of the threat landscape since they were collected by the same com-
pany, in the same period, from the same type of users, and using
the same technique.

Table 1: Dataset Differences. Dynamic analysis events for the
US, Brazil, and Japan datasets.

Behavior us BR JP
Hosts file modification 0.04% 1.09% 0.92%
File creation 64% 24% 70%
File deletion 34% 12% 34%
File modification 63% 16% 46%
Browser modification 0% 1.03% 0.59%
Network traffic 53% 96% 52%
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Whereas our dataset is of limited size, to the best of our knowl-
edge, it is the most realistic representation of the heterogeneous
scenarios AV companies operate to date. With these datasets, we
can show the phenomenon and challenges the AV companies are
subject to in the actual scenario. To highlight the diversity of these
scenarios, we analyzed all samples in a dynamic analysis sandbox.
Table 1 shows the prevalence of known malicious behaviors for
the samples in each dataset. The most commonly implemented
behavior for each scenario is different, as their infection context
is different. For instance, the higher frequency of network activity
in BR samples is explained by the prevalence of Downloaders in
this dataset in contrast to the lower frequency of filesystem ac-
tivity compared to US and JP, scenarios much more targeted by
ransomware samples during the collection snapshot. The difference
in the context extends beyond the behaviors and also affects the
sample construction, thus challenging static analysis classification,
the task investigated in this paper.

4 EXPLORING THE SOLUTION SPACE
4.1 Is it enough to have global models?

Feature Selection for malware classification is a Pareto prob-
lem. Models can become larger via two processes: (i) by increasing
the feature set; and (ii) by increasing the number of parameters. We
here evaluate these two possibilities. In the feature dimension, we
trained multiple classifiers with an increasing number of features to
evaluate their contribution to the overall accuracy. We ordered the
features by their statistical significance, such that our experiments
start by adding the most relevant features, aiming to minimize the
total number of features required to reach the target accuracy (99%).
From the parameter perspective, we trained Random Forest (RF)
models with an increasing number of ensemble trees. We varied
the number of trees from one (Decision Tree) to 2000. For reference,
the default tree number for the scikit-learn framework is 100.

We varied the number of features in the models from 2 until the
convergence to the 99% accuracy. We ensured that all experiments
stopped due to the convergence and not due to the lack of new
features, since our original pool of features accounted for a thousand
variables. In our tests, Decision Trees (DTs) never reached the 99%
accuracy goal. In our graphs, we always present the smallest and
the largest ensembles that reached the goal.

We show results for the smallest ensemble to reach the 99% score
and the largest ensemble tested. We omit intermediate curves from
the plots to increase the graph readability. All curves follow the
same characteristics and present values intermediate to the smallest
and largest plotted ensembles.

Figure 5 shows the accuracy scores for the experiment with the
US dataset. In this scenario, the model was trained and evaluated
using the samples collected in the same country. We notice that the
accuracy grows following a Pareto law (80/20 law), in which only a
few features are required to achieve an already significant accuracy
rate, but a much bigger number of features are required to take this
accuracy to the next level (the 99% score). This is expected since
the first features to be added are the most discriminant ones. As
independent discriminant features get scarce, a greater number of
features is required to allow discrimination based on their combined
information. At this point, the increment caused by every new
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Figure 5: Accuracy rates for the US dataset. Accuracy varia-
tion with the increase of the feature set until reaching the
99% value.

feature is marginal. Whereas a few features take the accuracy rate
to the 97% level, hundreds of features are required for the model to
reach the 99% score.

There is no significant gain in using bigger ensembles in this sce-
nario. Whereas bigger ensembles presented greater accuracy scores
for any number of features, this difference has always been smaller
than 1%. Models of all ensemble sizes converged to the 99% score.
The largest model (N=2000) converged first, with 270 features,
whereas the smallest model (N=2) took 290 features to converge.
Model selection from the performance perspective. We previ-
ously identified the size of the set of features required to achieve the
target 99% accuracy score. Previous work that analyzes the malware
classification problem only from the accuracy perspective would
tend to say that the larger the feature set, the better. However, we
here also propose a performance look at the model size. Thus, in
terms of features, there is an accuracy-performance trade-off. The
cost-benefit of adding new features is initially high, as every newly
added feature contributes little to increasing the model size but a
lot to increasing the accuracy score. However, the cost-benefit gets
lower over time, since every new feature makes the model bigger
but adds only small new discrimination capabilities. Therefore, one
should not simply add more features, but add the minimum number
of features to make models remain compact and thus more efficient.

5500000 Model Size vs. Number of Tree Nodes (US)
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Figure 6: Model size for the US dataset. Number of nodes for
an increased number of ensemble trees of increasing feature
set sizes.

This same reasoning can be applied to the number of trees in the
ensemble. Whereas adding more trees to the ensemble marginally



Cross-Regional Malware Detection via Model Distilling and Federated Learning

increases the accuracy score, it significantly increases the size of
the model. Figure 6 shows the total number of nodes for the models
for the US dataset. Initially, the models significantly grow when
more features are added, as more information must be processed.
After a break-even point, even though more features are added,
the models do not significantly grow, since most features present
redundant information that can be merged with other conditions.
The most important observation, however, is that adding trees lin-
early increases the size of the models, i.e., doubling the number of
trees doubles the model size. It happens because the decision nodes
are replicated over multiple trees. We observe in the figure that
whereas the number of nodes for the simplest ensemble (N=2) is
almost negligible at this graph scale, the number of nodes for the
largest ensemble (N=2000) is millions. There is a significant dispar-
ity in the number of nodes that can be used to achieve the same 99%
accuracy, such that performance and storage requirements must be
considered in the deployment decision.

The different needs for the Brazilian scenario. Previous works
analyzing feature selection considered only a global model for all
datasets. This is unrealistic for an AV company, since distinct scenar-
ios tend to present different characteristics, and thus requirements.
To show these differences in practice, we repeated the previously
presented experiment for the BR samples.

Classification A vs. of F (BR)
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Figure 7: Accuracy rates for the BR dataset. Accuracy varia-

tion with the increase of the feature set until reaching the

99% value.

Figure 7 shows the accuracy rate growth with the number of
features until the convergence for the BR dataset. Overall, the curve
behavior is similar to the one for the US dataset, with the accuracy
score initially growing significantly and followed by a period of
marginal increase, until convergence. As a difference for the US
scenario, the number of features required for this scenario to con-
verge is greater than for the US one. Whereas the previous scenario
required less than 300 features, the BR scenario required 340 fea-
tures to converge. The application of the previous, smaller feature
selector to this scenario would lead to sub-optimal accuracy results.

The characteristics of the models are also similar in terms of the
ensemble size. Figure 8 shows the number of nodes in the ensembles
of different numbers of trees. Once again, the models grow linearly,
doubling the size when the number of trees doubles. However, the
models for the BR dataset are significantly smaller than for the US
scenario. The largest BR ensemble is ~ 50% the size of the largest
US ensemble. It shows that the features in the BR dataset are much
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Model Size vs. Number of Tree Nodes (BR)
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Figure 8: Model size for the BR dataset. Number of nodes for
an increased number of ensemble trees of increasing feature
set sizes.

more related than in the US scenario, such that can be mixed in the
decision nodes, thus reducing the total model size.

The different needs for the Japanese scenario. We comple-
ment our analysis by repeating the previous experiments for the JP
dataset.

Classification A y vs. ber of Features (JP)
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Figure 9: Accuracy rates for the JP dataset. Accuracy variation

with the increase of the feature set until reaching the 99%

value.

Figure 9 shows the accuracy rate scores for an increased number
of features in the JP dataset. Overall, this curve also presents the
same characteristics as the ones for the US and BR datasets: the
accuracy initially grows significantly with the first features and
then the growth is marginally increasing. However, unlike the
previous scenarios, the JP dataset presents convergence challenges.
In multiple runs, starting from different seeds, the accuracy score
was close to 99% but without crossing the bar, thus requiring more
and more features until converging. Thus, in multiple cases, such as
the worst case plotted in the figure, the number of required features
to converge (1400) is almost double that of the average case (800).

In this scenario, having more trees in the ensemble helped the
models to deterministically converge with a smaller number of
features than the worst-case for a smaller ensemble. Even in the
case of converging early, the JP dataset requires significantly more
features to converge (800) than the US and BR ones (~ 300). Apply-
ing a feature extractor tuned for these scenarios would lead to an
accuracy score of 3% to 4% lower than the target.

Figure 10 shows the model size increase with the addition of
features until the average number of features required for the con-
vergence. We limited the plot to this range to highlight the curve
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5500000 Model Size vs. Number of Tree Nodes (JP)
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Figure 10: Model size for the JP dataset. Number of nodes for
an increased number of ensemble trees of increasing feature
set sizes.

format as adding more features does not increase the total number
of nodes. With the addition of features, the incoming features are
each time more related, such that they only cause nodes to reorga-
nize and fine-tune their decision parameters, but not to split, thus
not increasing the total model size. Therefore, the model size is
dominated once again by the number of trees rather than by the
number of features, such that the trade-off between early conver-
gence due to multiple trees and the addition of more features is
better solved from the storage perspective by adding more features.

The different needs for a global model. We showed how results
differ from dataset to dataset. We claim it is key to look at the
individual scenarios in addition to the global one, as done by most
of the previous works. To highlight the differences between local
and global models, we created a global model mixing the 3 datasets.

Classification A vs. ber of F (Global)

Accuracy (%)
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86 N=2000

100 200 300 400 500 600 700
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Figure 11: Accuracy rates for the combined dataset. Accuracy
variation with the increase of the feature set until reaching
the 99% value.

Figure 11 shows how the accuracy grows with feature addition.
Overall, the global curve presents the same behavior as the local
ones: an initial period of significant growth followed by a period
of marginal increments. The global model converges to the 99%
accuracy with 400 features if multiple trees are used, and with 800
features if the minimum number of trees (N=3, in this case) is used.
It is important to observe that the global model is not a sum of the
previous models, but a mix of them. In comparison to the BR and
US scenarios, the global model requires more features (~ 300 to
400) and more trees (2 to 3) to converge, thus showing that creating
local models for these scenarios is more performance-efficient. The
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model requires the same number of trees for the JP scenario, but
it requires fewer features to converge, both when considering a
large (400 vs 800) or a reduced (800 vs 1300) number of trees, which
shows that the data distribution from the other scenarios helped to
make the model converge faster. These facts show that if we only
look at the global model, we would not have a good understanding
of each one of the particular scenarios.

9000000 Model Size vs. Number of Tree Nodes (Global)
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Figure 12: Model size for the combined dataset. Number of
nodes for an increased number of ensemble trees of increas-
ing feature set sizes.

A similar mix of scenarios can be observed in the analysis of the
model size. Figure 12 shows the total number of decision nodes for
the multiple ensemble sizes. We notice that the biggest ensemble in
this model has more nodes (7M) than any of the previous scenarios
(5M for the US), thus showing that adding more data increased the
information diversity, which resulted in more node splits. However,
the total ensemble size is still smaller than the sum of the size of the
three individual models, thus showing redundancy in the decision
data. The ensemble size still grows linearly with the number of trees
on it, thus the number of nodes for the models with multiple trees
is significantly larger than for the smallest model, even though they
use fewer features (the smallest model uses the double). The trade-
off between features and trees is again better handled storage-wise
with more features.

4.2 Does a global model help?

Why do we need a large, global model? We previously demon-
strated that global models do not reflect the reality of specific coun-
tries and that large models are not necessarily better than smaller
models. So, is there a reason to have a large, global model? The reason
for that is that in practice AV companies do not have a complete
view of each local scenario. In turn, they have to cross-relate data
from multiple scenarios to identify trends and attackers’ moves.
Whereas local, small models are good at detecting the particular-
ities of each scenario, global models are supposed to have better
generalization abilities. To demonstrate that in practice, we took the
classifiers trained for each local scenario and applied them against
the samples from the other scenarios to simulate the case in which
an AV company is observing a wave of new, unknown samples
coming from a different place.

Figure 13 shows the accuracy rate variation with feature set size
and the number of ensemble trees when the trained US model is
used to predict the samples from the BR and JP datasets. Notice
that in this experiment we significantly expanded the number of
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Figure 13: Cross-dataset accuracy rate. Trained US model
classifying the samples from the other datasets.

considered features beyond the minimum required to achieve the
99% score in the original dataset. Although the target accuracy goal
was achieved for the original samples, it was never achieved for the
other datasets. The maximum accuracy value reached was 95% for
the JP dataset, thus showing that the characteristics between the
scenarios are really different. The detection of BR malware samples
is significantly lower (60% in the worst case), which shows that mod-
els do not necessarily generalize well over multiple datasets. We
notice that in both scenarios it is advantageous to use a larger num-
ber of trees. Both for JP and for BR, the large-tree models presented
higher accuracy rates. In the BR case, the larger tree presented
significantly fewer variations, as clearly seen in the interval with
more than 1000 features. Therefore, whereas few-tree models are
better at detecting known threats (AV end-points), large-tree mod-
els generalize more, thus they are worth using in less constrained
devices (AV backends).

Models for different regions really detect different patterns.
The generalization ability a model will have is strongly tied to
the origin dataset it was trained on. We highlight that aspect by
repeating the previous experiments taking the BR and JP datasets
as a basis.

70 Classification A y vs. ber of Features (BR vs. US and JP)
65
60
- [N [
AY VALY
%55 S-S s '\\\ ‘ "" J N
-7 7\ - e o
B850 S N e N N N ,& ,\. W gt =Y
3 AAW LR ‘""\‘7":'"_‘-1" - r— e ,'\
Q45 A O -
< (Y V3 \\ Y]
40 \ Plid \/
\ LS —— US(N=3) = JP(N=3)
35 e US (N=2000) == JP (N=2000)
30

50 150 250 350 450 550 650 750 850 950 1050 1150 1250 1350 1450
Features (#)
Figure 14: Cross-dataset accuracy rate. Trained BR model
classifying the samples from the other datasets.

Figure 14 shows the accuracy score when the BR model is used
to predict the US and JP samples. Once again, whereas the original
model is able to achieve a 99% accuracy in the original dataset,
the results with the datasets from different regions are far from
the target. In the BR case, the original model presents less than
50% accuracy when tested with different datasets, indicating that
the criteria that are used in the BR dataset to separate goodware
from malware are totally distinct from the ones used in the other
scenarios, leading to label flipping.

RAID 24, September 30-October 2, 2024, Padua, Italy

100 Classification Accuracy vs. Number of Features (JP vs. BR and US)

95
90 4
851 - _r_’;« / \7
801 SO S SV

~ v, S
751
70 v
65
60 == BR(N=3) —= US(N=3)
55 BR(N=2000) —= US (N=2000)

50
50 150 250 350 450 550 650 750 850 950 1050 1150 1250 1350 1450

Features (#)

Accuracy (%)

Figure 15: Cross-dataset accuracy rate. Trained JP model clas-
sifying the samples from the other datasets.

Figure 15 shows the accuracy score when the JP model is used
to predict the US and BR samples. The JP scenario presents the
smallest amplitude variation among the datasets. However, the
maximum accuracy reached was 90%, far from the 99% target. In this
scenario, once again having bigger ensembles helps in sustaining
the generalization, as clearly observed between 600 and 1300.

4.3 How to best build local-to-global models?

Federated Learning (FL) helps build global models. We pre-
viously showed that global models are good for generalizing and
discovering new threats and that local models are required to better
understand the local scenarios. Therefore, it is key to have a mecha-
nism to bridge the gap between them. A solution for that is to build
a FL mechanism inside the AV company in which the local models
send data to the AV server to build a global model. A challenge is
that AV companies will not have an entire dataset at some point,
but the dataset is incrementally built as more samples are collected
over time. We evaluate this scenario via an experiment in which
we send the same proportion of the different datasets to a global
server to simulate the effect of the collection over time. The sent
samples are randomly chosen. The trained global model is used to
predict the remaining samples in the three datasets.
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Figure 16: Building a global model. Accuracy rate for building

a global model from different portions of the source datasets.

Figure 16 shows the accuracy rate achieved in detecting the sam-
ples of the three datasets when different portions of these datasets
are used to build a global model. In this experiment, the feature
set size is the one that allows the global model to achieve the 99%
accuracy rate. The accuracy rate starts from zero, when no data is
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available, and grows as more data is provided to the model. The
global model achieved the 99% accuracy rate for the three entire
datasets when 80% of all datasets were considered. It is interesting
to notice that the global model does not need an entire view of the
local datasets to scale well. With 30% of all the source datasets, the
total detection rate is already over 80%. With 50% of the datasets,
the accuracy rate is already over 90%. This shows that more im-
portant than the amount of data, sharing data is the key step for
increased detection capabilities.

Enriching an existing scenario is more efficient than train-
ing from scratch. We have previously shown that sending data
from the local model to the global model helps create a model that
generalizes more and thus discovers more new samples. We are not
the first to observe this possibility, but previous works present an
assumption that does not fit reality. They assume that the models
will be trained from scratch, as we previously presented. In reality,
AV companies will have a baseline model that they already oper-
ate, therefore, the correct way to evaluate that is by enriching the
existing model with data from the other scenarios. The problem
with assuming a model created from scratch is that it will report
that the portion of the dataset required to train a model is different
it actually is in practice. To show this difference, we repeated the
experiment by refining the existing models. In all cases, a random
selection of samples is sent to the main model.
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Figure 17: Extending the existing US model. Accuracy rates

on the different datasets for different portions of the source

datasets using random sample selection.

Figure 17 shows the accuracy rate when the US model is enriched
with different portions of the BR and JP datasets and it is used to
predict malware samples in these two datasets. We notice the model
already starts classifying the samples from the US dataset at the
99% accuracy rate it was trained on. The increase of data from other
scenarios marginally diminished the accuracy to a bit over 98%. In
turn, adding data from other scenarios significantly increased the
accuracy rate for them. Adding 5% of data from other scenarios
significantly increased the detection rate. For the BR samples, for
instance, it was enough to grow the accuracy rate from 75% to over
95%. After this point, the accuracy marginally grows with more
data. In the end, the US model becomes able to detect BR and JP
samples with 99% accuracy. The advantage in this scenario is the
ability to quickly start detecting more samples as the first chunks
of data are added to the classifier.

Figure 18 shows the accuracy rate when the BR model is enriched
with different portions of the US and JP datasets and it is used to
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Figure 18: Extending the existing BR model. Accuracy rates
on the different datasets for different portions of the source
datasets using random sample selection.

predict malware samples in these two datasets. Once again, the
detection in the BR dataset is not affected by the data addition. In
turn, adding data from the other datasets significantly increased
the detection capabilities for these other datasets. In comparison
to the US scenario, the BR scenario is more challenging as a base
scenario, thus it requires more data. It requires adding 35% of the
other datasets to achieve the 95% detection rate. In the end, all
scenarios achieved the 99% accuracy.
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Figure 19: Extending the existing JP model. Accuracy rates

on the different datasets for different portions of the source

datasets using random sample selection.

Figure 19 shows the accuracy rate when the JP model is enriched
with different portions of the US and BR datasets and it is used
to predict malware samples in these two datasets. This scenario
exhibits mixed characteristics between the BR and US scenarios.
Whereas it presents most of its growth with only 5% of the other
datasets, it also took a significant time to converge (50% of the
dataset to achieve 95%), like the BR scenario.

Global models are more efficiently built with confidence-
based sample selection than random sample selection. Whereas
the previously-presented strategy is already more efficient than

training from scratch, it is still not ideal, because it considers all

samples as contributing equally to the global model. In reality, some

samples contribute more than others and these should be priori-

tized for fast learning. A prioritization strategy is to check which

samples are classified with less confidence by the main classifier

and send them to the global classifier. We evaluated this strategy

by repeating the previous experiment under this new setting.
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Figure 20: Extending the existing US model. Accuracy rates
on the different datasets for different portions of the source
datasets using confidence-based sample selection.

Figure 20 shows the accuracy rate increase when the US model is
enriched with samples from the BR and JP datasets selected by the
low confidence of the US classifier on detecting them. Like in the
previous scenario, most of the detection increase happens in the
first 5%, taking detection rates over to 90%. In this case, however,
adding another 5% (up to 10%) is enough to take the accuracy rate
closer to the 99% target. The accuracy rate is sustained for additional
portions of the dataset.
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Figure 21: Extending the existing BR model. Accuracy rates
on the different datasets for different portions of the source
datasets using confidence-based sample selection.

Figure 21 shows the accuracy rate increase when the BR model
is enriched with samples from the US and JP datasets selected by
the low confidence of the BR classifier on detecting them. The
BR model also benefits from a confidence-based sample selection
strategy. Whereas in the random selection setting it takes 25% of
the other datasets to achieve the 90% accuracy rate, now this same
rate is achieved with only 10% of the datasets. The BR dataset has
been revealed challenging since it required a significant portion of
the datasets to be added to reach the 99% accuracy level. Despite
that, the overall result is considered positive because detecting
most samples earlier is positive by reducing the attack opportunity
window [8].

Figure 22 shows the accuracy rate increase when the JP model is
enriched with samples from the BR and US datasets selected by the
low confidence of the JP classifier on detecting them. The selection
strategy is revealed to be efficient as the JP model enriched with
only 10% of the samples from the other datasets is able to achieve the
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Figure 22: Extending the existing JP model. Accuracy rates
on the different datasets for different portions of the source
datasets using confidence-based sample selection.

99% accuracy rate for the US scenario. The BR was once again more
challenging, requiring = 15% of the dataset to pass the 90% level. The
JP scenario however once again presented convergence problems,
with the accuracy rates varying significantly until converging to
the target level.

4.4 Are real models trained from scratch?

In practice, models are not retrained, but distilled. We so far in-
vestigated the problem of retraining models in different conditions.
However, assuming that model retraining is always feasible is also
a common pitfall for realistic ML deployments. In reality, AV com-
panies might not be able to retrain their models from scratch due
to multiple reasons. For instance, they might not have the original
samples used to train the samples, but only the model parameters.
Therefore, in practice, multiple models are only derived from previ-
ous ones (i.e., distilled). To better understand the implications of
a model distillation process, we developed a series of experiments
employing the Teacher-Student (TS) distillation technique [20, 23],
where the labels of the original model were used to train the distilled
model. We started distilling the local models.
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Figure 23: Self-Model Distilling. Number of features required

to achieve the maximum accuracy rate for the different

datasets.

Figure 23 shows the accuracy score variation according to the
number of features considered in the model for the case in which we
distill the original local models for each one of the three datasets into
new versions of them. We notice that effective model distillation is
possible, i.e., the distilled model can also achieve the targeted 99%
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accuracy score. However, it comes at the cost of some extra features.

It required 10 (290 to 300), 60 (340 to 400), and 100 (800 to 900)

additional features to make the US, BR, and JP datasets converge

to the target accuracy. This increase is explained by the loss of

accuracy caused by considering the labels provided by the trained

model and not by the ground truth ones. This loss of accuracy must

be compensated with additional data. Therefore, there is also a

trade-off between the model accuracy and the model size in the

distillation procedure.

Distilled models are bigger than retrained models. Consider-
ing that models can be built via distillation is important to report
accurate results about models’ sizes. As the challenges to distilling a
model might be different than to building from scratch, the number
of features required by the models might be different. To evaluate
that, we extended our evaluation from distilling local models to lo-
cal models to distill the global model from the previous experiments
into multiple local models.
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Figure 24: Global to Local Model Distilling. Number of fea-
tures required to achieve the maximum accuracy rate for the
different datasets.

Figure 24 shows the accuracy rate for different feature sets for
the three datasets. As the curves overlap, we added markers to
them to highlight the differences. We notice that distilling a global
model to a local model requires much more features than self-
model distillation. This happens because the errors in the labels
of all samples are accumulated, which requires more data to be
fixed. In the long term, all local models converged to the target
99% accuracy score when applied to their local scenarios, but they
took a different number of features for that. The global US model
converged with 1000 features, when it stopped being displayed in
the graph. The JP dataset converges with 1200 features, when it
stops being displayed in the graph. The BR dataset was once again
the most challenging one, requiring 1500 features until converging.
The feature set size for the distilled models varies with the
dataset proportion. The previously shown effects of model re-
building via distilling are not the only ones affecting model con-
struction in reality. The effects of partial global model construction
via FL also play a key role. Therefore, it is key to evaluate these two
effects in conjunction to not report inaccurate feature set sizes. The
addition of different dataset portions makes the feature selection
problem dynamic, such that we should understand how the feature
requirement progresses. We here investigate how ideal feature size
varies by repeating previous experiments with different proportions
of the source datasets.
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Figure 25: Global to Local Model Distilling. Variation on the
number of features required to achieve the maximum accu-
racy rate for different portions of the source datasets.

Figure 25 shows how the number of features required to reach
the target accuracy varies with the portion of the datasets that
are used to train multiple classifiers via distillation. We report the
results both for the distilling of the local and global models and
their application to multiple local scenarios. Whereas there is some
initial stability, we notice that the maximum number of features
for each scenario varies significantly, with a tendency to decrease
when the full dataset is used, since more data is available. This
variation suggests that the adoption of a dynamic distilling strategy
is desirable. Although it would be possible to identify a larger
number of features that would cover all scenarios (1700) and keep
the feature set size constant, it would not be ideal performance-
wise, since it requires traversing much more nodes than needed in
some scenarios (e.g., 1100), making the prediction process slower.

4.5 What is the real impact of ML on AVs?

The performance impact of different feature set sizes is bigger
in actual rules than in the ML models. The impact of selecting
a different number of features is highlighted when we consider the
detection task in endpoint machines. A common assumption of
most papers in the literature is that the local model will be directly
used in the end user machine (i.e., the AV), but this is not the
common case in practice. Most AVs deploy rules as their matching
mechanisms [10]. The use of model-derived rules rather than the
actual models can be motivated by multiple reasons: (i) do not
reveal the entire model; (i) make human interpretation easier; (iii)
mitigate FPs by removing individual rules; and (iv) making updates
faster by deploying only new rules rather than an entire model.
Thus, we should evaluate the impact of different feature set sizes
on the performance by inspecting the rules.

The rules can be directly derived from the local model by travers-
ing the decision tree. We used this strategy to derive YARA [38]
rules, the industry standard for pattern matching, from the model.
Whereas the difference in the matching time of a rule on a sin-
gle file is small, the accumulated time for scanning a large set of
files might be significant. Thus, we simulated this scenario in our
experiment. We distributed all malicious files that the model was
expected to detect (the same used in the ML experiment) over the
entire filesystem of a fresh Windows 10 installation. In total, we
asked YARA to scan 127GB of data in this system, simulating a full
system scan by an AV. All YARA rules were precompiled to avoid
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the compilation overhead and were run in the same Intel I7, 20 core,
8GB system. The number and complexity of the matching rules
varied with the number of features, as detailed in Appendix A. On
average, 900 rules of 25 levels of depth were considered.

Table 2 shows the total matching time for the set of rules derived
from the models using different feature set sizes. Our goal is to
motivate the use of smaller models for the scenarios that allow
it rather than standard large models for all scenarios. The results
show that the overhead caused by using larger and increasingly
complex rules is significant. Using a standard feature set of 1700
features is 40% slower than using a minimal set of 1100 features (for
the scenario where it is possible). This 40% overhead represents an
additional 5m36s in the matching for the simulated scenario. This
result highlights the benefits of a feature-aware distill schema.

5 CASE STUDY: TEMPORAL EVALUATION

Once we explored the impact of different model settings on the
multiple datasets, we now evaluate how the proposed new setting
would help increase malware detection in a more realistic scenario.
To do that, we evaluate malware detection as a time series, as new
samples appear over time, and not in a single batch. Thus, we
ordered the samples in the three datasets by the “first seen” date
in Virustotal [39], as done by related work [12]. The datasets we
had access to were imbalanced in time, thus we were not able to
provide a comparison of the whole year. However, the datasets are
reasonably balanced in the second semester of the year. Thus, we
split the dataset in two, training with the first half of the year (~50%
of samples) for each dataset, and predicting the next six months of
the year (normalized to 980 samples per month per dataset).
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Figure 26: Detection rate as a time-series for the individual
static models. Previously trained classifiers attempt to detect
new threats. Performance degradation due to concept drift
is observed.

In the first experiment, each classifier was trained with the best
set of features for the training step (500 for US, 300 for BR, and 800
for JP). The same set of features was kept during the whole year.
Figure 26 shows the detection rate for the three datasets in the six
months of the second semester of the collection year. We notice that
each dataset presents a distinct detection rate, according to their
samples’ characteristics. In this experiment, the BR samples were
the hardest to classify, which is in line with the reports of previous
works on the particularities of BR malware [7]. It is possible to
notice a clear degradation in the detection performance of the BR
classifier over time, indicating the occurrence of concept drift. While
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our experiment is of reduced scale, it is in line with literature reports
about the frequent occurrence of concept drift in BR malware [15].
The typical strategy to handle concept drift occurrences is to
retrain the classifier when drift occurs. We simulated this scenario
by detecting drift via the Early Drift Detection Methods (EDDM) [3].
We allowed the feature extractor to be retrained as well since previ-
ous research demonstrated it leads to better results [12]. It implies
that the number of features used by the classifiers varied over time
(but never got larger than 800), being optimal at every retraining.
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Figure 27: Detection rate as a time-series for the individual,
drift-aware models. The retraining of models when concept
drift is detected takes the detection rate back to its original
level.

Figure 27 shows the detection rates when retraining on drift de-
tection is in place. We notice that the BR detector does not degrade
its performance anymore. Also, we notice that a drift point was
identified for the US curve in the fourth month. No concept drift
occurrence was detected for the JP scenario. As a drawback of this
strategy, the detection rates did not increase from their original
levels even with retraining.

A hypothesis for that is that whereas retraining on drift detection
allows reorganizing the feature importance distribution, it does not
add new information, which can only be added externally to the
local models. To evaluate that, we considered our proposition of
training a global model and distilling local versions. The global
model was initially trained with all samples of the 3 countries for
the first semester. Later, different models were distilled every month,
considering the ideal feature set size for each scenario (ranging
from 1100 to 1500), as previously discussed. The global model is also
updated every month with the samples from the previous months.

Figure 28 shows the detection results for the scenario with global
model distillation to local models. We notice that, like in the previ-
ous scenario, drift events are mitigated by the periodic distill, which
is equivalent to model retraining. However, unlike the previous
scenario, the detection rates are at a higher level due to the sharing
of data between the datasets. Whereas the BR malware samples
remain harder to detect due to their unique characteristics, their
difference from the other scenarios is much smaller in this case.

The main takeaway for this experiment is that whereas retrain-
ing on drift detection mitigates the performance degradation, only
federated learning actually increases detection rates. A derived
takeaway is that the increased detection rate of distilled global
models comes at the cost of an additional number of features.
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Table 2: Matching performance. Wall time (s) for matching Yara rules derived from ML models of different feature sets sizes

against a real, infected filesystem.

Features 1100 1200 1300
Time 13m57s  14mo00s (+0.3%) 14m05s (+1%)

1400 1500 1600 1700
14m50s (+6%)

15m57s (+14%) 17m58 (+29%) 19m33s (+40%)
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Figure 28: Detection rate as a time-series for the globally-
distilled models. The use of data from a global model not only
mitigated the drift effects but also increased the detection
rate for all datasets.

6 DISCUSSION

Impact on Threat Models. Our work tackles the problem of mal-
ware detection in heterogeneous scenarios. We are not the first to
claim that different scenarios require different solutions. In this
sense, our contribution is to explicit what are the types of differ-
ences observed in analyzing heterogeneous datasets. We use the
identified requirement for a different number of features per dataset
to motivate the adoption of an ensemble of heterogeneous trees.
Impact on Federated Learning. When we demonstrate (i) the
need for specifically considering the heterogeneity of geographi-
cally distributed malware and (ii) the need for integrating individual
knowledge for increased detection rates, we are also (i) pinpointing
the trade-off between local and global instances, and (ii) the need
for designing architectures that balance these factors. Our key con-
tribution is to notice that we do not need to design a completely
new solution for that, but we can achieve this goal by taking a
different look at federated learning, by considering as clients of the
global models the local AV subsidiaries and not the endpoints.

FL without poisoning risks. Our proposal for the adoption of FL
comes along with the idea of distributing the AV operation. Our
proposal does not cause a paradigm shift in the way AV companies
operate but implies in the replication of the AV operation model
into multiple subsidiaries. When we move the FL client from the
endpoint device to the local AV subsidiary model, we increase the
trust level the global AV model has in the data it receives in compari-
son to directly receiving data from an endpoint device. In our threat
model, although the malware files are sourced from the endpoint
devices (as in all AVs [10]), they are not directly incorporated into
the local or global models, but curated by the local AV subsidiary
via their analysts (as in typical AV operations [29]). Therefore, a
collusion of endpoints at a single subsidiary would not be able to
poison the model. Poisoning the global models would only be possi-
ble via collusion of subsidiary models, which is out of the assumed
threat model of an AV company trusting its subsidiaries.

Why are malware samples regionally different? To lead to an
effective infection, malware campaigns must be meaningful to the
victim’s context (e.g., use known languages, known topics, known
companies, and so on). The types of assets affected by malware
samples also only make sense to an attacker if the attacker have
access to them (e.g., same payment methods, same banks, same cur-
rency, and so on). Therefore, malware samples are naturally shaped
by the population they target. Previous work has demonstrated,
for instance, how the ecnomic development of Brazil has led to
particular types of malware [7], such as a proliferation of custom
banking samples due to the unique payments methods developed
in this country [11]. This phenomenon is reflected in this research,
whose BR dataset has filetypes (e.g., CPL) unique to it.

How are the features affected by the regional differences?
The pointed contextual differences shape the technical decisions
made by the malware creators and thus affect the way malicious
behaviors are implemented. This is reflected in the detection of
samples. Previous research has shown that due to the local differ-
ences BR samples are less detected by AVs than global samples [8]
and that BR malware also causes more classifiers drifts [15]. The
contextual difference in our study is that while the BR scenario was
targeted by data exfiltration (e.g., banking) malware, the US and
JP datasets were mroe targeted by ransomware. If we look to the
most discriminative feature for each scenario, we notice that the
top-10 most discriminative feature for the BR dataset are network
functions and for the US and JP datasets are filesystem functions,
exactly what one would hypothesize for scenarios dominated by
data exfiltrators and ransomware samples.

Will malware remain regionalized in the future? It is key to
highlight that although our datasets are representative of the BR,
US, and JP scenarios by that time, these datasets are not representa-
tive of the current threat scenario, which is very dynamic. However,
we understand that our work is permanentely relevant as contex-
tual differences between the countries will also be permanent. Since
the technical design decisions are coupled to the contextual dif-
ferences, any operation in heterogeneous scenarios will present
significant differences in the feature requirements, as here exempli-
fied. However, instead of the difference between data exfiltrators
and ransomware, different malware families are expected according
to the scenario’s developments.

Generalization Limitations. We selected for our experiments a
coherent set of malware examples: they are collected by the same
company, during the same period, from the same type of users (in-
fected machines). However, we acknowledge that these datasets are
only a small fraction of all threats that exist out there, although this
is the best representation presented to the moment in comparison
to the literature works. Thus, we do not claim that the statistics
obtained from the experiments with these samples will generalize
for all scenarios or over time. Instead, we limit our claims to demon-
strate that it is possible to find in the reality scenarios in which
the problem addressed in this research is of actual impact. For the
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future, it is key to conduct a large-scale study to answer the ques-
tions derived from our observations and their generalization for
multiple datasets over time. At the present, we evaluate the gener-
alization of our claim that heterogeneous datasets inherently cause
classification impact via the experiments presented in Appendix B.

7 RELATED WORK

Realistic Malware Detection Pipelines. Recent works point out
that ML-based detectors need to be more practical [14] and present
more realistic assumptions in their evaluations [1]. Previous work
addressed issues such as improper dataset imbalances [31]. We
complement them by considering performance requirements.
Concept Drift issues have been addressed in multiple works [4,
12, 22, 32]. However, none of them considered the effect of simulta-
neous heterogeneous datasets, as in this work.

Model Distillation. Whereas the distill of Random Forest (RF) has
been proposed in the past in the literature [23], our contribution
here is to build the ensemble tree in a way that favors direct distil-
lation. Previous distillation works focused on creating models that
are stronger against adversaries [21], but not necessarily suitable
for easy distillation. Also, whereas previous works observed that
distilled models might have a mix of characteristics [33], they did
not explore it to handle the differences in regional datasets.
Federated Learning. Whereas previous works suggested that AV
companies could benefit from FL [18], this idea was never com-
pletely developed. Also, their focus is often on keeping users’ data
external to some company environment, whereas our scenario is
internal to the AV company. A key difference from previous works
is that whereas most literature works propose models to be run in
the edge devices [25, 28], we take the performance constraints into
consideration and propose the FL to be run inside the AV company
infrastructure. The agents of the FL process are the AV company
subsidiaries, not the users. This solves this risk of poisoning asso-
ciated with FL [17, 37]. Whereas in client-side FL the dataset can
be poisoned by a set of malicious actors, in our scenario the clients
are trusted because they are internal to the AV company.
Combining FL and Distilling. Whereas combining the two tech-
niques has been proposed for other domains [24], this is the first
use for malware detection. Whereas previous works distilled an
ensemble into another [26], we propose building a heterogeneous
ensemble to facilitate single-tree distillation.

Adaptive Classifiers. Random Forest modifications have been
proposed in the past [19], but only a few works modified RF for
easing model distilling. The closest proposal to it was the creation of
heterogenous RF with different features per tree [2]. We here sorrt
the RF trees by an incremental number of features (with overlap
with the previous ones) which allows easy model distills steps.
Classification Performance Trade-Offs. This work sheds light
on ML performance. Although large models tend to present greater
detection rates, they also tend to be too big to run in edge de-
vices [40]. Thus, finding a good trade-off between model size and
accuracy is key. A typical strategy for that is to partition the models
into cloud and edge versions [36], a strategy also leveraged in this
work. However, whereas the typical trade-off is in the number of
trees [16], we here approached it also in the number of features.
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8 CONCLUSION

We investigated how malware detection pipelines proposed in the
literature often do not consider the challenges involved in the actual
operation in heterogeneous scenarios, such as that: (i) the ML model
that runs in a client machine is different from the model that runs
in an AV company backend; and (ii) datasets of malware samples
collected in different regions of the world present different detec-
tion requirements in terms of model complexity. We evaluate the
impact of overlooking these aspects by modeling a ML-based mal-
ware detection pipeline to be applied to 3 datasets of 10K malware
samples each collected in the same period of time in three different
countries: USA, Brazil, and Japan. We show that (i) the ideal model
for each scenario requires a different number of features; (ii) in-
creasing the model size does not lead to significant detection gains;
and (iii) integrating data from all the scenarios in a global model
indeed raises the detection rates for all datasets. We proposed the
use of FL in combination with model distilling to build the global
dataset. Unlike previous proposals, our FL approach is run inside
the AV company, and not on the endpoints. Also, we modified the
RF algorithm to use a heterogeneous number of features in its en-
semble, thus favoring the distillation of different models. We expect
this work to foster further research on cross-regional malware.

Reproducibility. All developed codes for this research is available
at: https://github.com/marcusbotacin/Malware.Federated.Distill
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A DERIVING YARA RULES FROM ML MODELS

Most works in the literature tend to complete their evaluations at
the ML model level. However, in practice, AV companies do not
use the models directly in the end users’ machines, but to derive
rules that will be deployed in the endpoints. There are important
differences between ML models and the rules and there are phe-
nomenons that can only be observed at the rule level. Therefore,
we took a step further and generated the rules from the model for
evaluation purposes. We here characterize the derived rules and
point out important facts about their nature to bridge the gap in the
literature about the application of rules derived from ML models.

YARA rules. Rules can be derived from a tree-based model (e.g.,
RF or DT) by traversing all paths of the tree and aggregating the
node conditions. If all conditions are satisfied (logic AND), the rule
matches. The paths can be represented via multiple frameworks. In
this work, we chose YARA, for two reasons. First, because it is the
de-facto standard, used by many security products, which gives us
realistic results. Second, it natively supports the PE format. Since
our features are PE entities, they can be directly mapped to YARA
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rules as the paths are traversed. When using it, each traversed path
results in a new rule.

1 [ import "pe"

2

3 rule rule_from_ml_o0 {

4 condition:

5 pe.imports(/(.).dll1/i, /closehandle/i)
6 and

7 pe.characteristics & pe.EXECUTABLE_IMAGE
8 and

9 pe.exports(/dllunregisterserver/i)

10 |3}

Code 1: Yara rule generated from the ML model.

Code 1 exemplifies a YARA rule generated from traversing one
ML model path. The rule relies on the support for PE files (line 1) to
match all conditions (lines 4 to 6) via logic ANDs. The rule matches
different types of features. It checks (1) if the scanned file imports
a given API function (line 4); (2) if the binary image has specific

characteristics (line 5), and (iii) if the binary exports a given symbol.

All checks are case-insensitive (/i),

The number of rules. Since each traversed path results in a new
rule, it is plausible to hypothesize that when using more features
in the model, more rules are generated, since more features are
available to be matched. To test this hypothesis, we generated rules
from the models using the diverse number of features identified in
the previous experiments.
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Figure 29: Number of rules vs. feature size. The number of
generated rules moderately increases with the number of
features.

Figure 29 shows the number of totals, malware, and goodware
rules generated from the models of different feature set sizes. Our
first observation is that the number of features in the model indeed
has an impact on the number of generated rules (100 new rules
were generated). However, this impact is moderate (100 new rules
represent 6% of all rules).

Our second observation is that the total number of rules is not
an appropriate proxy for the model complexity because, in the case
of a binary problem, the model generates tree branches, thus rules,
covering both classes. In practice, however, the AV does not verify
the benign samples but only checks for the malicious ones, such
that rules should be generated only for the malware class.

Our final observation is that there is not an equal number of
malware and goodware rules, regardless of the feature set sizes. The
model generates more paths for the malware ones, which indicates
that these are more complex to classify.
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The complexity of the rules. Another plausible hypothesis is
that the number of features in a model affects the complexity of
the model, i.e., there are more features in each path, which requires
more checks to be performed, thus increasing the matching time.
We repeated the experiments to evaluate how many comparisons
there are in the paths of the rules generated from each model.
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Figure 30: Rules depth vs. feature size. The average depth of

the rules increases with the number of features.

Figure 30 shows the average number of comparisons in the set of

malware rules derived from each model. It is noticeable that increas-
ing the number of features in the model significantly increases the
complexity of the rules (from 24 to 33), which on average makes the
matching slower. Therefore, the performance overhead observed
in the conducted experiments is explained in a minor part by the
addition of more rules and to a larger extent by the rules becoming
more complex with an increased number of features.
The average coverage of the rules. A desirable characteristic of
ML models in comparison to byte-based signatures is generalization.
The same model can detect multiple samples, reducing the rule
storage requirements, and the number of rules to be matched, thus
increasing the performance of the security application. Ideally, this
same property should be achieved for the rules derived from the
model. Although the YARA framework can be used for byte-based
pattern matching, it can be used also to match broader rules that
generalize more. We repeated the experiments to evaluate how
many samples are covered (i.e., detected) by each derived rule.
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Figure 31: Rules coverage vs. feature size. The average num-
ber of samples covered by each rule moderately increases
with the number of features.

Figure 31 shows the average number of samples identified via
each rule. The rules indeed generalize to multiple samples. Identify-
ing more than 20 samples with a single rule significantly contributes
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to reducing the storage requirement by this same magnitude. The
number of samples covered increased by a little with an increase
in the number of features (from 21 to 24), which is not enough to
cause a significant impact on thousands of samples. This finding
reinforces the previous point about the performance being mainly
impacted by the rules’ complexity rather than number.

The maximum coverage of the rules. In addition to the average
case previously discussed, the matching rules also present inter-
esting corner cases. One of them is when the same rule matches a
significant number of files. This is desired by the AVs as a way to
detect malware variants. We repeated the experiments to identify
if the number of features affect the maximum coverage.
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Figure 32: Rules maximum coverage vs. feature size. The
maximum coverage significantly varies over time, with no
direct relation to the feature set size.

Figure 32 presents how many samples are covered by the rule

of maximum coverage for the different feature set sizes. We notice
that the rules of maximum coverage are very efficient, allowing the
match of thousands of samples with the same rule, thus leading
to significant storage and performance gains. We notice also a
significant variation with feature size increase (from 2000 to 3400
samples). However, the variation is not coherent, i.e., it does not
sustain over time. It happens because the new features do not
necessarily make rules to generalize more, but they cause the trees
to split, such that in the cases in which the maximum coverage
decreased, it happened because the maximal rule was split into two
similar ones with the difference of a few features.
The minimum coverage of the rules. Another relevant corner
case is when the rules fail to generalize and are able to detect a single
sample (singletons). This happens, for instance, when a sample is
hard to classify and thus it requires additional features that are not
required by any other one to be matched. In this case, although the
rule was produced by a ML model, the scenario is somehow similar
to the individual signatures previously generated by the AVs.

Figure 33 shows the number of singleton rules for the different
feature set sizes. Once again, there is no coherent trend, with a sig-
nificant variation. The number of singletons is significantly smaller
than the number of the samples covered by the maximal rule (300
vs. 3000). This highlights the fact that the majority of the samples
are covered by the average rules.

B GENERALIZATION EVALUATION

This work aims to shed light on the impact of heterogeneous
datasets on malware detection. Our key claim is that datasets from
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Figure 33: Number of Singletons vs. feature size. The number
of singleton clusters significantly varies over time, with no
direct relation to the feature set size.

different regions have inherently different patterns requiring spe-
cialized handling. To demonstrate that, it is key to show that the
effect happens independently of the type of detector. We here com-
plement experiments presented in the main text with experiments
showing the impact on different detector settings.

B.1 Varying Feature Selectors

The number of features required to detect 99% of the samples in each
dataset is the most prominent example of a different requirement
for each dataset. Whereas the main experiments have demonstrated
the results for the feature selection process using the ANOVA’s
F-Score method, the most powerful one, we here complement the
results to demonstrate that other feature selection metrics lead to
the same result. To that, we repeated previous experiments with
the SelectKBest [35] method from scikit-1learn, but now using
different feature selection methods. In addition to the F-Score, we
considered the Mutual Information and Chi2 methods, as they
are the most popular feature selectors for classification tasks.

Table 3: Feature Selection Method. Ideal feature set size for
the multiple regional malware datasets.

US BR ]JP
F-Score 290 340 800
Chi2 292 342 803

Mutual Info 294 345 812

Table 3 shows the number of features required for the detection
of each dataset to converge to 99% when using different feature se-
lectors. Whereas the F-Score metric, whose results were presented
in the main text, is slightly superior to the other metrics, in the
sense of requiring fewer features, the performance of all feature
selectors (i.e., number of features) is similar. Regardless of the con-
sidered feature selector, the number of required features by each
dataset is different, which shows that this is due to inherent dataset
characteristics rather than due to the feature selection method.

B.2 Varying Classifiers

As for the feature selectors, we also investigated the impact of dif-
ferent classifiers. Whereas we only considered in the main text RF
results, given its prevalence and frequently superior performance
according to previous works, we here extend the experiments to
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other popular classifiers implemented in the scikit-learn frame-
work (RF, SGD, AdaBoost, and SVM). Once again, we hypothesize
that there is an inherent phenomenon originating from dataset
characteristics that is independent of classifier architecture.

Table 4: Classifier Influence on the detection of different
regional malware datasets. Feature set sizes.

95% 997

US BR JP US BR )P
RF 35 40 45 290 340 800
SGD 35 40 45 292 342 805
AdaBoost 35 40 45 292 342 805
SVM 36 41 46 295 345 813

Table 4 shows the number of features required for each dataset
detection converge to 95% and 99% respectively when using differ-
ent classifiers. Whereas the RF classifier’s performance is slightly
superior to its counterparts, as hypothesized, the results for all
classifiers are overall similar, thus reinforcing the hypothesis that
the datasets have unique characteristics that should be handled.
The Pareto characteristic of the classification problem is present in
all classifiers, with much fewer features being required to achieve
95% than the 99% detection rate.

B.3 Varying Distillation Techniques

As for the feature selection and classifiers, we also evaluated the
impact of different distillation strategies on the datasets. We com-
plemented the experiments with the Teacher-Student (TS) strategy
presented in the main text with experiments leveraging the closest
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distillation proposal to ours: Federated Model Fusion (FMF) [27].
This approach proposes combining the outputs of multiple models
in a global knowledge database, as we propose to combine region-
specific models into a global one. Whereas originally evaluated
with images, we here extend it to work with malware. To that, we
adapted the proposed algorithm to work in the same conditions as
ours. For instance, instead of operating with N clients, we limited
it to operating with a single one, as each regional model is stored
only in one node (the regional server), not on multiple endpoint
nodes. Similarly, we limited the number of rounds to one, as for
experimental purposes, we can add all the data at once, without
the need of querying individual nodes. With that, the proposed
algorithm is reduced to a version of the TS strategy.

Table 5: Distillation Technique Influence on the detection of
different regional malware datasets. Feature set sizes.

us BR JP

300 (+3%) 400 (+17%) 900 (+12.5%)

299 (+3%) 402 (+18%) 902 (+12.5%)

TS [20, 23]
FMF [27]

Table 5 shows the number of features required for each dataset
detection converge to the 99% detection rate when using differ-
ent distillation techniques and its increase in comparison to the
base models. As hypothesized, the performance of FMF is very
close to the TS, as their operation became very similar under these
conditions. Therefore, we reinforce the claim that the differences

observed in the required number of features are due to the dataset’s
inherent characteristics and that we need to add this work; ’s pre-

sented flexibility to handle it.
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