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Various techniques are developed for addressing the existence, uniqueness and numerical
calculation of Wiener path integral (WPI) most probable path solutions. Specifically, the WPI
technique for determining the stochastic response of diverse nonlinear dynamical systems treats
the system response joint transition probability density function as a functional integral over
the space of all possible paths connecting the initial and the final states of the response vector.
This functional integral is evaluated, ordinarily, by resorting to an approximate approach
that considers the contribution only of the most probable path. The most probable path
corresponds to an extremum of the functional integrand and is determined by solving a
functional minimization problem that takes the form of a deterministic boundary value problem
(BVP).

In this paper, first, it is shown that for the commonly considered case of the system
nonlinearity being of polynomial form, there exist globally optimal solutions corresponding
to the most probable path BVP. Further, relying on algebraic geometry concepts and tools, a
condition is derived for determining if the BVP for the most probable path exhibits a unique
solution over a specific region. Furthermore, a novel solution approach is developed for the
BVP by relying on Sylvester’s dialytic method of elimination. Notably, the method reduces the
complexity of the BVP system of coupled multivariate polynomial equations by eliminating one
or more variables. Various numerical examples pertaining to diverse nonlinear oscillators are
included for demonstrating the capabilities of the developed techniques.

1. Introduction

Monte Carlo simulation (MCS) constitutes a versatile technique for determining the stochastic response of diverse nonlinear
dynamical systems and structures (e.g., [1-3]). Nevertheless, the associated computational cost becomes prohibitive when the
objective relates to estimating quite low probability events (e.g., failures). In this regard, various alternative, semi-analytical or
purely numerical, techniques have been developed in the field of stochastic engineering dynamics over the past six decades for
treating complex structural systems and for computing response and reliability statistics. The interested reader is directed to some
standard books and review papers, such as in Refs. [4-8], for a broad perspective.
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Notably, one of the promising techniques, pioneered in stochastic engineering dynamics by Kougioumtzoglou and co-workers [9,
10], relies on the mathematical concept of Wiener path integral (WPI) that was originally developed by Wiener [11,12]. Remarkably,
the technique exhibits both high accuracy [13-15] and low computational cost [16], and is capable of treating stochastically excited
systems exhibiting diverse complex nonlinear/hysteretic behaviors (e.g., [17-19]).

According to the WPI technique (e.g., [20]), the system response joint transition probability density function (PDF) is expressed
as a functional integral over the space of all possible paths connecting the initial and the final states of the response vector. Further,
the functional integral is evaluated, ordinarily, by resorting to an approximate approach that considers the contribution only of
the most probable path. This corresponds to an extremum of the functional integrand and is determined by solving a functional
minimization problem that takes the form of a deterministic boundary value problem (BVP).

In general, a plethora of well-established numerical optimization schemes (e.g., [21]) can be employed for solving the resulting
deterministic BVP for the most probable path. In this regard, a Newton’s iterative optimization scheme was developed in [22].
However, there is generally no guarantee that the optimization algorithm converges to a global minimum. To address this issue, a
conceptually different solution approach was also pursued in [22] that relied on computational algebraic geometry concepts and
tools. In fact, a Grobner basis approach was utilized, based on which the entire set of solutions corresponding to the BVP can be
computed. Thus, the global minimum (or minima) can be determined. Nevertheless, the associated computational cost becomes
non-trivial with increasing system dimensionality.

In this paper, the focus is directed to the existence, uniqueness and calculation of WPI most probable path solutions. In this
regard, first, it is shown that for the commonly considered case of the system nonlinearity being of polynomial form, there exist
globally optimal solutions corresponding to the most probable path optimization problem. Further, relying on algebraic geometry
concepts and tools, a condition is derived for determining if the BVP for the most probable path exhibits a unique solution over
a specific region. Furthermore, a novel solution approach is developed for the BVP by relying on Sylvester’s dialytic method of
elimination [23,24]. The rationale of the method relates to reducing the complexity of the BVP system of coupled multivariate
polynomial equations by eliminating one or more variables. In fact, the method yields a univariate polynomial equation to be solved
for the suppressed variable. Various numerical examples pertaining to diverse nonlinear oscillators are included for demonstrating
the capabilities of the developed techniques.

2. Preliminaries
2.1. Wiener path integral and most probable path approximation

In this section, the salient aspects of the WPI technique, pioneered in the field of engineering mechanics by Kougioumtzoglou
and co-workers [9,10] for determining the stochastic response of diverse dynamical systems, are reviewed for completeness. The
interested reader is also directed to Refs. [15,16,20] for more details and some more recent developments.

Specifically, consider a nonlinear multi-degree-of-freedom (multi-DOF) system whose dynamics is governed by the second-order
stochastic differential equation

Mix +g(x, %) =w (). (€9)]

In Eq. (1), x = [x; (t)]"><1 is the n-dimensional response displacement vector, M denotes the nx n mass matrix, g = [g; (x, J‘c)]”Xl is
an arbitrary n-dimensional nonlinear vector-valued function, and w represents a Gaussian white noise stochastic excitation vector
process with E [w ()] = 0 and E [w () w™ (t - 7)] = Dé (z), where D € R™" is a deterministic coefficient matrix.

Next, according to the WPI technique (e.g., [12,20]), the joint response transition PDF p (x;,%.1/|x;, X;,1;) corresponding to
the system of Eq. (1) can be expressed as a functional integral over the space of all possible paths C {x;,X,.t/|x;, ;,1;} that the
response process can follow; that is,

p(xf,xf,tf|x,-,x,-,tl-):/c{ o t}exp(—S[x,x,jé])D[x(t)], (2)
XX potp| X%

where the stochastic action S [x, x, %] is expressed as

t
Sx, %, %] = / "k, 00t 3)
1

i

and
£0x %, %) = %[Mi +g(x%)]™D [M + g (x, )] )

denotes the Lagrangian functional of the system. Further, D[x(¢)] in Eq. (2) represents a functional measure.

Nevertheless, calculating analytically the functional integral of Eq. (2) is, in general, an impossible task. In this regard, the
most probable path approximation is routinely employed in the literature for evaluating Eq. (2). This is done by considering the
contribution only of the path with the maximum probability of occurrence (e.g., [12,22]). Specifically, the largest contribution to
the functional integral of Eq. (2) relates to the trajectory x,.(r) for which the stochastic action in Eq. (3) becomes as small as possible.
This leads to the variational (functional minimization) problem

minimize S [x, x, X] (5)
C{x/jc/,tf |x;,%;,t;



A. Nawagamuwage et al. Mechanical Systems and Signal Processing 208 (2024) 110989

with the set of boundary conditions, for j = 1,...,n,

xj () = x5 % (1) =%,

. . (6)
x; () = x5 % (t) = %7
Further, solving Eq. (5) and obtaining x,(¢), the functional integral of Eq. (2) is evaluated approximately as
p(xp. % . tp]x, %,,1,) ~ Cexp (=S [x.. %, %,]) . %)

where C is a constant to be determined by the normalization condition
o] 0
/ / p(xf,xf,tflxi,xi,ti)dxfdxf=1. 8)
-0 J -0
2.2. Rayleigh—Ritz solution scheme for the most probale path

In general, various methodologies can be employed for treating the optimization problem of Eq. (5) and for determining x, ().
These range from standard Rayleigh-Ritz type numerical solution schemes (e.g, [10]) to more recently developed techniques
relying on computational algebraic geometry concepts and tools [22]. Alternatively, considering Eq. (5) and resorting to calculus of
variations (e.g., [25]) yields the corresponding Euler-Lagrange equations, which take the form of a BVP to be solved for obtaining
the most probable path x () (e.g., [26]).

In this section, the basic elements of a Rayleigh-Ritz solution scheme for determining the most probable path x_(¢) are concisely
reviewed for completeness; see also [10,19,22] for more details. Specifically, x (r) is approximated by

x~xO=yO+Zh(@), 9)

where y (¢) is selected to satisfy the boundary conditions of Eq. (6), and the trial functions h (t) = [h1 (t)] Ix vanish at the boundaries,
ie, (1) =h(t;) =0,Z € R™F is a coefficient matrix and L is the number of trial functions. Further, utilizing a vectorized form
of Z, Eq. (9) becomes, equivalently,

=y ®)+H@)z (10)
with
zr o o - 0
z= Z;r and H(¢) = O hT:(t) 0 s (11)
Z,j 0 0 - AT

where Z, denotes the /" row of matrix Z and H () represents an nxnL matrix. In the ensuing analysis, and without loss of generality,
the Hermite interpolating polynomials

3
v (1) = z ajwktk, (12)
k=0

are used, i.e., y (1) = [y/j (t)]n>< P where the n x 4 coefficients a; , are determined based on the boundary conditions of Eg. (6). For
the trial functions, the shifted Legendre polynomials given by the recursive formula

2q+1 (20—t 1
3 1) = _
q+l() q+1 <

q
£, (t)— —7C H,q=1,...,L—1, 13
= ) J 0=l 13)

are employed, which are orthogonal in the interval [1,,1,| with £, () = 1 and ¢, () = (2t —t,—1t;)/(t; —1,). Ultimately, the trial
functions take the form

h@)y=(t=1,) (1=1,)7¢,0). a4)

Note that 4, () is a polynomial of order / + 4 that vanishes at the boundaries. Further, each component %; () of X(f) in Eq. (9) is a
polynomial of order up to L +4 in .

Overall, the variational problem of Eq. (5) degenerates to an ordinary minimization problem of a function that depends on a
finite number of variables. Specifically, the functional S, dependent on the » functions x (¢) (and their time derivatives), is cast in
the form

S (z) 1= S(%, %, %), (15)
that depends on a finite number of nL coefficients z. Thus, the optimization problem corresponding to Eq. (5) becomes

rnzin S(z). (16)
Further, the solution z* of Eq. (16) satisfies the first-order optimality condition

VS (z) =0, a7

which represents a system of nL nonlinear algebraic equations to be solved numerically. Once the solution z* of the optimization
problem in Eq. (16) is obtained, the most probable path x, is determined by Eq. (9).
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3. Optimization problem for the Wiener path integral most probable path: Existence, uniqueness and calculation of
solutions

3.1. Existence of globally optimal solutions for the Wiener path integral most probable path

In this section, it is shown that for the commonly considered case of the nonlinear function g(x, x) being of polynomial form,
there exist globally optimal solutions corresponding to the optimization problem of Eq. (16).

Specifically, for a polynomial nonlinear function g(x,x) of degree d, the objective function S(z) in Eq. (16) becomes a
multivariate polynomial of degree 2d in p := nL variables; see also [22] for more details. Further, the first-order optimality condition
of Eq. (17) yields a polynomial system of p equations of the form

fi (zl,zz, ,zp) =0,
i 18)
Iy (21:272000.2,) =0,
where each f; is a polynomial of degree at most 2d — 1 with real coefficients.

Next, consider p-tuples of nonnegative integers a = (al,az, ,ap). The monomial in variables z,, z,, ... s Zps 164y 2% 2572 e zp”‘ﬂ,
is represented as z* and |«| denotes the sum of powers Zle ;. The degree of the polynomial S (z) is defined as the maximum among

the sums of powers of all monomials in S (z). Thus, a general polynomial of degree d in the variables z,, z,, ..., z, can be written
as [27],
S@ =) ¢z, (19)
lal<d

where ¢, are real coefficients. The following theorem provides a sufficient condition for the existence of global minimizers of Eq. (19).

Theorem 1. Let S (z) be a multivariate polynomial of even degree 2d, expressed as

S(z)= z c 2% + Z c, 2% (20)
la|=2d la|<2d
If
lim Y c,z% = +oo, (21)
[HESRS lal=2d

then S (z) has at least one global minimizer.

Proof. Assuming that Eq. (21) holds true, it follows from Eq. (20) that
lim S (z) = +c0. (22)
[HESRS
Thus, there exists r > 0 such that for all ||z|| > r,

S5(z)> S(0). (23)

Further, let B (0, r) denote the set {z : ||z|| < r} that is closed and bounded. Since the function .S (z) is continuous on B (0,r), S (z)
has a global minimizer z* on B (0,r), i.e.,

S(z)>S(z*), z€ B(0,r). 29
In particular S (0) > S (z*). For z & B(0,r),

S(z)>S0) >S5 (z%). (25)
Hence, z* is a global minimizer of S (z) on R”. []

The following Lemma relates to a special form of the polynomial of Eq. (20) that satisfies the condition of Eq. (21), and thus,
the corresponding .S (z) has at least one global minimizer.

Lemma 1. In Eq. (20), for the monomials corresponding to |a| = 2d, if the associated coefficients c, are positive and the respective powers
are even numbers, i.e., a; =2k fori=1,2,...,p and k € N and c, are zero otherwise, then S (z) has at least one global minimizer.

Proof. It is readily seen that if ¢, are positive and «; = 2k for i = 1,2,...,p, k € N, and ¢, are zero otherwise, then the first term
on the right hand side of Eq. (20) becomes a summation of monomials of even powers with positive coefficients, and thus Eq. (21)
holds true. Hence, Theorem 1 is satisfied and S (z) has at least one global minimizer. []
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3.2. Uniqueness of solution for the Wiener path integral most probable path

In this section, based on algebraic geometry concepts and tools, a condition is derived for determining if Eq. (18) exhibits a unique
solution over a region in the domain of z. The interested reader is also directed to Refs. [27-32] for a comprehensive exposition to
the topic of (computational) algebraic geometry.

In this regard, consider next the polynomial system of Eq. (18) whose entire set of solutions is referred to as the affine variety
V (I), where I is the ideal generated by the polynomials fy, f5,..., f,- Let Vg (I) denote the real points of the variety V (I). It is
assumed that V (1) is a finite set, or equivalently, that the quotient ring A = R [zl,zz, ,zp] /I is a finite dimensional R-vector
space.

Further, the vector space A =R [zl,z2, ,zp] /I is also an algebra, thus for any f € A, multiplication by f induces a vector
space endomorphism, denoted by L, € Endp (A). This defines a homomorphism L : A — Endy (A), such that L L, = L ,. Since A
is a finite-dimensional algebra, multiplication by f on A can be represented by a matrix m. In this regard, the symmetric bilinear
form B is defined as

B(f,g):Tr(mfAmg):Tr(mfg), (26)

where Tr denotes the trace, i.e., the sum of diagonal entries of a square matrix. Furthermore, the matrix of B on the vector space
A with basis {v},v,,...,v,} is given by

M, = (Tr (mvivj )) . 27)
Note that for a given symmetric bilinear form B with the matrix M, the signature o (B) is equal to the difference between the

number of positive eigenvalues and the number of negative eigenvalues of M, and the rank p (B) is equal to the rank of matrix M.
Also, for a given polynomial » € R [zl, Zy, ... ,zp], the associated bilinear form is defined as

B, (f,8) = B(hf,8) =Tr(my,), (28)
and the associated quadratic form Q,, as
0y (f)=Bf, [)=Tr(myz). (29)

Lemma 2 (32). Let V (I) be a finite affine variety defined by the ideal I generated by (fl,fz, ,fs), where f; € R [zl,zz, ,zp], and
heR |z, 2y ... ,zp] be a given polynomial. Then,

o (0y)=#{zeVp): h(z)>0}-#{Ze€Vp: h(z) <0}, (30)
and

p(Qn) =#{zeVe(): h(z)#0}, (31)
where ¢ denotes the signature and p denotes the rank of the quadratic form Q, and #A denotes the number of elements of the set A.

The uniqueness of solution of Eq. (18) in a region R can be demonstrated by utilizing the following theorem.

Theorem 2. Given the system in Eq. (18), and a region
R={(z).23.....2,) 1z € (a.b) ,i=12,..,p}, (32)
the uniqueness of solution in R is implied if
o(0y)=-1ando(0;)=1. (33)
where h; (z1.25.....2,) = (z; — ;) (z; = b;), for i =1,2,...,p.
Proof. Let
H;, = {(zl,zz, ,zp) Tk (zl,zz, ,zl,) < 0} s (34)
then H; = {(zl,zz,.‘.,zp) tz; € (a;.b;) } and
P
R=H nHyn..nH,=()H,. (35)
i=1
Next, employing Lemma 2, Eq. (30) yields
G(th) —#{ZeVaD) 1 h (2) >0y —#{Ze Vo) : h () <0} =-1. (36)
Further, since h? (z) > 0 at every point z such that &, (z) > 0 and 4, () <0, Eq. (30) leads to
() =#{ZeVa) i h () >0} +#{ZeVa(D : h (3) <0} =1, (37)

5
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for i =1,2,...,p. Taking into account Egs. (36) and (37) yields

#{zeVg) : h(z)>0} =0, (38)
and

1

#{zeWd) :h(z)<0} =1 (39)

Thus, #x (I)n H; = 1 and #V (I)n Hf =0 for i = 1,2, ..., p. Therefore,

DL

#VR(I)nR=#VR(I)n< Hi> =1, (40)

i=1

and

C
P
#/p (DN RE =#Vp (N <ﬂ H,-> =0, (41)

i=1
where RC denotes the counterpart of R. In other words, there exists a unique solution of Eq. (18) in R. []

Note that for the special case h = 1, the signature of Q, is equal to the number of elements in Vy (I). Therefore, solution
uniqueness for Eq. (18) is implied if

o (0)) =1 (42)

Clearly, the application of Theorem 2 entails the evaluation of the signature of the quadratic form Q,,. To this aim, the following
proposition can be employed.

Proposition 1 (32). Let M, be the matrix of Q, and
pp(A) = det (M, — AI) (43)

be the characteristic polynomial of M. Then, the number of positive eigenvalues of M, is equal to the number of sign changes in the sequence
of coefficients of M,,.

Further, the steps for determining the matrix M,, of quadratic form Q,, of an arbitrary h € R [z, z,,...,z,| corresponding to
the system of polynomials in Eq. (18) are presented in Algorithm 1, which is based on the following three main subroutines that
can be found in most computer algebra systems; see also [22,33] for more details and some recent applications of the algorithm in
engineering dynamics.

* Groebner (f}, fa. ..., f, p): This subroutine computes a Grobner basis G for the ideal generated by f1, 15, ..., f, (see for instance
Basis(.) command in Maple).

* StandardBasis (G): This subroutine computes a monomial basis B corresponding to the Grobner basis G (see for instance
NormalSet (.) command in Maple).

* MulMatrix(f, B,G): This subroutine computes the multiplication matrix for a polynomial f based on the Grobner basis G
and basis B (see for instance MultiplicationMatrix(.) command in Maple).

Algorithm 1: Computation of matrix M, of the quadratic form Q,,

Input: A, f\, f5.....f, €R [zl,zz,...,zp]
Output: M,
: G = Groebner (f,,fz, ’fp)
B = SstandardBasis (G)
: n =length (B)
: Initialize M), as an empty »n X n matrix
: fori=1tondo
for j=1tondo
M, (i,j)=Tr(MulMatrix (h- B(i)- B(j),B,G))
end for
: end for
. return M,

—_
(=]

3.3. Calculation of solutions for the Wiener path integral most probable path

In general, a wide range of numerical solution methodologies can be employed for treating the optimization problem described
by Eq. (16); see, for instance, Ref. [21] for a broad perspective on various numerical optimization algorithms. In fact, a Newton’s
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iterative optimization scheme was developed in [22] for solving Eq. (16). Nevertheless, although the Newton’s scheme exhibits
some desirable properties such as a quadratic convergence rate under certain conditions, the associated computational cost becomes
non-trivial for an increasing number of p = nL variables in Eq. (16).

Further, a conceptually different solution approach was also pursued in [22] that relies on computational algebraic geometry
concepts and employs Grobner bases. Remarkably, the approach is capable of determining the entire set of solutions corresponding
to the first-order optimality conditions of Eq. (17). Note that the convexity of S(z) is implied if the approach yields only one solution.
Specifically, following computation of the multiplication matrix M, via Algorithm 1, the entire set of solutions of Eq. (18) can be
determined by calculating the eigenvalues of M. In fact, the globally minimum value $* = min S(z) is equal to the smallest real
eigenvalue of M. Nevertheless, the associated computational cost is significant, particularly for higher-dimensional systems.

In this section, an alternative solution approach is developed by relying on Sylvester’s dialytic method of elimination [23,24].
The rationale of the method relates to reducing the complexity of the system of coupled multivariate polynomial equations by
eliminating one or more variables. In fact, the method yields a univariate polynomial equation to be solved for the suppressed
variable. The interested reader is also directed to the review paper [34] for some indicative applications of the approach in robot
dynamics.

Specifically, the method aims at recasting Eq. (18) in an appropriate form so that the following renowned linear algebra theorem
can be applied.

Theorem 3 (35). The necessary and sufficient condition that p linear equations in p unknowns shall have a solution, other than the trivial
one in which each unknown is zero, is that the determinant of the coefficients be zero.

In the ensuing analysis, without loss of generality and for tutorial effectiveness, the polynomial system in Eq. (18) with p =2 is
considered; that is,

fi (zl,zz) = Z c,-yjz"lzjzl =0, 44)
i+j<2d-1

fa(z1.2y) = z e,-’jz"lzé =0, (45)
i+j<2d-1

where ¢;; and ¢, ; denote coefficients. In passing, note that the method can be applied for an arbitrary number of equations p
(e.g., [34,36]). Next, the variable z, is suppressed and Egs. (44)—(45) are written, equivalently, as

2d-1 2d-2 2d-1
€02d-1%2 + (CI,Zd—ZZI + C0,2d—2) Z + -+ (Cag-107) + -+ o) =0, (46)

2d-1 2d-2 2d-1 _
0201221+ (e100-271 + €00a-2) 2272+ - + (€241 071 + - +egp) =0. (47)

Further, ignoring the terms with zero coefficients, Eqs. (46)—(47) are written concisely in the form

fi(z) =aqz' + a2+ 44y =0, (48)

fz (zz) =b,z," + bm_lzzm_l + -+ by =0, (49)

where / and m denote the indices of the leading terms corresponding to non-zero coefficients in Egs. (46) and (47), respectively,
and a; # 0,b, # 0 are non-zero coefficients dependent on ¢; j and e;; as in Egs. (46)-(47). Furthermore, a system of / + m
homogeneous equations in the variables z’;’”’" , z’2+’”‘2, ...+ 2y, 1 can be obtained by multiplying Eqgs. (48) and (49) by z'z"‘l, 22,2

2
and 237!, 2072, ..., z,, respectively, to yield / + m — 2 additional equations. This yields

alZ2[+m71 +a1—lz2[+m72 4o +aozszl — 07

I+m-3

2,2 4 a2, + ot ayz™ 2 =0,

-1

alzzl +a;_12p 4+ 4ay=0, 50)
bz by 2" 4 bz, T =0,
me2[+m—2 + bmleZI+m_3 4ot b0Z2[—2 - 0’
bpza™ + by 12"+ e+ by = 0.
Next, Theorem 3 is applied to Eq. (50), dictating that the determinant of the coefficients is equal to zero, i.e.,
a  a_, .oay 0 P |
0 a a_y . a, 0 B ]
0 ] a a_|y ... ... a
=0. 51
O N | N (51)
0 b, by .. . .. by 0O .. 0
0 0 b, b, by
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Note that the coefficient matrix of the system of equations in Eq. (50) is known as the Sylvester matrix of f; and f,. The resultant
of f| and f,, denoted Res(f, f5), is defined as the determinant of the Sylvester matrix.

It is readily seen that the resultant in Eq. (51) yields a polynomial equation in the suppressed variable z; of degree ¢ less than
or equal to (2d — 1)%; that is,

re21 2 T e 1y =0, (52)

where, clearly, the coefficients r;, i =0,...,q, depend on the coefficients c; j and e; j of Egs. (44)-(45).

Remarkably, the complexity of the original system of multivariate polynomial equations has been reduced. In fact, Egs. (44)-(45)
have been recast into Eq. (52) that constitutes a univariate polynomial equation for z;. This can be readily solved by resorting to a
plethora of standard numerical optimization schemes (e.g., [21]). Note that the remaining variable z, can be determined in a similar
manner by considering z, as suppressed and repeating the above steps. Lastly, the solutions satisfying the first-order optimality
conditions of Egs. (44)—(45), i.e., V.S (z) = 0, are substituted into the objective function S(z) to determine which solution yields the
global minimum.

Further, it is shown next that both the Grobner basis approach employed in [22] and the herein proposed dialytic method yield
the same set of solutions for Egs. (44)-(45). In this regard, the following lemma is utilized in Theorem 4 for showing the equivalence
between the two approaches, and, in particular, that the characteristic polynomial of the multiplication matrix M_ calculated via
Algorithm 1 is equal to the resultant of Eq. (51).

Lemma 3 (27). LetV ( f1s fz) denote the entire set of solutions of Egs. (44)—(45). Next, assume that the system

F, (zl,zz) = Z c,-,jz’izjz' =0,

i+j=2d—-1
_ . (53)
F, (zl,zz) = Z dl-vjz’lzj2 =0,
i+j=2d-1
has no nontrivial solutions. Then,
Res (f1.f>) = k H (21 —Pl)m(p)’ (54

peV(f1.12)
for some nongero scalar k € R where f),f, are given by Egs. (48) and (49), respectively, and m(p) denotes the multiplicity of
p= (1’1’172) eV (f]sfz)-

Theorem 4. Let p,, be the characteristic polynomial of the multiplication matrix M representing the linear map m_ : A — A given by
multiplication by z; on the quotient ring A = R [z}, z,]/{f}. f,). Then,

Res (fl,fz) = kp;, (55)

for some nongzero scalar k € R.

Proof. Let f € R [z}, z,]. The characteristic polynomial p  of M is given by [27]
det(ar-M;)= [ @G-ren®, (56)
peV(f1.f2)
where M is the multiplication matrix corresponding to the linear map m, : A — A given by multiplication by f and m (p) denotes
the multiplicity of p = (p;,py) € V (f1. f2). Next, setting f (z;,z,) = z| leads to
det(ar-m. )= [ (2-p)"" (57)
peV(f1.12)
Substituting 4 = z, yields
= [ (@-e)" (58)
peV(f1./2)

Then, from Lemma 3,
Res (1, />) = kpz,, (59)

where k is a nonzero constant. Therefore, Res (f;, /,) and p, yield the same solutions for z;. [J
3.4. Mechanization of the techniques

Succinctly stated, the developed techniques pertaining to the existence, uniqueness and numerical calculation of WPI most
probable paths comprise the following steps:



A. Nawagamuwage et al. Mechanical Systems and Signal Processing 208 (2024) 110989

(a) For a given nonlinear system under consideration governed by Eq. (1), cast the corresponding stochastic action S (z) in the
form of Eq. (20). Next, apply Theorem 1 to prove the existence of a globally optimal solution.

(b) Use Algorithm 1 to calculate the characteristic polynomial of Eq. (43). Apply Theorem 2 in conjunction with Proposition 1
to prove the solution uniqueness.

(c) Cast the polynomial equations of Eq. (18) into the form of Eqgs. (48)-(49). Suppress a specific variable and apply Eq. (51)
to yield a polynomial equation that depends on this variable only. Solve Eq. (52) via an appropriate numerical optimization
algorithm, e.g., Newton’s scheme [21]. Repeat the process for the rest of the variables. Note that the method can be applied,
at least in principle, for an arbitrary number of equations p = nL (e.g., [34]).

4. Numerical examples

Various oscillators exhibiting diverse nonlinear behaviors are considered in this section for demonstrating the capabilities of the
developed techniques. In fact, to perform direct comparisons between the herein proposed solution approach based on Sylvester’s
dialytic method and an alternative Groebner basis approach employed in [22], the same numerical examples used in [22] are
considered next.

4.1. Linear oscillator

For the special case of a linear system, i.e., g (x, x) = Cx+Kx in Eq. (1) where C and K denote the damping and stiffness matrices,
respectively, it has been shown in [26] that the Euler-Lagrange equations corresponding to the minimization problem of Eq. (5)
can be solved analytically for the most probable path. Remarkably, substituting the most probable path into Eq. (7) yields the exact
system response joint transition PDF that takes a Gaussian form. In other words, the response PDF obtained by the most probable
path approach is exact and approximation-free for the case of linear systems.

In the following, a single-DOF linear oscillator is considered whose equation of motion is given by

mx+cx+kx=w()), (60)

where the parameter values m =5, ¢ =02, k =1, and E(w () w (t + 7)) = 275,6 (r) with S, = 0.5 are used. Next, a normalized
version of Eq. (60) is considered, where ¢, = ¢/2mw, is the damping ratio and w, = \/k/_m is the natural frequency of the system.
Note that, using L =2 in Eq. (10), it was shown in [22] that the objective function S (z) of Eq. (15) is convex. Thus, the Newton’s
scheme proposed in [22] converges to the exact optimal solution z* = (0.0173,0.0001) in a single iteration starting from the arbitrarily
chosen point (50, 50). Further, employing the Gréebner basis approach in [22] yielded a single solution corresponding to the objective
function value S (z*) = 4.4204, which coincided practically with the estimate obtained by the Newton’s scheme.

Next, to apply the techniques developed herein, considering L = 2 in Eq. (10) and arbitrary initial and final time instants (¢; and
t f), the objective function S (z) cast in the form of Eq. (20) becomes

S(z)= czyozlz + 004,2222 + Z ¢, 2%, (61)
|la|<2
where
5
= L G (@3t — 1,2 + 2402 = 12)° +576¢2 (1 - ¢2) + 360 (62)
207 4z, 630 ons 0 0 0 ’
1 =) 2
W= g5 ’;9—30’ [(m(z)(tf — )% + 8802 — 44)” + 774482 (1 - 2) + 2024] . (63)

To elaborate further, the stochastic action of Eq. (61) corresponding to the linear oscillator of Eq. (60) with d =1 is a two-variable
polynomial of degree 2 (i.e., 2d = 2). Note that the first two terms in Eq. (61) refer to the monomials whose sums of powers are
equal to 2d = 2. Moreover, it is readily seen that since ¢ (1—¢2) > 0 for 0 < §, < 1, the coefficients ¢, and ¢,, in Egs. (62) and
(63), respectively, are positive for arbitrary values of w, > 0 and 0 < ¢, < 1. Therefore, according to Lemma 1, there exists a global
minimizer for S (z).

Further, regarding the uniqueness of the solution, using the values m = 5, ¢ = 0.2 and k = 1, and the boundary conditions
(x(t;=0),%(1; =0),x (1 =1), x (1, =1)) = (0,0,-0.5, —1.0), the first-order optimality condition of Eq. (17) yields the polynomial
system of Eq. (18) that becomes

1
f1(21.2) = —= (39.6z) — 0.674) =0,
478, o0

f2 (Zl’zz) = KISO (28422 - 238 % 10_3) =0.
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Fig. 1. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a linear oscillator
under white noise (x (tf =1)=-05x% (rf =1)=-10).

Next, the characteristic polynomial of M, (for & = 1) of the quadratic form Q, corresponding to Eq. (64) is calculated via Algorithm 1
yielding

pp(d) =—-A+ 1. (65)

Eq. (65) exhibits a single sign change in the sequence of the polynomial coefficients. According to Proposition 1, M, has one positive
eigenvalue and, since the polynomial is of degree one, Q; has signature o (Q;) = 1 —0 = 1. Therefore, relying on Theorem 2, there
exists a unique global minimizer for S(z).

Furthermore, clearly, the system of Eq. (64) is already in the form of Egs. (48)-(49), and Sylvester’s dialytic method degenerates
to analytically solving directly Eq. (64). This yields z* = (0.0170,0.0001) and the corresponding objective function value S (z*)
becomes .S (z*) = 4.4204, which coincides with the estimate based on the Grébner basis approach in [22], as expected by Theorem 4.

Lastly, to provide further insight, the objective function .S (z) of the most probable path optimization problem is shown in Fig. 1
by using L =2 trial functions. The first-order optimality condition equations are included as well demonstrating the uniqueness of
the solution.

4.2. Duffing nonlinear oscillator

Next, a single-DOF Duffing nonlinear oscillator is considered, whose governing equation is a scalar version of Eq. (1); that is,
mxX +cx + kx +eg, (x,x) =w(t), (66)
where the parameter ¢ denotes the nonlinearity magnitude, and the nonlinear function g, (x, ) is given by
g (X, %) = kx®. (67)

Considering two trial functions (i.e., L = 2) and arbitrary initial and final time instants (¢; and ¢ f) in Eq. (16), the objective function
S (z) is expressed in the form of Eq. (20) as

S(2)= c6,0z16 gzt + ez Pzt + ezl + z cez%, (68)
Jal<6
where
1 (tf _ ti)ZSngZ

60 =4S, ~ 67603900 (69)
Ly - PR

“42 =z, 121687020 70)
1 @y —1)Pe? -

24 =4S, 1176307860

10
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1 @y —1)Pe?

R T B 72
06 = 475, 109396630980 72)

According to Lemma 1, since the coefficients c4 . ¢4 . ¢, 4 and ¢ ¢ in Egs. (69)—(72) are positive for arbitrary values ¢ > 0 and k € R,

there exists a global minimizer for S (z).

Next, using the same parameter values for m, ¢,k and S, as in Section 4.1 in Egs. (66) and (67), and considering the boundary
conditions (x (t; = 0),x (1, =0), x (1= 1),% (tf =1)) =(0,0,-0.5,-1.0), the characteristic polynomial of M, of the quadratic form
Q, corresponding to Eq. (18) is calculated via Algorithm 1. This yields a 25-th degree polynomial that exhibits 13 sign changes in
the sequence of coefficients. According to Proposition 1, M, has 13 positive eigenvalues and, since the polynomial is of degree 25,
the signature of Q, is evaluated as & (Q 1) =13 - 12 = 1. Therefore, based on Theorem 2, there exists a unique global minimizer for

S(z2).

Further, the Sylvester’s dialytic method is employed for solving Eq. (18), which takes the form

1 5 32 4 4 3 2.2 3 4 3
fi(z1.z) = s [esoz] + €302 25 + €1 42125 + Ca0Z) + €312 20 + €202 25 + €1 32125 + CoaZy + 307
0

2 2 3 2 2
+ 12720 F€122125 + €032, + C02] + €1 1212y + CopZ; €102 H ¢ 20 F co0l

(73)
I (zl, zz) = ﬁ [e4vlzzl‘zz + ezy3z%z; + eovsz; + e4_ozzl‘ + e3ylz?z2 + emz%z% + e1<3zlzg + eoy4z‘2‘ + e3Y0zT
+ ey 20zy +e02125 +egazd +exgzt + ey 1212, + €gnza + e 0z) + €12 + eggl,
where
cso = 8.88x 10782, e = 1.64x1078¢2,
0= 329x1078¢2, e3 = 34x107,
cg = 170x107%2, eos = 548x107!e2,
g0 = — LO1x 10762, g0 = — 8.41x 10782,
3 = — 3.36x1077€2, e3; = — 1.88x 10772,
¢ = — 2.82x1077€2, ey = — 6.05x 10782,
13 =~ 4.03x1078¢2, e13 = — 239 x 10782,
Coq = — 5.98x 10772, eos = — 1.86 x107%2,
o= 567x107%2 -2.63x10 %, es0 = 1.03x107%2,
ey = 3.09%x107%2, ey = 1.28x107%% —8.56x 107%e, 74
o= 128x107%% —-8.56x 1074, e, = 471x1077¢2,
o3 = 157x1077€2, ez = 71.62x107%2 —6.57x 10 %,
¢ == 213x107e> +1.07x 1072, e =— 6.38x107%% +2.63x 107,
ey = 128x107%% —8.56x 107", e == 5.67x107%? +4.62x 10 %,
Cop = — 2.84x107%% +2.31x 107, eop == 1.35x107%%  +9.93x 107,
clg= 606x10752 —34x107c+39.6, ey = 269x10752 —1.06x 10 %,
oy = 269%107e? —1.06% 1072, er = 145x107%e2 —1.12x 1072 +28.4,
oo = — 1.37x 10742 —0.18¢ - 0.674, egp = — 859 x 1079 ~7.24x 1072 — 2.38 x 107>
Next, Eq. (73) is cast in the form of Egs. (48)—(49). This yields
fi(z0) = ayzh + @323 + ayz3 + ay 25 + ay, (75)
fa (22) = bsz3 + byzy + b33 + byz3 + by 2y + by, (76)

11
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where

1
a, = m (C]AZ] + C0,4) )

1
ay = InS, (e13z1 +¢oa) s

a, = L (c”z3 +eynz2 +ei0z) + c2)
4z, 1 =1 ’ ’
1 3 2
ap = —— (6312, + ¢ 127+ 121 + ¢ .
1 azs, ( 3,127 T €2,12) 1,121 0,1)
1 5 4 3 2
ay= ——— (CSYOZI +capZ) F 6307 + Cr02] + €102 +¢o0) »
48,
1
bs = ——=eq5, 77
S = T25, 05 @7)
4 4z, 0.4
b =L(e ez +e )
3 azs, 23%] 1321 T €3)
1 2
by = —— (e,,27 + e,z +e s
2 4xS, ( 2,2%] 1221 04,2)
1 4 3 2
by = —— (e4 12, +e3,2] +e, 2y +e 2| + e s
1 azs, ( 4,12) T €312 +€y,2) 1121 0,1)
1 4 3 2
by = —— (eq02; +e302] +e,027 + €192 + € .
(] 4xS, ( 4,021 T €302] T €202 1,0%1 0,0)
Multiplying Egs. (75) and (76) by z‘z‘, z%, z%, z, and zg, z%, z,, respectively, yields the equations
a4z§ + a3z; + a2zg +a z§+a0z‘2‘ =0,
a4z; + a3zg + a2z§+a1zg + aozg =0,
a4zg + a3zg+azzg + alzg + aozg =0,
a4z§+a3zg + azzg + alzg +ayz, =0,
c14z‘21 + a3z§ + azzg +azy+ay =0, (78)

8 7 6 5 4 3
bszy + byz)y + b3zy) + byz25+b, Z; + byz; =0,
7 6 5 4 3 2
bsz) + byz) + byz3+by 25 + bz, + byz; =0,
b5zg + b4z§ + b3zg + bzzg + blzg + byz, =0,
b5z§+b4zg + b3z; + bzzg +bizy+by, =0.

Furthermore, according to Theorem 3, the determinant of the coefficients of Eq. (78) is set equal to zero as in Eq. (51). This

yields a polynomial equation in the form of Eq. (52) with ¢ = 25 that depends only on the suppressed variable z,. Next, considering
e = 1 and the initial condition z(lo) = 0, Eq. (52) is solved numerically by employing a standard Newton’s iterative optimization
scheme [21]. Similarly, the remaining variable z, is obtained by considering z, as suppressed and repeating the above steps.
Numerical results related to the iterations of the Newton’s scheme are summarized in Table 1. The objective functions .S (z) of
the most probable path optimization problem and the first-order optimality condition equations for ¢ = 1,10 and 20 are shown
in Figs. 2-4, respectively. The solutions z* and .S(z*) for various values of ¢ are summarized in Table 2. As anticipated based on
Theorem 4, the solutions coincide practically with the estimates obtained by the Grobner basis approach applied in [22].

4.3. Nonlinear oscillator with an asymmetric response PDF
Further, a single-DOF nonlinear oscillator with an asymmetric response PDF is considered, whose governing equation takes the
form
mx +cx+ kx +eg, (x, %) =w(t), (79)
where the parameter ¢ denotes the nonlinearity magnitude, and the nonlinear function g, (x, x) is given by
g (x,%) = ax? + x3. (80)

Considering two trial functions (i.e., L = 2) and arbitrary initial and final time instants (¢; and ¢ ) in Eq. (16), the objective function
S (z) is expressed in the form of Eq. (20) as

S(z) = c6,0z16 + c4’2z14z22 + c2,4z12224 + co,ﬁzzf’ + z e 2%, (81)
|al<6

12
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(b) Objective function

Fig. 2. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a Duffing nonlinear
oscillator with £ = 1.0 and using L =2 trial functions (x (1, = 1) = -0.5,x (1, = 1) = -1.0).

Table 1
Numerical optimization iterations for a Duffing nonlinear oscillator.
e=1.0 e =10 e =20 e =100
Z(lk) |Z(1k+1) _ Z(lk)l Z(lk) |Z(lk+l] _ Z(lk)l Z(lk) |Z(lk+1j _ Z(lk)l Z(lk) |Z(lk+1j _ Z(lk)l
0 2.11E-2 0 5.93E-2 0 9.89E-2 0 0.329
0.0211 4.52E-4 0.0593 3.72E-3 0.0989 1.08E-2 0.3286 0.146
0.0216 2.04E-7 0.0630 1.41E-5 0.1097 1.22E-4 0.4743 2.81E-2
0.0216 4.14E-14 0.0630 2.02E-10 0.1098 1.54E-8 0.5023 9.61E-4
0.0216 3.34E-18 0.0630 1.82E-19 0.1098 2.48E-16 0.5033 1.1E-6
0.5033 1.44E-12
0.5033 4.76E-17
Z(2k) |Z(2k+1) _ Z(zk)l Z(2k) |Z(2k+l] _ Z(2k)| Z(2k) |Z(2k+1j _ Z(2k)| Z(zk) |Z(2k+1j _ Z(2k)|
0 2.65E-3 0 2.73E-2 0 5.84E-2 0 0.749
0.0027 1.08E-5 0.0273 1.12E-3 0.0584 4.98E-3 0.7491 0.674
0.0026 1.82E-10 0.0262 1.98E-6 0.0534 3.95E-5 0.07491 0.407
0.0026 1.12E-19 0.0262 6.12E-12 0.0534 2.46E-9 0.4816 0.288
0.0262 1.17E-19 0.0534 1.24E-17 0.1939 0.139
0.333 2.66E—2
0.3064 1.26E-3
0.3052 2.71E-6
0.3052 1.27E-11
0.3052 5.74E-18
Table 2

Optimal solution and objective function values for a Duffing
nonlinear oscillator under white noise.

I3 z* S(z*)
e=1.0 (0.0216, 0.0026) 4.4517
=10 (0.0630, 0.0262) 4.7427
=20 (0.1098,0.0534) 5.0861
£=100 (0.5033,0.3052) 8.4904

13
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Fig. 3. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a Duffing nonlinear

oscillator with £ = 10 and using L =2 trial functions (x (1, =1)

50f

25¢

& o
2 — filz1,22) =0
_50k = Plz1,2) =0

-50 -25 0 25 50

(a) First-order optimality condition
equations

-05,% (1, = 1) = -1.0).

(b) Objective function

Fig. 4. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a Duffing nonlinear

oscillator with £ =20 and using L =2 trial functions (x (1, =1)

where

o1 (t; —1)P?
60 7478, 67603900
ool (ty —1)P?
427478, 121687020 °
o] (t; =126
24 7478, 1176307860
o1 (ty —1)" €
06 7478, 109396630980

—0.5,% (t; =1) = -1.0).

(82)

(83)

(84)

(85)

According to Lemma 1, since the coefficients cg,c;,,¢,4 and ¢y in Eqs. (82)~(85), are positive for arbitrary values £ > 0, there

exists a global minimizer for S (z).
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Next, utilizing the parameter values, m = 1, ¢ = 0.2, k = 1, and E(w () w( + 1)) = 2z5,6(z) with S, = 0.5 in Egs. (79)
and (80), and considering the boundary conditions (x (#; =0) ,% (1, =0) ,x (tf =1),x (tf =1)) = (0,0,-0.3,-0.8), the characteristic
polynomial of M, of the quadratic form Q, corresponding to Eq. (18) is calculated via Algorithm 1. This yields a 25-th degree
polynomial exhibiting 13 sign changes in the sequence of coefficients. According to Proposition 1, M, has 13 positive eigenvalues
and, since the polynomial is of degree 25, the signature of Q, takes the value ¢ (Q,) = 13— 12 = 1. Therefore, based on Theorem 2,

there exists a unique global minimizer for S(z).

Further, the Sylvester’s dialytic method is employed for solving Eq. (18), which takes the form

1 5 3.2 4 4 3 2.2 3 4 3

fl (Zl, ZZ) = 47[50 [65,021 + CS,ZZ]ZQ + C1,4ZIZ2 + C4’OZ1 + C3,1Z122 + cz,zzlzz + 61’32122 + 00,422 + C3,OZ1

+ ey 222y + 0192125 + €328 + €a078 + 0112120 + €223 + €021 + €01 22 + Copl, (86)
/> (zl, zz) = ﬁ [d4’1z11‘z2 + d2,3z%z; + dovszg + 114,051l + d3,12?22 + d2,2z%zg + d1Y3zlz; + d0,4z‘2‘ + d3,0zT

+ dz’lz%zz + dl,zzlzg + d0,3zg + dz,oz% +dy 212 + dng +dy gz +dy 25 +dgpl,

where

cso= 8.88x107%¢2,
o= 328x107%2,
cla= 170x107%2,
o= 258x10%a€? -420x1077¢?,
ey =— 1.72x1077e2,
o= 672x1077ae® —125x1077€2,
13 =— 2.09x 10782,
coa= 134x107%a€> 276 x 107%2,
0= 1.83x107a%2 —1.01 x 107%ae? +1.09 x 10702 —4.96 x 10, 7)
¢ == 371x107%e€? +7.18 x 10772,
cla= 2.89x107%%€? —1.86 x 10 Cac? +2.89 x 1077 €2 ~1.67 x 107 e,

o3 =— 1.79x1077ae? +3.87 x 10782,
0=~ 5.66x107a%? +2.20 x 10 ae? ~2.12 x 10702 —6.43 x 10 %ae +6.06 x 10~%¢,
— 1.72x 107362 +1.17 x 1075262 —1.50 x 107%2 +4.72 x 10~ e,

1=

con = — 4.51x107%a%€? +2.59 x 10 ac® ~3.49 x 1077e? ~1.12x 107%ae +1.91 x 10~%,

clo= 9.86x107a%? =3.66 x 107ac? +3.61 x 10702 +1.41 x 102 ae +7.78 x 10™*¢ + 1.53,
o1 = 333x107a%? —1.60 x 1077 ae? +1.83 x 1072 +2.66 X 10 ae —2.41 x 107%,

oo = — 1.30x 107%a%€? +5.30 x 107ae? =5.75 x 10702 +3.11 x 107%ae ~7.85 x 107¢ — 0.109,
and

dyy = 1.64x10782,

dyz = 340x 1072,

dos = 548x107!1e?

dyg=— 430x1078¢2,

dy, = 448x1077ae? —8.34x 10782,

dyy = — 3.14x 10782,

diz= 538x107%ae? —1.1x10782,

doy = — 9.79x 107102,

dyg=— 1.24x107%€? +2.39 x 1077¢2,

dyy = 2.89x 1070022 ~1.86 x 10%ac? +2.89 x 1077 €2 —1.67 x 10~ ¢,

15
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- 538x1077ae? +1.16 x 1077 €2,
dzg= 137x1077a%? —9.86 x 1078ae? +1.87 x 1078¢2 ~1.29 x 107,

S
©
I

dyo = — 8.62x 107%a2¢2 +5.86 x 10 %ac? ~7.51 x 1077 €2 +2.36 x 10~ e,
diy == 9.01x 1070022 +5.19 x 10%ac? —6.99 x 1077 €2 —-2.24 x 1072 ae +3.82 x 107%¢, 8)
doy = — 1.55x 1070022 +1.19 x 10 %ac? —1.77 x 1077 €2 +9.8 x 107¢,
dig= 333x107a%2 -1.6x 107%ac® +1.83 x 10702 +2.66 x 1072 ae —2.41 x 107%,
doy = 1.68x107a%2 —8.56 x 10 Cac? +1.06 x 10702 +2.87 x 1072 ae —4.22 x 10™%¢ + 1.12,
dog = — 7.32x 107022 +3.36 x 107 ac® =3.94 x 10702 +1.12x 107%ae -3.92 x 107¢ — 1.25 x 107,
Next, Eq. (86) is cast in the form of Egs. (48)—(49). This yields
fi(22) = ayzy + a323 + ayz3 + a2, + ay, (89)
fa (22) = bsz3 + byzi + b3z + by 22 + by 25 + by, (90)
where
1
a, = m (c1421 +co4) -
1
ay = =S, (e1321 +coa) s
1
a, = E (c3yzzzl’ + ‘-’2,22% +ci0z) + 50,2) S
1 3 2
a; = m (03,lz| +teppz) tC 2 + CO,I) s
1
ay = m (CS,OZ? + (:4’0z‘1l + 03,0[? + Cz,OZ% + 1021 + o) »
1
b5 = Edo’s’ (91)
1
by = ——dy4,
4 xS, 04
1 2
by = 5 (dy327 +dy 32y +dy3)
1
by = S, (dyp22 +dy oz +dyy) .
1 4 3 2
b, = =S, (dy 2] +ds,2; +dy 27 +dy 2 +dgy )
1
by = s (dyozt +dy oz +dyozs +dy g2y +dpg) -
Multiplying Egs. (89) and (90) by z3,z3, 22, z, and z3, 22, z,, respectively, yields the equations
a4z§ + a3z; + azzg + a1z§+aoz‘21 =0,
a4zz + a3zg + a27,;+a17f21 + aozg =0,
a4zg + a3z§+az,z;1 + alz; + aoz§ =0,
a4z§+a3z;1 + azz; + alz§ +ayz; =0,
a7y + a3z3 + amzi+ajzy+a, =0, (92)
b5z§ + b4z; + b3zg + bzz;+b1z3 + boz; =0,
bSZ; + b4zg + b3z§+b2z3 + blzg + bozg =0,
bszg + b4z§ + b3zg + bzz; + blzg + byz, =0,
bszy+byzy +b3zy + byzy + byzy + by =0.

Furthermore, according to Theorem 3, the determinant of the coefficients of Eq. (92) is set equal to zero as in Eq. (51). This
yields a polynomial equation in the form of Eq. (52) with ¢ = 25 that depends only on the suppressed variable z,. Next, considering
e = 1, a = 1.5 and the initial condition z(lo) = 0, Eq. (52) is solved numerically by employing a standard Newton’s iterative
optimization scheme [21]. Similarly, the remaining variable z, is obtained by considering z, as suppressed and repeating the above
steps. Numerical results related to the iterations of the Newton’s scheme are summarized in Table 3. The objective functions .S (z)
of the most probable path optimization problem for e =1 and a = 1.5, e = 10 and a = %, and € =50 and a = 32\—6 are shown in
Figs. 5-7, respectively. The solutions z* and S(z*) for various values of ¢ and a4 are summarized in Table 4. As anticipated based

on Theorem 4, the solutions coincide practically with the estimates obtained by the Grobner basis approach applied in [22].
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Fig. 5. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator
with an asymmetric response PDF with ¢ = 1 and a = 1.5 using L =2 trial functions (x (1, = 1) =-0.3, % (1, =1) = -0.8).

Table 3
Numerical optimization iterations for a nonlinear oscillator with an asymmetric response PDF.
e=1, a=150 €=10, a= 20 e=50, a= 22 €=100, a=0.150

Z(Ik) lz(lk+l) _ Z(‘k)l Z(lk) |Z(Ik+l) _ Z(Ik)l Z(‘k) |Z(Ik+l) _ Z(Ik)l Z(Ik) |Z(lk+l) _ Z(Ik)l
0 4.67E-2 0 2.78E-2 0 9.43E-2 0 1.09E-1
0.0467 7.95E-4 0.0278 1.34E-3 0.09431 1.48E-2 0.1086 8.11E-2
0.0459 2.34E-7 0.0265 3.23E-6 0.1091 7.68E—4 0.1897 5.13E-2
0.0459 2.02E-14 0.0264 1.89E-11 0.1084 2.57E-6 0.241 2.09E-2
0.0459 2.07E-18 0.1084 2.86E-11 0.2619 3.09E-3

0.265 6.07E-5
0.2651 2.30E-8
0.2651 3.41E-15

Z(zk) Iz(zk+1) _ z(zk>| z;k) IZ(2k+1) _ Z(Zk)l z(zk) |Z(2k+l) _ Z(zk)l z(zk) |Z(2k+1) _ Z(zk)|

0 3.89E—4 0 1.05E-3 0 1.12E-1 0 10

—0.0004 5.22E-7 —-0.0011 3.79E-6 0.112 2.99E-2 10 9

—-0.0004 9.36E-13 —-0.0011 4.91E-11 0.0818 3.42E-3 1 0.5

—0.0004 1.20E-20 0.0783 4.21E-5 0.5 0.25
0.0783 6.32E-9 0.25 3.47E-2
0.0783 1.39E-16 0.2153 4.98E-3

0.2103 9.59E-5
0.2102 3.51E-8
0.2102 4.69E-15
0.2102 1.98E-18

Table 4
Optimal solution and objective function values for a nonlinear
oscillator with an asymmetric response PDF under white noise.

£, a z* S(z*)
e=1, a=150 (0.0459, —0.0004) 1.6827
=10, a= %)To (0.0264, —-0.0011) 1.5984
=50, a= %E (0.1084,0.0783) 1.7934
£ =100, a=0.150 (0.2651,0.2102) 2.2707
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Fig. 6. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator

with an asymmetric response PDF with ¢ = 10 and a = %Oﬁ using L =2 trial functions (x (1, =1) =-0.3, x (1, =1) = -0.3).

I 1.25% 106
N 1.00% 106
750000
"B e =0 500000
— flza,2) =0 I 250 000
—50- | .

-50 =25 0 25 50

50

(b) Objective function

2
(a) First-order optimality condition

equations

Fig. 7. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator

with an asymmetric response PDF with £ =50 and a = %E using L =2 trial functions (x (1, = 1) =-0.3, x (1, =1) = -0.3).

4.4. Nonlinear oscillator with a bimodal response PDF

Next, a single-DOF nonlinear oscillator with a bimodal response PDF is considered, whose governing equation is given by
mx +cx+ kx +eg, (x, %) =w(), 93)
where
&y (x, %) = —ax + x3. 949

Considering two trial functions (i.e., L = 2) and arbitrary initial and final time instants (+; and 7 ) in Eq. (16), the objective function
S (z) is expressed in the form of Eq. (20) as

S(z)= c(,yoz]6 + c4,2z14z22 + czy4z12z24 + c0,6z26 + Z cez%, (95)
<6
where
1 @ —1)Pe

1 o her 96
60 =4S, 67603900 (96)

18



A. Nawagamuwage et al.

1 @ — 1)

42 =4S, 121687020 °

1 (tf _ ti)2582

24 = 4xS, 1176307860

06 =475, 109396630980

1y —1)Pe

Mechanical Systems and Signal Processing 208 (2024) 110989

97)

(98)

(99

According to Lemma 1, since the coefficients cg,c45,¢,4 and ¢y in Egs. (96)-(99) are positive for arbitrary values ¢ > 0, there

exists a global minimizer for S (z).

Next, using the parameter values m =1, ¢ = 1.0, k = 1.0, and E (w () w (1 + 7)) = 2756 (r) with .S, = 0.0637 in Egs. (93) and (94),

and considering the boundary conditions (x (1, = 0),x (1; =0) ,x (t; = 1) ,% (1, = 1)) = (0,0,0.8,0.9), the characteristic polynomial

of M, of the quadratic form Q; corresponding to Eq. (18) is calculated via Algorithm 1. This yields a 25-th degree polynomial

exhibiting 13 sign changes in the sequence of coefficients. According to Proposition 1, M, has 13 positive eigenvalues and, since

the polynomial is of degree 25, Q, has signature ¢ (Q;) = 13 — 12 = 1. Therefore, based on Theorem 2, there exists a unique global

minimizer for S(z).

Further, the Sylvester’s dialytic method is employed for solving Eq. (18), which takes the form

fl (Zl, 22) = Flso [CS,OZ? + CS,ZZ?Zg + C1,421Z3 + 64’0241l + CS,IZ?Z2 + C2,22%Z% + 61’32122 + CO,4Z§ + C3,OZ?
+ ey 22y + 0192125 + €378 + €a028 +€112120 + €225 + €1 021 + €01 20 + Copl,
I (zl, zz) = KISO [d4,1z11‘z2 + d2,3z%z; + d0’5zg + 114,051t =+ d3_lz?z2 + d2,2z%z§ + d1,3zlz; + d0,4z‘2‘ + d3,0z7
+ dz’lz%zz + dl,zzlzg + d0,3zg + dz,oz% +dy 212 + do,zzg +dy gz +dy 25 +dgpl,
where
eso = 8.88x107%¢2,
cp = 3.28x 10782,
g = L17x107%2,
o= 226x107%2,
e = 6.41x1077€,
o= 6.07x1077€,
3= 761x10782,
coq = 1.24x10782,
30 = — 3.66 X 1077ae? +2.69 x 1077e2  —4.96 x 10~%e,
ey = 125x10762,
c1p=—577x107%e? +535x107%> —1.67x 107%,
o3 = 6.02x1077€?,
0 = — 5.89x107%ae? +1.97x 1072 -5.02x 107,
ey =— 126x107%ae? +1.01 x 107%? —2.05x 107,
con = — 4.09x1077ae? +2.18 x 107%¢2 —-9.85x 10~%e,
clg= 3.17x107a%? —4.14 x 1073 ae? +9.79 x 107*€2 +6.98 x 10ae —1.18 x 10%¢ +1.57,
oy = — 1.01x107%ae? +3.75x107%> -1.03x 1072,
oo = 2:02x1072a%2 —1.53 x 10%ae? +3.24 x 1022 —1.60 x 107" ae +1.45x 107'e +8.02x 1072,
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and

dyy = 1.64x107%2,
dyz = 3.40x107%2,
dys = 548x107'e?,
dyg = 1.60x1077€?,
dy; = 4.05x1077€2,
dyy = 1.14x1077€2,
diz = 4.98x107%2,
doy = 348x107%€2,
dyg = 4.16x107%2,
dyy = — 5.77% 107 %ae?
dip = 181x107%?2,
dyz = — 2.75% 107 ae?
dyo = — 6.29x 107 ae?

di) = - 8.19% 107 ae?
dyy = — 1.09 x 107 ae?
dig=— 1.01x 10 a¢?
doy = 2.89x107%a2e?

dog = 437x107a%?

Next, Eq. (100) is cast in the form of Egs. (48)-(49). This yields

where

ay =

as

a, =

a =

ap =

bs

by

by

by

by

by

L (e +eo4)
47[S0 1,441 04)>

1
= =S, (c1321 +¢co3) -
1
48,
L
48,

L
48,
1
= ——djs,
478, 03

1
= ——dy,.
4S8, 04

+5.35x 107%¢2

+2.97x1077¢2
+5.04 X 1075¢2
+4.35%x1073¢2
+9.72 x 107%¢2
+3.75x 1074¢2

—1.67x 107%,

-1.29x 1073,
—-1.02 x 1073,
—-1.97 x 1073,
—3.75x 107,
—1.03 x 1072,
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(102)

—5.09 % 10™%ae? +1.89 x 10™%¢2 +2.48 x 10 2ae —9.68 x 10™3¢ +1.13,
—6.67% 1073ae? +1.79 X 1073¢2 +3.13 X 10 2ae +3.34 x 10™%¢ —1.56 x 1072.

4 3 2
fi (zz) =a42, +a3z; + ayz5 + a125 + ay,

3 2
(c302) + 202y + €1 021 +¢o2) »

3 2
(C3,121 + €127 +c¢21 + CO!I) 5

1
— (dmz% +di3z; + d0,3) N

= x5,

1 2
=—|(d +d

xS, ( 22%] 1221

_ 1
4rS,

1
_471'50(

+dy,),

fa (20) = bsz3 + byzy + b33 + byz3 + by 2y + by,

5 4 3 2
(cs,oz] tCy0z) +C302] T C0Z] T CoZ1 + cO,O) s

4 3 2
(dy 2} +ds 2] +dy 2y +dy 12y +dp )

4 3 2
dyozi +dyozy +dyozy +dy g2y + dyyp) -

20
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Fig. 8. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator
with a bimodal response PDF with a=1.3 and ¢ = 1 using L =2 trial functions (x (1, = 1) =0.8,x (1, = 1) =0.9).

Table 5
Numerical optimization iterations for a nonlinear oscillator with a bimodal response PDF.
a=13 a=15 a=18
Z(lk) |Z(lk+1) _ Z(lk)| Z(]k) \z(]kH) _ Z(]k)l Z(lk) |Z(lk+1) _ Z(]k)l
0 2.07E-02 0 5.98E-02 0 1.31E-02
—0.0207 2.16E-04 —0.0598 2.48E-03 0.0131 8.50E-05
—-0.0209 2.33E-08 —-0.0573 4.44E-06 0.013 3.60E-09
—0.0209 2.71E-16 —0.0573 1.42E-11 0.013 6.52E-18
Z;k) |Z;k+l) _ Z(zk)l Z(zk) ‘Z(2k+l) _ Z(zk)l Z(Zk) |Z(2k+l) _ Z(Zk)l
0 5.33E-02 0 5.98E-02 0 7.01E-02
—0.0533 1.99E-03 —0.0598 2.48E-03 —-0.0701 3.36E-03
—-0.0513 2.88E-06 —-0.0573 4.44E-06 —0.0668 8.07E-06
—0.0513 6.00E-12 —0.0573 1.42E-11 —0.0667 4.64E-11
—0.0513 4.58E-18 —0.0573 4.40E-18 —0.0667 4.19E-18

Multiplying Egs. (103) and (104) by z‘z‘, zg, zg, z, and z;, z%, z,, respectively, yields the equations
a4z§ + a3z; + azzg + alzg+a07f21 =0,

7 6 5 4 3 -
a4z, t a3z, + ayz5+a, z, + qyz; =0,

a4z(2’ + a3z§+azzg + alz; + aoz§ =0,
a4z§+a3zg + azz; + alzg +ayz, =0,
a4z3 + a3z; + @z% +ayzp+ay =0, (106)

bsz8 + byz) + byzS + byz3+b 22 + by 23 =0

5% T 042y T 032y T D225 T 012 T D04y -
7 6 5 4 3 2 —

bsz, + byzy + b3z3+by 25 + by 2z, + by 2 =0,
6 5 4 3 2 —

bszy + byz) + b3z + byz; + by 23y + byzy =0,
5 4 3 2 —

bszy+byzy + b3zy + byzy + bz + by =0

Furthermore, according to Theorem 3, the determinant of the coefficients of Eq. (106) is set equal to zero as in Eq. (51). This
yields a polynomial equation in the form of Eq. (52) with ¢ = 25 that depends only on the suppressed variable z,. Next, considering
a = 13, ¢ = 1 and the initial condition 2(10) = 0, Eq. (52) is solved numerically by employing a standard Newton’s iterative
optimization scheme [21]. Similarly, the remaining variable z, is obtained by considering z, as suppressed and repeating the above
steps. Numerical results related to the iterations of the Newton’s scheme are summarized in Table 5. The objective functions .S (z) of
the most probable path optimization problem and the first-order optimality condition equations for a = 1.3, 1.5 and 1.8, considering
e = 1 are shown in Figs. 8-10, respectively. The solutions z* and .S(z*) for various values of a are summarized in Table 6. As
anticipated based on Theorem 4, the solutions coincide practically with the estimates obtained by the Grobner basis approach
applied in [22].
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Fig. 9. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator
with a bimodal response PDF with a = 1.5 and ¢ = 1 using L =2 trial functions (x (1, = 1) = 0.8,x (1, = 1) = 0.9).
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Fig. 10. First-order optimality condition equations and objective function of the most probable path optimization problem corresponding to a nonlinear oscillator
with a bimodal response PDF with a = 1.8 and & = 1 using L =2 trial functions (x (1, = 1) =0.8,x (1, = 1) = 0.9).

Table 6

Optimal solution and objective function val-
ues for a nonlinear oscillator with a bimodal
response PDF under white noise.

a z* S(z*)
a=13 (—0.0209, —0.0513) 4.6669
a=15 (—0.0064, —0.0573) 4.5140
a=18 ( 0.0130,-0.0667) 4.3156

5. Concluding remarks

Various techniques have been developed in this paper for addressing the existence, uniqueness and numerical calculation of WPI
most probable path solutions. Specifically, for the first time in the literature, results have been obtained regarding the existence
and uniqueness of solutions pertaining to the most probable path BVP described by the coupled system of multivariate polynomial
equations shown in Eq. (18). To elaborate further, first, it has been shown that for the commonly considered case of the system
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nonlinearity being of polynomial form, there exist globally optimal solutions corresponding to the most probable path optimization
problem. Second, relying on algebraic geometry concepts and tools, a condition has been derived for determining if the BVP for the
most probable path exhibits a unique solution over a specific region.

Furthermore, a novel approach based on Sylvester’s dialytic method of elimination has been developed for calculating numerically
the most probable paths. The rationale of the method relates to reducing the complexity of the nL system of coupled multivariate
polynomial equations described by Eq. (18). In fact, the computational cost associated with solving numerically Eq. (18), by applying,
indicatively, the Newton’s iterative scheme developed in [22], becomes non-trivial for an increasing number of unknowns (p = nL)
when higher-dimensional n-DOF systems are considered. Remarkably, it has been shown that the proposed method circumvents
the above challenge by eliminating one or more variables successively, and thus, yielding nL univariate polynomial equations to
be solved independently. Notably, it has also been proved that both the Grébner basis approach employed in [22] and the herein
proposed dialytic method yield the same set of solutions for the BVP. Various numerical examples pertaining to diverse nonlinear
oscillators have been considered for demonstrating the capabilities of the developed techniques.
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