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PyDFT-QMMM is a Python-based package for performing hybrid quantum mechan-

ics/molecular mechanics (QM/MM) simulations at the density functional level of

theory. The program is designed to treat short-range and long-range interactions

through user-specified combinations of electrostatic and mechanical embedding pro-

cedures within periodic simulation domains, providing necessary interfaces to external

quantum chemistry and molecular dynamics software. To enable direct embedding of

long-range electrostatics in periodic systems, we have derived and implemented force

terms for our previously described QM/MM/PME approach [Pederson and McDaniel,

J. Chem. Phys. 156, 174105 (2022)]. Communication with external software pack-

ages Psi4 and OpenMM is facilitated through Python application programming inter-

faces (APIs). The core library contains basic utilities for running QM/MM molecular

dynamics simulations, and plug-in entry-points are provided for users to implement

custom energy/force calculation and integration routines, within an extensible ar-

chitecture. The user interacts with PyDFT-QMMM primarily through its Python

API, allowing for complex workflow development with Python scripting, for exam-

ple interfacing with PLUMED for free energy simulations. We provide benchmarks

of forces and energy conservation for the QM/MM/PME and alternative QM/MM

electrostatic embedding approaches. We further demonstrate a simple example use

case for water solute in water solvent system, for which radial distribution functions

are computed from 100 ps QM/MM simulations; in this example we highlight how

the solvation structure is sensitive to different basis-set choices due to under- or

over-polarization of the QM water molecule’s electron density.

PACS numbers: 07.05.Tp, 31.15.-p, 31.15.E-, 31.15.Ne, 02.70.Ns, 02.70.-c, 02.90.+p,

Keywords: Density functional theory, Molecular dynamics, Quantum mechanical/-
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I. INTRODUCTION

Hybrid quantum mechanics/molecular mechanics (QM/MM) is a multiscale modeling

methodology for investigating condensed-phase, chemical processes with atomistic resolu-

tion. It is widely understood that the influence of the condensed-phase environment can

have a profound impact on the chemistry of solutes,1–6 and a variety of computational meth-

ods have been devised to capture such effects.3,7–10 For most applications, it is intractable to

explicitly model extended solvent environments with full ab initio wavefunction or density

functional theory (DFT) quantum chemistry (QC) treatments,11 so the interaction between

the solute and the solvent must be modeled approximately, at a lower level of theory. Sol-

vent models are typically constructed in one of several ways: implicitly, through reaction

field and polarizable continuum models;8,12–15 explicitly, through atomistic QM/MM, where

solvent molecules are represented by an MM forcefield;8,16,17 or as a combination of explicit

and implicit representations, such as in QM cluster-continuum models,8,12,13,18,19 bound-

ary potential models,12,20–24 and QM/MM/Continuum methods.7,12,25,26 There is no general

heuristic for the choice of solvent representation for a given chemical system,8,9,18 and the

quality of computations will depend greatly on the parameterizations of the implicit or ex-

plicit solvent model;6,27,28 however, explicit solvent representation offers the ability to capture

dynamic effects of the solvent at an atomistic resolution. Accordingly, QM/MM methodol-

ogy has been employed to investigate a wide range of phenomena in the condensed phase,

including organic chemical reactions,6,29–32 excited state dynamics,16,33–37 and enzymatic and

heterogeneous catalysis.10,16,37–41

The application of dynamic QM/MM simulations combines the methodologies of multi-

ple disciplines, including quantum chemistry, molecular mechanics, and molecular dynamics

(MD) simulations. The interdisciplinary nature of multiscale modeling presents both the-

oretical and technical challenges which must be addressed,42,43 often in concert. The basic

QM/MM formalism involves a subsystem treated at a QM level of theory, embedded within

a solvation environment treated at the MM level of theory. These subsystems of the simula-

tion domain are generally referred to as the “QM region” and “MM region” in the literature;

however, we opt for the nomenclature of Truhlar, Lin, and co-workers—where the QM region

is referred to as the primary subsystem and the MM region is referred to as the secondary

subsystem17,44–46—in order to decouple levels of theory from physical regions of the chemi-
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cal system under study. Practical considerations include how to partition the system, which

levels of theory to apply in calculations, and how to model the physical coupling between

subsystems.9,47 Because common applications of QM/MM including molecular dynamics

simulations and geometry optimizations require many sequential force and/or energy calcu-

lations, several methodological decisions that impact computational speed/tractability must

be made.

The QC routines are typically the most computationally expensive part of a QM/MM

calculation,9,11,48 so both the size of the primary subsystem and the level of electronic struc-

ture theory will dictate computational cost. The membership of the primary subsystem

should at least include the moieties which are directly involved in the chemical process of

interest, e.g. charge transfer or bond formation and fission.47,49–51 The choice of primary

subsystem will also depend on the system-size scaling of the QC method. Fast-scaling

semiempirical (SE) QC methods, including those based on the neglect of diatomic differen-

tial overlap (NDDO) approaches,52 density functional tight-binding (DFTB),53,54 and related

empirical valence bond (EVB) formalisms,55 have been widely used in QM/MM studies due

to their computational efficiency. The steady growth of computational resources and in-

termittent algorithmic improvements has also led to increasing application of DFT11,48,56

and correlated wavefunction37,57,58 QC methods in QM/MM studies in recent years. In this

regard, it is generally understood that DFT provides a good compromise between speed and

accuracy.9,37,42,47 While our methodological and software discussion focuses on QC software

that utilizes atomic orbital (AO) bases, alternative QM/MM implementations have utilized

planewave bases,59–62 mixed Gaussian-planewave bases,63–65 numerical orbital bases,66,67 or

real-space grids.68–70

The physical coupling between the secondary and primary subsystems is a key compo-

nent of QM/MM methods that warrants discussion. Interactions between subsystems are

calculated through “embedding” schemes. The most basic form of embedding is mechani-

cal embedding, whereby the interaction between the primary and secondary subsystems is

mediated entirely at the MM level of theory.16,17,71–73 This clearly has limitations when the

primary region is not well described by a classical forcefield,9,16,44,72,74 for example going

from reactants to transition state to products in a chemical reaction. Electrostatic embed-

ding is the standard embedding practice in QM/MM methodology,16,17,72,73 and it allows

the charge distribution of the secondary subsystem to polarize the electron density of the
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primary subsystem during the self-consistent field (SCF) procedure. Such an approach re-

quires that the QC software provide the option to add the potential from arbitrary point

charges into the SCF calculation and that gradients at the embedded point charge coor-

dinates are available for dynamics propagation. Electrostatic embedding schemes differ in

their treatment of long-range electrostatics. Some QM/MM approaches utilize a cluster

model with finite boundaries, coupled with a reaction field representation of the extended

environment.15,20–22,25,75 Alternatively, the system may be modeled with periodic boundary

conditions (PBC), with different possible treatments of electrostatic embedding; real-space

embedding is incorporated up to distance-based cutoff, with longer range interactions trun-

cated through smoothing or shifting functions,76–79 accounted for using Ewald summation

approaches,80–93 or modeled with other techniques.94–96

This manuscript describes our recently developed PyDFT-QMMM software for DFT-

based, QM/MM molecular dynamics simulations. Our software development has been moti-

vated and inspired by the ever expanding role of QM/MM methods for investigating complex

chemical systems, and the need for versatile multiscale modeling machinery and interoper-

able software. There is a long history of QM/MM software development;97,98 in this regard

it is profitable to discuss prior work and implementation paradigms to provide context for

our present software development efforts. The first application of QM/MM made use of

spectroscopy-derived forcefield parameters and an early SE QC program in 1976,99 and the

first publicly distributed QM/MM software was developed 10 years later: QUEST, an inter-

face between Gaussian-80 (UCSF) and AMBER.100 In the subsequent decades, a plethora

of QM/MM software implementations were developed,61–64,66–70,75,83,101–171 in addition to

countless research codes that were never broadly reported or distributed.172 These QM/MM

software implementations can be roughly classified according to their architecture as: stan-

dalone packages that contain both QC and MD routines, dedicated interfaces between extant

QC and MD packages, and general interfaces between QC and MD packages.17,98,162

Standalone QM/MM implementations have historically grown out of pre-existing QC

or MD software,17,98 where the package realizes an implementation of the complemen-

tary QM/MM component. MD packages that have incorporated QC routines include

CHARMM,102,113 BOSS,104,173 AMBER,83,105,108 and GROMACS,136 but the implementa-

tion of internal QC routines is typically limited to SE QC methods. General electronic

structure packages that have incorporated MM or MD routines include Gaussian,106,174,175
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HONDO,75 NWChem,133 ADF,137 PQS,134 and GAMESS.135 While a greater variety of QC

methods are offered by electronic structure packages, the MM implementations within these

packages may be limited to a few general forcefield parameterizations or simple dynamics

propagation schemes. We further note a contingent of specialized DFT codes which have

incorporated MM routines, including CP2K,63,64 DeMon2k,119,132,143 CP-PAW,111,112 and

the grid-based DFT software of Takahashi and co-workers.69,70 Other standalone QM/MM

packages have been developed specifically to employ QM/MM methodology, as in the case

of MOPS,131 Dynamo/pDynamo,103,114,130 or Platypus.117 While the standalone architec-

tural approach offers the convenience of utilizing a single, “monolithic” package,172,176,177

it requires significant initial and continuous effort to write, test, and maintain duplicate

implementations of existing methods. Given that there are many MD and QC programs

that are designed and optimized by specialists within their respective fields, it seems natural

to realize QM/MM methodology by bridging the functionality of these packages.43

Many QM/MM implementations have been realized through interfacing between existing

packages. One such approach is the creation of dedicated interfaces between QC and MD

packages,61,62,66,67,100,138–148 which benefits from the strengths of the chosen packages. It has

been noted that many early interfaces of this type relied on modifications to the respective

package source codes, requiring re-compilation and introducing tight coupling between the

packages.116,129,140,142 Without community and official package support, such interfaces are

difficult to maintain or install. The challenges arising from tightly coupled interfaces are by-

passed by devising alternate schemes for package interoperation, which may be accomplished

through input/output (I/O) parsing within a shared file system;115,116,139,142,145,166 inter-

process communication schemes, such as piping,67,152,168,177 message passing,116,144,169–171

remote call procedures,120,161,162 or shared memory;101,129,168 or in-process schemes, where

the different programs are loaded in memory and communicate through local method

calls.68,121,125,167,168,177 Since these communication schemes do not typically require modifi-

cations to the underlying QC or MD packages, QM/MM interfaces can be generalized to

support arbitrary pairings of QC and MD packages, and these interoperation schemes have

been employed in many general QM/MM interface packages149–170 as well as more general

computational chemistry programs.115,171,177

The speed and flexibility of available communication schemes is a central concern when

performing QM/MM simulations. The I/O file scheme is simple and relatively maintainable
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due to the stability of file templates in packages, but program initialization, program ter-

mination, and file system access introduce computational overhead.144,158,161,162,167,171 Inter-

process communication permits QC and MD programs to run concurrently, avoiding the

latency associated with starting and stopping programs. In-process communication addition-

ally benefits from having all programs loaded in memory, where they may access or write data

without the duplication required to communicate between concurrent processes.167,168,177

In-process communication is typically facilitated by an application programming interface

(API), which may be implemented in one or another programming language. APIs utilizing

Python bindings have steadily grown in popularity within computational chemistry over

the past decade,68,125,171,177–181 owing to its human-friendly syntax177,180,182 and its extensive

ecosystem of other advanced packages.125,177,180 These features make Python a scripting lan-

guage par excellence, enabling users to create more advanced workflows.115,122,155,156,171,177–183

Several general QM/MM interfaces with Python-based communication have been developed,

including ASE,109,177 ASH,121 Janus,167 and QMCube.168 We further note that QM/MM

packages employing other communication schemes have implemented Python APIs, includ-

ing ChemShell,155,156 MiMiC,122 ADF,115 and the MolSSI Driver Interface.171

While communication techniques have generally improved and language bindings have

spread, QM/MM methodological considerations may still be limited by the capabilities of

the underlying QC and MD software. The benefit of pairing arbitrary QC and MD packages

is apparent: the user is able to access implementations of myriad QC and MD approaches

as well as differing implementations of comparable approaches;121,168,171,177 however, the

generality of interfaces to external software may come at the cost of the availability and

extensibility of QM/MM approaches. More general frameworks implement different com-

munication schemes depending on the selected packages, and the full range of QM/MM

capabilities are not necessarily shared across programs. Accordingly, the extent and perfor-

mance of QM/MM functionality is dependent on user input, requiring that the user knows

some of the underlying software implementation details. The inconsistency between inter-

faces also presents a challenge to the extension of QM/MM embedding techniques within

these frameworks. Licensing and closed-source distributions of software may further com-

plicate the application and development of QM/MM approaches.167,184,185 As an example

of an alternate philosophy, the authors of the Janus package only interface their program

to open-source packages with Python bindings and explicitly denote the applied QM/MM

7
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schemes.167 The Janus package further abstracts partitioning and embedding procedures,

allowing for facile extension; however, the generation of system data and the propagation

of simulations is tightly coupled to the MM interface. This is a natural choice, given that

MD software is built for simulation, but the separations between system construction, data

containers, energy and force calculations, and dynamics propagation are useful abstractions

used in other software.177,181,186

In this work, we present PyDFT-QMMM: a modular, lightweight, and entirely Python-

based QM/MM package for performing DFT-based QM/MM MD simulations. The software

is built upon the Psi4 electronic structure software179,187 and OpenMM molecular dynamics

software,181,188 acting as QC and MM calculation engines, respectively. PyDFT-QMMM

provides a flexible framework for modifying or extending embedding, partitioning, and sam-

pling routines. This flexibility is facilitated through Python-based interfaces to Psi4 and

OpenMM for in-process communication, as well as adherence to an object-oriented design

philosophy that stresses separation of responsibilities, clear contracts and specifications de-

fined in abstract classes, and provision of hooks and templates for extension. Additionally,

we employ a user philosophy comparable to that of OpenMM,181,186 privileging scripting over

input file parsing. In accord with this philosophy, the data structures of PyDFT-QMMM

have parallel behavior to and are able to interoperate with the data structures found in

the Python Standard Library and the NumPy library. These features permit finer control

over embedding procedures, including those relevant to QM/MM within a periodic simula-

tion domain. The remainder of this manuscript is organized as follows: the mathematical

QM/MM formalism and a taxonomy of embedding approaches are presented in Section II,

the implementation details of the PyDFT-QMMM package are presented in Section III, and

benchmarks and simple example use cases for the package are presented in Section IV.

II. THEORY

A. QM/MM Hamiltonian

QM/MM Formalism . QM/MM calculations begin with the construction of a uni-

verse, U, from which an explicit system, S, and an environment, S̄, are defined, as in Figure

1a. The chemical subsystem of interest and some amount of the solvent must be part of the
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explicitly-modeled simulation domain S in order to replicate the structure and behavior of

the condensed phase. Conventional MD makes use of PBC, where the simulation domain

S comprises the principal simulation box or cell, and the surrounding environment S̄ con-

sists of periodic replicas of S (Figure 1c). Various QM/MM schemes have been proposed

in which S comprises the primary and secondary subsystems, and S̄ might be a reflecting

wall, a boundary potential, a stochastic boundary, or periodic replicas of S as modeled uti-

lizing PBC, similar to conventional MD. In this work, we will focus on the specific choice

of periodic boundary conditions, such that S̄ consists of periodic replicas of S. While it is

straightforward to partition a simulation domain into primary and secondary subsystems, a

thorough discussion of long-range interactions necessitates a subtle refinement in our nomen-

clature. We extend the definitions of primary and secondary subsystem presented in Section

I to further partition the “MM region” and complement S̄ of the simulation domain into a

secondary (II) and tertiary (III) subsystem, corresponding to the local and extended solvent

environments, respectively (Figure 1b). For periodic boundary conditions (our focus), the

tertiary III subsystem will generally include both molecules within the principal simulation

box, as well as all periodic replicas of the principle simulation box (Figure 1c). These par-

titioning schemes, starting from the highest level of abstraction, are depicted in Figures

1a–c.

FIG. 1. The QM/MM system may be partitioned according to a) explicit, atomistic representation

in the universe of the physical problem or b) proximity to the subsystem whose electronic structure

is under study; c) depicts the periodic boundary conditions that are the focus of this work.

Our proposed partition draws a distinction between short/medium-range (region II) and
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long-range (region III) intermolecular interactions with the primary subsystem (region I).

This division generates a specific I-III term that explicitly represents long-range interac-

tions between the primary and tertiary subsystem, which may otherwise be ambiguous. We

note that this partitioning scheme is analogous to that employed in MD codes to evalu-

ate electrostatic interactions, in which I-II and I-III interactions are treated in real space

and reciprocal space respectively within Ewald-based methods.189 The secondary subsys-

tem II thus consists of the atoms or molecules which may be included within a real-space

electrostatic embedding procedure, as defined up to some cutoff distance. Among various

QM/MM implementations, interactions between the primary (I) and tertiary (III) subsys-

tems may be modeled through reaction field or boundary potential,15,20–22,25,75 smoothing

or switching functions,76–79 real-space summation schemes,94–96 reciprocal-space Ewald sum-

mation schemes,80–93 or entirely neglected.140 In our approach, termed “QM/MM/PME” as

described below, long-range electrostatic interactions between regions I and III are explicitly

incorporated utilizing particle-mesh Ewald algorithms.

The total Hamiltonian describing the QM/MM system is

HTotal = HQM + HMM + HQM/MM

= HQM
I-I + HMM

{II∪III}-{II∪III} + H
QM/MM
I-II + H

QM/MM
I-III

= HQM
I + HMM

II,III + H
QM/MM
I-II + H

QM/MM
I-III ,

(1)

where we introduce our notation in the second line and provide a convenient shorthand in the

final line. The superscripts describe the level of theory applied, and the subscripts describe

the intra- or inter-subsystem interaction modeled. The QM/MM superscript refers to the

coupling of subsystems which may have both QM and MM components. The first term of

the final two lines, HQM
I , represents the intra-subsystem interactions within the primary sub-

system, and we employ Kohn-Sham DFT as the QM level of theory in this work. The second

term of the final two lines, HMM
II,III, represents the intra- and inter-subsystem interactions of

the secondary and tertiary subsystems and reduces to the energy and force expressions given

by an MM (e.g. forcefield) description. The third and fourth terms, H
QM/MM
I-II and H

QM/MM
I-III ,

of Equation 1 represent the interaction between the primary subsystem I and surrounding

environment (II and III), as modeled with both QM and MM components.

The coupling Hamiltonian of the primary subystem, or the QM/MM interaction between

the primary subsystem and the environment, may be rewritten as
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HQM/MM = HQM,elst
I-II + HMM,non-elst

I-II + HQMorMM,elst
I-III , (2)

where the interaction between the primary and secondary subsystems is decomposed into:

an electrostatic embedding term, HQM,elst
I-II ; and a mechanical embedding term, HMM,non-elst

I-II ,

which is a forcefield contribution capturing exchange repulsion and dispersion interactions

(for example, using a Lennard-Jones potential). For Ewald-based QM/MM approaches, the

interaction between the primary and tertiary subsystems, HQMorMM,elst
I-III , can be modeled

with mechanical embedding,91 direct electrostatic/PME embedding,86,92 or hybrid schemes

in which interactions with the extended environment are described through fitted auxiliary

point charges83,87–90,93 or effective potentials.80–82

In our direct QM/MM/PME approach,92 HQMorMM,elst
I-III explicitly incorporates electro-

static interactions of the full periodic system with the electron density of the primary (QM)

subsystem. It is assumed that a sufficiently long cutoff distance (e.g. 12–14 Å) is used to

define the tertiary (III) subsystem (Figure 1), so that only electrostatic interactions are con-

sidered between the primary (I) and tertiary (III) subsystems. In other words, HQMorMM,elst
I-III

is purely electrostatic, since exchange repulsion and dispersion interactions are negligible at

such length-scales. The QM and MM terms of Equations 1 and 2 can be grouped together

and evaluated with QC and MD software packages. For the interactions treated at the MM

level of theory, the energy evaluation reduces to the evaluation of forcefield expressions; the

only difficulty here is the “bookkeeping” of different interaction terms, which is a software

consideration that is discussed in Section III.

Electronic Energy . The QM terms of Equations 1 and 2 require further elaboration.

To enable explicit discussion, we now specifically describe our QM/MM/PME approach92

in which HQMorMM,elst
I-III is treated at a QM level. In this case, the electronic energy of the

primary subsystem (QM) including electrostatic interactions with surrounding secondary

and tertiary subsystems is

EQM/MM = ⟨Ψ|ĤQM
I + ĤQM,elst

I-II + ĤQM,elst
I-III |Ψ⟩, (3)

where the use of the “QM/MM” superscript here signifies the complete electronic energy

of the QM/MM system. This usage stands in contrast to that in Equation 2, where the

superscript denotes interaction between subsystems. We focus on Kohn-Sham DFT as the

QM level of theory and so evaluation of Equation 3 in an atomic orbital basis yields (utilizing
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Einstein summation convention)

EQM/MM = Dµν(Tµν + Vµν) +
1

2
DµνJµν + EXC(ρ) +

NI∑
i<j

ZiZj

|x⃗i − x⃗j|

−Dµν

∫
dr⃗ϕµ(r⃗)ϕν(r⃗)

NII∑
n

qn
|r⃗ − x⃗n|

+

NI∑
i

NII∑
n

Ziqn
|x⃗i − x⃗n|

−Dµν

∫
dr⃗ϕµ(r⃗)ϕν(r⃗)vIII(r⃗) +

NI∑
i

ZivIII(x⃗i),

(4)

where the first line of the equation corresponds to the purely Kohn-Sham contribution from

the primary subsystem, the second line corresponds to the contribution from the I-II interac-

tion, and the third line corresponds to the contribution from the I-III interaction. In Equa-

tion 4, Tµν , Vµν , and Jµν are the standard kinetic energy, nuclear potential, and Coulomb

matrices, and EXC(ρ) is the exchange-correlation energy, as a functional of the electron den-

sity ρ. Dµν denotes the density matrix, ϕµ are atomic orbitals, and Zi are nuclear charges.

We use notation “r⃗” and “x⃗i” to denote electron and nuclear coordinates respectively in

the primary subsystem, and “x⃗n” to denote atomic coordinates (with corresponding partial

charges qn) in the secondary subsystem. Summation over index “i” thus runs over all nu-

clear coordinates NI in the primary subsystem, and summation over index “n” runs over all

atomic coordinates NII in the secondary subsystem. For simplicity, we do not consider exact

Hartree-Fock exchange in Equation 4, but generalization is straightforward.

The QM/MM energy expression in Equation 4 is minimized with respect to the expansion

coefficients (comprising the density matrix, Dµν) to define the effective Kohn-Sham matrix

utilized within the self-consistent field (SCF) procedure. The external potentials from the

secondary (II) and tertiary (III) subsystems correspond to matrices:

V II
µν = −

∫
dr⃗ϕµ(r⃗)ϕν(r⃗)

NII∑
n

qn
|r⃗ − x⃗n|

, (5)

V III
µν = −

∫
dr⃗ϕµ(r⃗)ϕν(r⃗)vIII(r⃗). (6)

Using Equations 5 and 6 and the usual definition of the exchange-correlation matrix, V XC
µν ,

the effective Kohn-Sham matrix is given as

Fµν = Tµν + Vµν + Jµν + V XC
µν + V II

µν + V III
µν . (7)

A standard SCF procedure is then utilized to solve for the density matrix Dµν and thus eval-

uate the QM/MM electronic energy, Equation 4. In terms of software implementation, the
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matrix V II
µν (as well as any required gradients, Section II B) is constructed analytically with

standard integral libraries, as either implemented or readily feasible within most quantum

chemistry software. Implementation of integrals over arbitrary potentials, as in V III
µν , can

be generally done utilizing numerical quadrature. In our PyDFT-QMMM implementation,

we evaluate V III
µν numerically within the DFT module of Psi4, utilizing the intrinsic DFT

quadrature.92

Long-Range vIII Electrostatic Interaction . In Equation 4, vIII(r⃗) is the long-range

electrostatic potential from the tertiary (III) subsystem. For an arbitrary position, r⃗, the

I-III potential is

vIII(r⃗) = vrecipU (r⃗) −
NI∑
i

qierf (β|r⃗ − x⃗i|)
|r⃗ − x⃗i|

−
NII∑
n

qnerf (β|r⃗ − x⃗n|)
|r⃗ − x⃗n|

, (8)

where vrecipU (r⃗) corresponds to the electrostatic potential arising from sums over all point

charges in the “universe”, U (Figure 1), and the second and third terms correspond to

exclusions from regions I and II. Since we specifically consider the case in which the “uni-

verse”, U, corresponds to an infinite system modeled with PBC, vrecipU (r⃗) is computed in

Fourier/reciprocal space exploiting the periodicity of the system. We have previously de-

scribed such an approach, QM/MM/PME, in which vrecipU (r⃗) is computed utilizing particle-

mesh Ewald (PME) algorithms in a computationally efficient and straightforward way.92 In

QM/MM/PME, vrecipU (r⃗) corresponds directly to vrecipMM (r) defined in Equation 11 of reference

92. The QM/MM/PME method is thus defined by the QM/MM energy expression Equation

4, which invokes Equation 11 of reference 92 to define/compute vrecipU (r⃗) and thus vIII(r⃗).

While the reader is referred to reference 92 for complete details of the QM/MM/PME

approach, we briefly summarize the major points here. With PME algorithms, vrecipU (r⃗) is

computed efficiently for real-space positions that correspond to the PME grid points. Be-

cause numerical evaluation of the one-electron integrals involving vIII(r⃗) in Equation 4 is

done utilizing the intrinsic DFT quadrature, vrecipU (r⃗) must be interpolated from the PME

grid to the DFT quadrature grid points. Interpolation must also be done to evaluate vrecipU (r⃗)

at the nuclear positions for region I atoms, required for the nuclear contribution to I-III in-

teraction (Equation 4). In reference 92 it was demonstrated that high numerical accuracy is

achieved with simple trilinear interpolation, with standard (or slightly more dense) choices of

the PME and DFT quadrature grids. Furthermore, trilinear interpolation enables straight-

forward evaluation of gradients of terms involving vIII(r⃗), so that atomic forces are accessible
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in the QM/MM/PME approach (Section II B). Once vrecipU (r⃗) is computed and interpolated

onto the DFT quadrature grid, exclusions from atoms in regions I and II (Figure 1) must

be applied to convert vrecipU (r⃗) to the I-III potential, vIII(r⃗) (Equation 8). The second term

in Equation 8 represents exclusions added for atoms in region I with partial charges “qi”,

and the third term represents exclusions added for atoms in region II with partial charges

“qn”. Here “β” is the Gaussian width parameter utilized in the PME calculation of vrecipU (r⃗),

and “erf” denotes the error function; the error function arises because vrecipU (r⃗) is computed

with Gaussian charge distributions, as is typical in Ewald approaches.189 In practice, ex-

clusions in Equation 8 are computed specifically for each DFT quadrature grid point and

nuclear position required in evaluation of vIII(r⃗) containing energy terms (Equation 4); this

is accomplished in PyDFT-QMMM at the python level utilizing vectorized NumPy array

broadcasting operations.

We briefly comment on the partial charges “qi” on QM atoms in region I for the exclusions

added in Equation 8. In the QM/MM/PME method, the qi are static charges as defined

on region I atoms when constructing the forcefield defining MM interactions. Specifically,

the qi are separate from and not derived from the QM electron density resulting from the

DFT-based SCF. It is important to realize that in many applications, definition of static

charges qi on QM atoms will inevitably be unphysical. For example, if QM/MM/PME is

utilized for molecular dynamics simulation of a chemical reaction (e.g. with biased/enhanced

sampling), static charges “qi” clearly cannot be a good representation of simultaneously the

reactant, product, and transition state of the reaction. In this regard, it should be clarified

exactly how the charges qi affect the QM/MM energy and forces. First, the static charges qi

dictate the long-range electrostatic interaction between the QM atoms in region I (described

by its DFT computed electron density) and periodic replicas of the QM atoms (described by

qi) outside of the primary simulation cell, i.e. region III. Such interactions between periodic

replicas of the QM region are not expected to be important as they are very long range

for standard simulation boxes, and will be screened by the solvent; hence unphysical, static

qi should be inconsequential in this regard.86 The second effect is that forces on region III

“MM” atoms from the I-III electrostatic interaction are typically computed with the static

qi charges (Section II B). For a long cutoff distance (e.g. 12-14 Å) defining region III (Figure

1), these forces are expected to be relatively small and any force errors due to unphysical qi

may be acceptable (since region III is far away from the chemistry of focus in region I).86 A
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more detailed discussion of force treatments/approximations in various QM/MM schemes is

given in Section II B.

Finally, we discuss double-counting issues with electrostatic interactions that need to

be corrected given usual PME/Ewald treatments in the MM Hamiltonian evaluation. The

MM energy evaluation involves a PME/Ewald calculation of the electrostatic energy of the

entire system, or “universe” U, which we denote EMM,elst
U . Because electrostatic interactions

between regions I-II and I-III are computed utilizing the QM electron density in Equation

4, the MM equivalent of these interactions must be subtracted out from EMM,elst
U to avoid

double counting. The electrostatic energy contained in HMM
II,III of Equation 1 then corresponds

to

EMM,elst
II,III = EMM,elst

U − EMM,elst
I-II − EMM,elst

I-III

= EMM,elst
U −

NI∑
i

NII∑
n

qiqn
|x⃗i − x⃗n|

−
NI∑
i

qivIII(x⃗i).
(9)

Here it is assumed that electrostatic interactions within region I, e.g. I-I interactions, have

been excluded in the MM PME/Ewald calculation and are not present in EMM,elst
U . The

notation in Equation 9 is identical to that defined and discussed previously. In our PyDFT-

QMMM implementation, the second term (region I-II double counting correction) is evalu-

ated with the MM software (OpenMM), with implementation details described in Section III.

The third term (region I-III double counting correction) is easily evaluated at the Python

level once vIII(x⃗i) is computed at all of the nuclear/partial charge positions for atoms in

region I. As discussed previously, interpolation of vIII from the PME grid to region I nuclear

coordinates was already done in evaluating term(s) in Equation 4, so no additional interpo-

lation is required. While force evaluation is discussed in Section II B, we briefly discuss how

forces are handled with regard to Equation 9. In principle, there should be no force contri-

bution from the double-counting correction terms in Equation 9, since they simply subtract

out energy contributions from EMM,elst
U . However, this requires an MM software/interface

that enables separation of electrostatic force terms resulting from EMM,elst
U that can simply

be neglected. In our PyDFT-QMMM implementation this is the case, as OpenMM enables

separation of force terms as discussed in Section III, so no forces are added from gradients

of the double counting corrections. For an alternative MM software/interface in which such

force separation isn’t possible, one would have to do careful bookkeeping to ensure that the

force terms from double counting corrections in Equation 9 appropriately cancel.
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B. QM/MM Forces

Nuclear/atomic forces derived from the QM/MM Hamiltonian are required for many

applications, such as molecular dynamics simulations or geometry optimizations. Force

expressions are derived by taking the negative gradient of the QM/MM energy, but the gra-

dients will differ depending on whether the gradient coordinate corresponds to the primary

(I), secondary (II), or tertiary (III) subsystem. In principle, all such gradients are needed

for molecular dynamics simulations or full (i.e. unconstrained) geometry optimizations. The

bookkeeping of these different gradient terms is often not explicitly discussed in the PBC

QM/MM literature, even though it can be subtle depending on the level of theory used

to treat the different subsystems/regions. To aid in explicit bookkeeping of the different

gradient terms (required for forces), we propose the following “force matrix” expression,

− ∇I ·

− ∇II ·

− ∇III ·


EI-I EI-II EI-III

EI-II EII-II EII-III

EI-III EII-III EIII-III

 =


F⃗I-I F⃗I-II F⃗I-III

F⃗II-I F⃗II-II F⃗II-III

F⃗III-I F⃗III-II F⃗III-III

⇒


QM QM/MM X

QM/MM MM MM

Y MM MM

 ,

(10)

where the first matrix, the “energy matrix,” describes the symmetric intra- and inter-

subsystem interaction energies. Each row of the energy matrix is multiplied by a set of

gradients corresponding to a subsystem, such as ∇I for gradients taken with respect to

members of the primary subsystem. This operation yields the force matrix, where F⃗I-II rep-

resents the contribution of the interaction with the secondary subsystem on the force acting

on the primary subsystem and F⃗II-I represents the (theoretically) equal and opposite contri-

bution of the interaction to the force acting on the secondary subsystem. The third matrix

is an abstraction of the force matrix which contains the levels of theory applied to calculate

each force contribution. This abstract force matrix follows the form of a block matrix: the

intra-subsystem force contribution for the primary subsystem is treated with the QM level

of theory, and the intra- and inter-subsystem force contributions for the secondary and ter-

tiary subsystems are treated with the MM level of theory. The inter-subsystem forces for

the primary and secondary subsystems, labeled “QM/MM,” follow the electrostatic embed-

ding scheme described by Equation 2, where the MM force contributions are defined by the

forcefield and the QM force contributions are derived from analytic gradients of the energy
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with respect to nuclei and embedded point charges. The QM force contributions for the I-II

interaction are further discussed in Appendix A.

Method X Y Reference

Additive QM/MM 0 0 140 *

QM/MM/Cutoff 0 MM This work

QM/MM+PME MM MM 91

QM/MM/PME QM MM 86, This work

QM/MM/SC-PME QM QM -

TABLE I. QM/MM method classification by level of theory of I-III force terms

* Neglecting I-III interactions by additive QM/MM typically involves having no forcefield representation of

the charge density of region I. Reference 140 uses a reaction field method to represent long-range

electrostatics in regions II and III within the principal cell. In a simulation using Ewald or PME

summation, no forcefield charges on region I implies that region III in the principal cell experiences a

charge cavity from region I, and that regions II and III experience periodic charge cavities in the mirror

images of region I.

The force contributions arising from the interaction between the primary and tertiary

subsystems warrant further discussion. Varying treatments of X, the force acting on the

primary subsystem from the I-III interaction, and Y, the force acting on the tertiary subsys-

tem from the I-III interaction, are denoted by specific QM/MM nomenclature as presented

in Table I. With the nomenclature in Table I, we have tried to be consistent with the most

standard usage of these terms in the literature; inevitably, some authors may use differ-

ent nomenclature than what we employ here. The “Additive QM/MM” approach does not

account for interactions between the primary and tertiary subsystems in any way, when com-

puting either energies or forces. This approach avoids parameterization of forcefield charges

for the primary subsystem,17,190 which may be convenient for solutes undergoing significant

charge redistribution or chemical reactions. The “QM/MM/Cutoff” approach utilizes force-

field charges on the primary subsystem for propagating forces on the tertiary subsystem, and

for incorporating the I-III interaction energy at a fully MM level, but the reciprocal force on

the primary subsystem is generally not included. The reciprocal force on the primary sub-

system from the charge/MM model is included in so-called “QM/MM+PME” approaches,
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in which the long-range electrostatics computed from a PME/Ewald sum are mechanically

embedded.

Our direct QM/MM/PME approach,92 as well as similar variants,86 allows the electron

density of the primary subsystem to be polarized by the static charge distribution of the

tertiary subsystem. QM forces from the vIII potential (Equation 8) acting on the primary

subsystem are derived in Appendix A, giving the “X=QM” contribution in Table I, and

Equation 10. Due to practical considerations, the reciprocal force on the tertiary subsystem

is computed at the MM level, i.e. “Y=MM” utilizing the forcefield charges of the primary

subsystem. The practical difficulty is that computing these forces from the QM electron

density (i.e. “Y=QM”) would require a very dense FFT/PME grid for numerical solution

of the Poisson equation utilizing the QM electron density in combination with PBC. In

practice, a fully “self-consistent” approach termed “QM/MM/SC-PME”, in which the QM

electron density is utilized to compute all relevant electrostatic forces (i.e. “Y=QM”) in a

self-consistent manner, is possible if core electrons are described by pseudopotentials, and

only valence electrons are treated explicitly.65 This is because for valence electrons only, a

much coarser (and more standard) FFT grid can be utilized for the QM electron density in

both the PME calculation and subsequent numerical quadratures. Such a “QM/MM/SC-

PME” approach will necessarily provide a more accurate treatment of the forces on the

tertiary subsystem from the I-III interaction, compared to our “QM/MM/PME” method.

However, it is important to keep in mind the primary “goals” of a QM/MM calculation,

in which the focus is typically on a chemical process occurring within the primary/QM

subsystem. Due to the long interaction range, forces on region III atoms resulting from the

I-III electrostatic interaction are expected to be relatively small and any associated force

errors on region III atoms due to unphysical region I forcefield charges (previously denoted

qi) may be acceptable. This may be particularly true when a thermostat is applied in an

MD simulation (e.g. NVT ensemble), such that stochastic forces modify the true Newtonian

dynamics anyway. Regardless, our focus on the “QM/MM/PME” method rather than (a

more complex) “QM/MM/SC-PME” approach is motivated by the practical numerical and

software challenges discussed.

It is clear that several of the QM/MM approaches listed in Table I violate Newton’s third

law for I-III force terms, and furthermore some of the force terms do not correspond to the

negative gradient of the QM/MM energy (i.e. are not conservative). For example, this is

18

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

02
19

85
1



the case for QM/MM/PME, in which the energy expression Equation 4 incorporates a full

QM treatment of I-III electrostatic interactions, yet the force term F⃗III-I in Equation 10 is

computed from an alternate energy expression at the MM level (e.g. “Y=MM”). Clearly

then, molecular dynamics simulations utilizing these force expressions will not rigorously

conserve energy, and the quality of energy conservation or energy drift due to a particu-

lar QM/MM convention will have to be numerically evaluated. Energy drift for both the

“QM/MM/PME” and “QM/MM/Cutoff” approaches will be discussed in Section IV. For

now, we will simply note that classical molecular dynamics simulations employing forcefields

commonly do not rigorously conserve energy either, due to use of truncations or cutoffs e.g.

in computing VDWs interactions, lack of fully self consistent induced dipoles in polarizable

forcefields, and/or other numerical effects. The extent of energy drift that can be tolerated

for physically valid predictions (e.g. ensemble averages) is a quite subtle and complex ques-

tion, but it is clear that there are many practically useful MD approaches/implementations

that do not obey rigorous energy conservation.

Having established a description of the energy and forces arising from the I-III interaction,

we outline abstracted, sequential algorithms for applying different combinations of I-II and

I-III embedding schemes in PBC QM/MM in Table II that the MD software must be able

to perform. The rows correspond to different I-III embedding procedures, and the columns

correspond to different I-II embedding procedures. Note that the approaches discussed in

Table I assume a I-II electrostatic embedding scheme, and so the rows of the final column

of Table II correspond to the Additive QM/MM, QM/MM+PME, QM/MM/Cutoff, and

our direct QM/MM/PME approaches, respectively. Table II follows the form of an upper

triangular matrix when embedding schemes are sorted by level of sophistication along the

axis because we assume that it is reasonable to select a I-III embedding scheme at a com-

parable or lower level of sophistication to that of the I-II scheme. When energies are added,

subtracted, or “zeroed” in Table II, this is also propagated to the gradients of the subsys-

tems involved in the interaction (with the exception of Eelst
I-III subtraction, which is needed to

avoid double counting interaction energies in the QM/MM/PME). Several schemes on the

bottom half of Table II also require that only the forces on subsystem I are zeroed so that

the corresponding force on III and energy from the I-III interaction is maintained at the

MM level, while other force contributions to subsystem I at the MM level, like F⃗ non-elst
I-II or

F⃗ elst
I-II , must be added back onto the primary subsystem forces to account for the truncated
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I-III Ixn

I-II Ixn
None Mechanical

Embedding

Electrostatic

Embedding

None 1. Zero EI-I

2. Zero Eelst
I-II,III

3. Zero Enon-elst
I-II,III

1. Zero EI-I

2. Zero Eelst
I-II,III

3. Add Eelst
I-II

1. Zero EI-I

2. Zero Eelst
I-II,III

*Additive QM/MM

Mechanical

Embedding

1. Zero EI-I 1. Zero EI-I

2. Subtract Eelst
I-II

*QM/MM+PME

“Cutoff”

Embedding

1. Zero EI-I

2. Zero F⃗ on I

3. Add F⃗ elst
I-II on I

4. Add F⃗ non-elst
I-II on I

1. Zero EI-I

2. Subtract Eelst
I-II

3. Zero F⃗ on I

4. Add F⃗ non-elst
I-II on I

*QM/MM/Cutoff

Electrostatic

Embedding

1. Zero EI-I

2. Subtract Eelst
I-II

3. Zero F⃗ on I

4. Add F⃗ non-elst
I-II on I

5. Subtract Eelst
I-III

*QM/MM/PME

TABLE II. Bookkeeping of MM energy and force terms for the different combinations of embedding

schemes

interaction. In order to accommodate these different embedding approaches in a straight-

forward way, the MD software needs to be able to separate out different energy and force

contributions. It is worth noting that many of the operations in Table II are comparable

and may be able to be generalized in implementation. We expand on the realization of these

embedding procedures in the PyDFT-QMMM package in Section III.
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C. Additional Considerations

We have discussed approaches and algorithms for QM/MM employing electrostatic em-

bedding within PBC, but we note that further considerations often arise in specialized

QM/MM applications. Several important topics within QM/MM methods that have not

been discussed here include: 1) polarizable embedding, 2) bond-capping or link atoms,

and 3) adaptive partitioning schemes. Polarizable embedding allows for mutual polariza-

tion between primary and secondary subsystems through fluctuating charge, fluctuating

dipole, many-body expanded, or drude/shell models.23,191–201 Such approaches may require

additional or specialized SCF procedures in order to variationally optimize the mutual po-

larization of both the primary and secondary subsystems. Interactions between subsystems

can be further refined by considering charge transfer between the primary and secondary

subsystems through flexible embedding,45 though charge-transfer interactions are typically

neglected23 for a well-chosen primary subsystem. A common complication arises when the

partition boundary between the primary (QM) and secondary (MM) subsystems bisects

a covalent bond. This often occurs in QM/MM applications to enzymes and proteins,

materials202–204 and catalysis16,205, and in general when a chemically active molecule/macro-

molecule is too large to fully treat at a QM level. In such cases, the “dangling bond”

between the primary and secondary subsystem may be treated with one of several bound-

ary schemes, including frozen orbitals,99,110,206–213 capping or group potentials,214–225 or link

atoms71,100,190,205,226–228 and their more sophisticated variations.203,204,229–240 Hydrogen link

atom treatments are among the most common boundary schemes,16,205 but care must be

taken to minimize energy and force artifacts190 and ensure correct electron polarization near

the boundary.238

In systems where solvent molecules participates in the essential chemistry of inter-

est, the exact subsystem partition may be dynamic and thus difficult to determine and

define. A concrete example is a hydronium ion in water, for which the excess proton

shuttles between numerous water molecules with constantly changing bond topology.241 In

such cases, it is infeasible to predict which solvent molecules will participate in reactiv-

ity a priori, so alternative partitioning schemes are necessary. Constrained partitioning

schemes prevent molecules from diffusing into or out of a defined primary subsystem, either

through a well-parameterized biasing potential,242–247 or through scattering at the subsystem
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boundary.248 Adaptive partitioning schemes, on the other hand, allow molecules to diffuse

into and out of the primary subsystem region, leading to a dynamic definition of subsystem

membership.46,123,241,249–274 Adaptive partitioning approaches determine primary subsys-

tem membership based on criteria such as spatial distance,241,249–253,256,259–261,264,265,267,271,272

temporal distance,268 coordination,254,263 or interaction255,266,269 with an “active center,”

which is typically defined a priori or determined through system properties.270,273,274 In

practice, the application of finite biasing potentials in constrained schemes may require

small time steps242,243 and can lead to structural and statistical artifacts due to incomplete

separation,245,247,248,275 and adaptive schemes generally require multiple QM/MM evaluations

during a single step to capture a smooth transition between QM and MM potentials.251,258,275

III. IMPLEMENTATION

PyDFT-QMMM is a Python package for implementing QM/MM approaches, comprising

a lightweight library of core capabilities and a pluggable architecture. A list of important

features for both users and developers and a sample script is provided:

1. Simple installation. The package has default interfaces to Psi4 >=1.9 and OpenMM

>=8.0, which may be installed, along with the PyDFT-QMMM, through Python’s pip

protocol (no compilation is required). Use of the QM/MM/PME approach currently

requires customized versions of OpenMM and Psi4,92 but work is underway to allow

this approach to run with the standard distributions.

2. Pluggable architecture. Custom behavior may be injected into energy/force cal-

culation and integration routines through a decorator design pattern276 that modifies

the calculate and integrate methods.

3. Choice of embedding schemes. Arbitrary pairings of short-range (I-II) and long-

range (I-III) embedding schemes, as in Table II of Section II B, can be selected through

the high-level API.

4. Complex workflows through scripting. The package focuses on the facile de-

velopment of QM/MM simulation workflows through its Python API, where Python

scripts take the place of input files, as in Code Example 1; however, we also provide a
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basic commandline interface (CLI) with reduced functionality, allowing for batch job

submission with input files in the *.ini configuration file format.

5. Internal type-safety. The package includes full Python type annotations, promoting

type-safety during development and partly serving as code documentation, in addition

to docstrings and comments.

CODE EXAMPLE 1. A Basic Workflow

1 from pydft_qmmm import *
2 from pydft_qmmm.plugins import SETTLE
3
4 # Provide directories to PDB and topology/forcefield
5 # XML files to generate the system.
6 system = System (...)
7
8 # Define Hamiltonians to apply to the energy and
9 # force evaluations
10 H_QM = QMHamiltonian (...)
11 H_MM = MMHamiltonian (...)
12 H_QMMM = QMMMHamiltonian (...)
13
14 # Define the first 3 atoms of the system as
15 # belonging to the primary subsystem and define
16 # the remainder as belonging to the secondary and
17 # tertiary subsystems.
18 H_tot = H_QM[0:3] + H_MM[3:] + H_QMMM
19
20 # Define the integrator to apply in generating
21 # dynamics.
22 integrator = Verlet (...)
23
24 # Instantiate a plugin. In this case , the
25 # the plugin applies the SETTLE algorithm on
26 # water residues during the integration routine.
27 settle = SETTLE (...)
28
29 # Provide preceding objects to the simulation
30 # object.
31 simulation = Simulation(
32 system ,
33 H_tot ,
34 integrator ,
35 plugins =[ settle],
36 ...,
37 )
38
39 # Run dynamics for 10 timesteps whose length was
40 # provided to the integrator object
41 simulation.run_dynamics(10)
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The primary concern of the package is to ensure that QM/MM embeddings are per-

formed in a manner that is consistent with user specifications. Following the approach

of OpenMM,186 PyDFT-QMMM provides several layers of abstraction to ensure a robust

translation of the physics specified by the user into the myriad details of implementation.

While the abstractions in OpenMM are introduced for the sake of performance across hard-

ware platforms,186 our abstractions serve to organize the embedding procedure across QC

and MD packages during computation, which could be any one of those presented in Ta-

ble II of Section II B. This “implementation-hiding” approach is informed by the object-

oriented programming paradigm and allows the user to select arbitrary embedding schemes

without needing to consider all details of the underlying implementation. In this regard,

PyDFT-QMMM abstracts QM/MM algorithms in a manner that is comparable to Janus,

for example;167 however, PyDFT-QMMM also maintains an internal representation of the

state of the system, like ASE or OpenMM,177,186 and internal molecular dynamics integrator

routines are provided in the core library. Accordingly, PyDFT-QMMM is also a simulation

engine. The QM/MM calculation and force integration routines serve as entry-points for

users to inject custom behavior into the program through plug-ins, e.g. modifications to

the partitioning scheme, post hoc corrections to energy and force calculations, or the main-

tenance of constraints during integration. To facilitate the array of QM/MM embedding,

calculation, and simulation tasks, the classes of the PyDFT-QMMM package are structured

to appropriately separate responsibilities in accordance with object-oriented principles,277,278

minimizing coupling between internal data structures and maximizing the reusability of the

code. A simplified Unified Modeling Language (UML) representation of the package class

structure is provided in Figure 2.

The central Simulation object is effectively a wrapper that organizes the operations

performed during molecular dynamics simulation. The MD simulation protocol involves

computing forces from the QM/MM Hamiltonian for given system coordinates, and then in-

tegrating the Newtonian equations of motion to propagate the dynamical trajectory possibly

utilizing thermostat(s), constraints, biasing potentials, etc. These processes inherently have

low coupling, and so these tasks are represented through separate objects: the Calculator

object and the Integrator object, respectively. Additional QM/MM simulation tasks,

including dynamic system partitioning, link-atom placements, and the maintenance of ge-

ometry constraints, are orchestrated by QM/MM software before, between, or after the
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FIG. 2. The class structure of PyDFT-QMMM.

fundamental force calculations and integration steps. Accordingly, PyDFT-QMMM allows

the behavior of calculation or integration routines to be readily modified or extended on-

the-fly with Plugin objects. Plugins are applied using a decorator design pattern276 to

inject functionality, and multiple plugins may be used sequentially to modify Calculator

or Integrator behavior in a predictable manner. Several plugins are provided in the base

package, for altering the subsystem partitioning scheme or implementing SETTLE or frozen

constraints. Additionally, a separate PLUMED279 plugin is available for installation, which

enables access to a comprehensive suite of biased-sampling approaches that are utilized for

free energy simulations within QM/MM (or other) MD approaches. The PluginManager

searches the Python environment for packages containing metadata for the PyDFT-QMMM

plugin entry point, allowing for dynamic loading of local or third-party plugins with no

additional installation beyond what is required to install a Python package. We provide

templates for developers to write third-party plugins.

The application of various embedding schemes and the versatility afforded by the

plug-in architecture are facilitated through several layers of abstraction. The abstracted

Hamiltonian class stores settings for the external QC and MD packages, implemented in
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the concrete QMHamiltonian and MMHamiltonian classes, respectively. Subsets of atoms

are assigned to be represented by the QMHamiltonian or MMHamiltonian objects, defining

the primary, and secondary and tertiary subsystems. The interactions between subsystems

are represented by a coupling Hamiltonian class, QMMMHamiltonian, which configures the

level of theory to be applied in energy and force calculations associated with interactions

according to the force matrix presented in Equation 10. The Hamiltonian classes are in-

dependent of specific instances of the System or Simulation classes, and so they can be

applied independently to multiple Simulation objects regardless of the concrete system

under study—the correct subsystem membership need only be applied to the Hamiltonian

for each system. The total QM/MM Hamiltonian can then be constructed in a manner

analogous to the canonical form of Equation 1, as in Code Example 1. The Calculator

is an intermediate level of abstraction between the Python API and the QC and MD

packages. The Calculator object might be: a standalone InterfaceCalculator for pure

QC or MD calculations; a CompositeCalculator to collate calculations from aggregated

InterfaceCalculator objects; or a user-defined Calculator derived class. In addition

to managing distinct types of calculation, the Calculator abstraction also serves as an

entry-point within the plug-in architecture.

The SoftwareInterface class underpins the energy and force calculation procedures,

mediating communication between PyDFT-QMMM and objects of external QC and MD

packages constructed with data provided by the Hamiltonian and System objects. PyDFT-

QMMM currently provides default interfaces to Psi4 >=1.9 and OpenMM >=8.0 through

their native Python APIs,179,181 and interfaces to modified versions of Psi4 and OpenMM im-

plementing our QM/MM/PME approach are also provided.92 In contrast to prior approaches,121,168,177

we do not adapt the SoftwareInterface to handle different forms of communication be-

tween packages with varying degrees of source availability at the expense of QM/MM

methodological diversity. In addition to avoiding the latency incurred by file-based and

inter-process communication,17,167,171 in-process communication through Python API allows

for interaction with the internal data structures of the QC and MD programs at runtime.

Many well-implemented APIs provide bindings for a variety of low-level utilities,178,179,182,188

allowing facile extension of the software to QM/MM embedding procedures. For example,

versatile energy and force decomposition is a convenient and powerful feature of OpenMM

that allows PyDFT-QMMM to implement the various embedding procedures.
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The general bookkeeping of the various QM/MM energy and force terms for the different

embedding choices in Table II is a major focus of our PyDFT-QMMM software. The MM

contributions listed in Table II are largely related, and are thus evaluated using several

general functions defined in the MMInterface class. We emphasize encapsulation in our

implementation, requiring in the MMInterface class definition that interfaced MD programs

provide the utilities for removing doubly-counted interactions. For example, removal of

MM contributions to EI-I in the OpenMMInterface involves setting “exclusions” for bonded

interactions and “exceptions” for non-bonded interactions for all atoms within the primary

subsystem. This operation is common to all combinations of embedding procedures in

Table II. The additive QM/MM schemes of the first row of Table II also variously require

removal of non-bonded interactions Eelst
I-II,III or Enon-elst

I-II,III with the primary subsystem, which is

accomplished by setting the region I charges and Lennard-Jones parameters to appropriately

zero interactions and updating the OpenMM Context object.

Operations involving adding or subtracting Eelst
I-II require further attention, since PyDFT-

QMMM makes use of molecular centroid or “group-based” cutoffs by default for determining

subsystem II membership. Accordingly, a separate CustomNonbondedForce is constructed to

only represent I-II Coloumbic electrostatic interactions using the NoCutoff method, adding

a binary parameter to the potential expression to dynamically zero I-III interactions with the

updateParametersInContext method as the system evolves. The centroid of region I is kept

at the center of the simulation domain to implicitly incorporate the minimum image con-

vention in this group-based scheme. Because the standard treatment of OpenMM PBC elec-

trostatics either incorporates a reaction field procedure in the CutoffPeriodic non-bonded

method or Ewald summation in the Ewald and PME non-bonded methods, the I-II inter-

action modeled through a CustomNonbondedForce employing NoCutoff must be attached

to a separate OpenMM Context object, called the ixn_context in the OpenMMInterface

object of PyDFT-QMMM, and the base Context utilizing a PBC electrostatic approach

is referred to as the base_context. Such a dual-Context approach requires that changes

to system data be propagated to the two different OpenMM objects with some degree of

overhead, though this overhead is negligible when compared with the QC calculation, and it

also requires OpenMM to compute and remove doubly-counted interactions (e.g., subtract-

ing Eelst
I-II ). The forces and energies corresponding to Eelst

I-II in the ixn_context can then be

added or subtracted with those calculated in the base_context.
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Our implementation also makes extensive use of the force group architecture of OpenMM,

where different energy and force contributions can be calculated separately. This allows

forces and energy to be calculated for one group of Force objects and only forces with

no associated energy to be calculated for another force group, which is especially useful

for the QM/MM/Cutoff and QM/MM/PME embedding procedures. The QM/MM/Cut-

off schemes require that forces on region I from the I-III interaction are removed without

affecting the associated interaction energy or reciprocal forces on region III, and this is

accomplished through application of a masking array to zero specified forces. These pro-

cedures typically require that some component of the force be added back onto the re-

gion I, typically F⃗ non-elst
I-II or, less commonly, F⃗ elst

I-II . These interactions are modeled with

CustomNonbondedForce in the ixn_context, but because the interaction energy is already

calculated in the base_context, only the forces are calculated for this interaction. For

QM/MM/PME, subtracting the doubly-counted Eelst
I-III, as in Equation 9 and Table II, does

not take place in the SoftwareInterface layer due to the processing required to construct

vIII. With these routines and data structures, all of the procedures in Table II are imple-

mented in PyDFT-QMMM.

One difficulty presented by using Python APIs is that objects from the external depen-

dencies persist throughout a simulation, and so some mechanism is necessary to maintain

a consistent representation of the state of the system across the external packages. In

the approach taken by several packages, including Janus, this involves privileging the MD

software, allowing it to store relevant data, propagate dynamics, and provide system data

to other parts of the package. PyDFT-QMMM, on the other hand, maintains an inter-

nal representation of the system and enforces this representation across the external pack-

ages. State management is enforced through an observer design pattern,276 which registers

SoftwareInterface objects to be notified when system data changes. While the observer

design pattern276 is often used to report results of calculations to the user,125,177 we use this

pattern to report to registered interfaces whenever pertinent system data is altered, either

through internal routines, such as integration, or through on-the-fly user edits. All system

data is stored in the ObservedArray, which sub-classes from the NumPy ndarray, adding

functionality to register notification functions that will be called if any of the elements in the

array are edited. In this way, all system data is stored centrally, and the user may interact

with this data with all of the capabilities afforded to NumPy arrays.
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All system data in ObservedArray objects originates from System object, which manages

the internal representation of the system in PyDFT-QMMM. The most basic representation

of an atomistic system is the Atom object—a derivative of the dataclass in the Python

standard library—which merely stores data pertaining to a particular atom. This data

comprises: vectors, including position, velocity, and force; scalars, including mass and

charge; and topological information, including the two-character element symbol and four-

character name of the atom, the index and four-character name of the molecule to which the

atom belongs (compare with the “residue” of MD packages), and the subsystem member-

ship of the atom. The vector and scalar quantities are relevant to atoms of any subsystem,

though in the case of primary subsystems atoms, it would be more rigorous to say that

vector quantities represent the position of, velocity of, and force acting on the nuclei. The

net charge of primary subsystem atoms should not be confused with the charge chosen in

the QMHamiltonian, though these values should be equal for rigorous embedding. Most of

the topological information, outside of the subsystem designation, originate from the struc-

ture and conventions of the Protein Database (PDB) file. We note that no data is required

to instantiate an Atom object, and the user may subsequently add or edit data. The user

may define and append Atom objects to a System object, which behaves like a Python se-

quence. Alternatively, we provide utilities to load system data from PDB and forcefield

extensible markup language (XML) files, and we plan to add support for additional for-

mats. The System object concatenates data from Atom objects and stores them in buffers

within ObservedArray objects. The SoftwareInterface objects register notifiers to rele-

vant ObservedArray objects in the System object upon instantiation, tying each instance

of external software to a single system. We note, however, that this does not preclude the

System object from interaction with an arbitrary number of interfaces.

IV. EXAMPLES AND BENCHMARKS

We present several benchmarks to demonstrate the capabilities of the PyDFT-QMMM

package, each of which makes use of a cubic simulation box of water, with a single water

molecule chosen as the primary QM region, and the remaining water molecules constituting

the secondary and tertiary (MM) subsystems. The systems consisted of either 895 or 7160

total water molecules. The water systems were equilibrated for 1 ns in the NPT ensemble at
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300 K with the SPC/E forcefield to a final equilibrium box length of 29.9 Å (1.00 g cm−3)

and 59.9 Å (0.996 g cm−3), respectively. The classical MD equilibrations were performed

with OpenMM version 8.0 using a Monte Carlo barostat and Langevin integrator at 1 fs

timestep. The thermostat used a friction coefficient of 1 ps−1 and the barostat set to 1 atm

was applied every 100 steps. All DFT calculations within the QM/MM simulations were

performed with the PBE functional and a Lebedev-Laikov quadrature of 302 spherical points

and 75 radial points; unless otherwise stated, the def2-SVP basis set was employed.179 The

QM/MM/Cutoff simulations made use of a sharp 14.0 Å cutoff for electrostatic and mechan-

ical embedding, and membership to the secondary subsystem was evaluated by comparing

the distance between the centroid of the solute and the centroid of the solvent molecule

against the cutoff distance. The QM/MM/PME calculations used a PME grid spacing of

1.0 Å and a Gaussian smearing coefficient of 5.0 nm−1, with numerical accuracy of these

settings benchmarked in our previous work;92 a similar cutoff distance (14.0 Å) was used to

define the secondary and tertiary subsystem regions.

As our first benchmark, we test the gradients implemented in the PyDFT-QMMM soft-

ware for both the QM/MM/Cutoff and QM/MM/PME approaches, as benchmarked against

finite difference energy evaluation calculations. This benchmark serves three purposes: 1)

to validate the PyDFT-QMMM software implementation; 2) to validate the correctness of

formulas and implementation of QM/MM/PME force terms, which are derived (for the first

time) in Appendix A; and 3) to compare fundamental differences between the QM/MM/Cut-

off and QM/MM/PME approaches. For this benchmark, gas-phase DFT, QM/MM/Cutoff,

and QM/MM/PME gradients were calculated for 10 different water molecules chosen to

comprise the primary subsystem in-turn, within the 59.9 Å cubic box, comprising different

solute orientations and solvent configurations. Gradients and corresponding finite-difference

gradients were computed for all Cartesian coordinates of each atom within the primary/QM

system; in this case, there are nine Cartesian coordinates for the three water atoms (QM),

requiring 18 energy evaluations per configuration for the finite difference benchmarks. Each

displacement utilized in the finite difference benchmark was 0.0025 Å, which is compara-

ble to the default displacement of 0.005 atomic units (a.u.) in the Psi4 numerical gradient

implementation.187 Gradient calculations were performed with energy and density conver-

gence thresholds of 1e − 8 a.u., and energy calculations were performed with energy and

density convergence thresholds of 1e − 6 a.u. Finite differences were then converted to gra-
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dients through central difference, and compared as benchmarks against the direct gradient

calculation.

FIG. 3. Parity plots for the QM gradient vs finite difference benchmarks of the primary subsystem

(QM water molecule) shown for 10 solute/solvent configurations for a) gas-phase DFT, b) QM/M-

M/Cutoff, and c) QM/MM/PME approaches. Cartesian gradients for both oxygen and hydrogen

atoms are aggregated on the plot. The schematic inset in b) depicts how electrostatic embedding

environments may differ in the gradient vs finite-difference evaluation, leading to outliers with

significant numerical error (red data points). A back of the envelope estimate indicates that this

scenario is not uncommon, e.g. 4π
(
14 Å

)2 ∗ 0.0025 Å ∗ 0.033 H2O molecules

Å
3 ≈ 0.2 H2O molecules.

Parity plots comparing the direct gradient evaluation vs finite difference benchmarks,

for the gas-phase DFT, QM/MM/Cutoff, and QM/MM/PME approaches are shown in

Figure 3. The mean absolute error (MAE) of the gradients span two orders of magnitude

across the different methods. As a reference, the MAE for the gas-phase DFT gradient

calculation compared to finite difference is 0.016 ± 0.002 kJ mol−1 Å
−1

(Figure 3a) which

represents the “best case” agreement (i.e. QM only). For the QM/MM approaches, we first

discuss the gradient benchmarks for “QM/MM/Cutoff”, as shown in Figure 3b. The MAE

for the gradients vs finite-difference for QM/MM/Cutoff is substantially larger, 2.8 ± 0.8

kJ mol−1 Å
−1

, but as evident in Figure 3b the clear culprit for the substantially larger MAE

are the “outlier” points highlighted in red. The substantial error in these outlier points

results from an intrinsic aspect of the finite difference procedure, related to selection of

MM atoms for electrostatic embedding. For the electrostatic embedding procedure, water

molecules within the secondary subsystem are included in the embedding if their centroid is

within 14.0 Å of the centroid of the QM water molecule (primary subsystem). When the QM
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molecules/atoms are displaced during the finite difference energy evaluation, it is possible

that a water molecule will move in/out of the secondary subsystem if it is very close to the

boundary defined by the cutoff. We have verified by inspection that this is indeed the source

of error for the red-labeled configurations in Figure 3b; e.g. there is a different (differing by

one molecule) electrostatic embedding defined (by the stated algorithm) for the two energy

evaluations in the finite-difference procedure, and only the first electrostatic embedding is

consistent with the direct gradient call (inset schematic, Figure 3b). As shown in Figure 3b,

15 gradient calculations suffered from this numerical error, and the MAE reduces to 0.039

± 0.004 kJ mol−1 Å
−1

when these outliers were removed from the dataset. It is important

to note that such numerical errors resulting from inconsistent electrostatic embeddings will

manifest broadly within QM/MM/Cutoff utilization. For example, during the course of a

geometry optimization, the electrostatic embedding may change if defined relative to the

centroid of the QM region which changes during the optimization. In a molecular dynamics

simulation, utilizing e.g. a leapfrog integrator, forces computed at different timesteps (and

thus different coordinates) are utilized to propagate the Newtonian dynamics, which may

be computed with different electrostatic embeddings for the reason stated above.

We now discuss the QM/MM/PME approach, with corresponding gradient benchmarks

shown in Figure 3c. The MAE for the gradients vs finite-difference for QM/MM/PME is 0.21

± 0.04 kJ mol−1 Å
−1

, which is substantially smaller than in the QM/MM/Cutoff approach.

The major reason for enhanced accuracy is the treatment of the “outlier configurations”

shown in Figure 3b. In the QM/MM/PME approach, when a water/solvent molecule is

transferred between the secondary and tertiary subsystem in the defined embedding (e.g.

due to displacements of the molecule in the primary region), the only difference is whether

the electrostatic embedding from this molecule is computed in real space (secondary sub-

system) or reciprocal space (tertiary subsystem). Thus the corresponding errors for such

outlier configurations that were observed in the QM/MM/Cutoff approach are not observed

in the QM/MM/PME approach. Due to numerical differences in the real-space and recipro-

cal space treatment, the corresponding outlier configurations (red data points, Figure 3c) do

have slightly larger gradient errors, with MAE reduced to 0.10 ± 0.02 kJ mol−1 Å
−1

when

these configurations are removed from the dataset. We note that further improvement in the

QM/MM/PME gradient accuracy can be realized with finer PME grids, compared to the 1.0

Å grid size utilized in the Figure 3c benchmark. For example, QM/MM/PME gradients com-
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puted using a grid spacing of 0.25 Å yielded an MAE of 0.045 ± 0.008 kJ mol−1 Å
−1

, with a

further reduction to 0.023 ± 0.004 kJ mol−1 Å
−1

when discarding the outlier points shown in

red. This is comparable accuracy to the “best case” agreement for the gas-phase DFT gra-

dient benchmarks (Figure 3a), and validates the numerical accuracy of the QM/MM/PME

gradient equations (Appendix A) and our PyDFT-QMMM software implementation.

For the next benchmark, we analyze energy conservation/energy drift for the QM/MM

molecular dynamics simulations within the NVE ensemble. Molecular dynamics simula-

tions for a simulation box of water were conducted utilizing both the QM/MM/Cutoff and

QM/MM/PME approaches. Following 50 ps of equilibration in the NVT ensemble, a 100

ps trajectory was generated in the NVE ensemble for the 29.9 Å cubic box of water as

previously equilibrated with classical MD (vide supra). The NVE and NVT simulations

were performed with PyDFT-QMMM implementations of the leap-frog Verlet and Langevin

integration schemes, respectively. The time step was 1 fs for all simulations, and the NVT

simulations used a friction coefficient of 1 ps−1. The SETTLE algorithm was applied to the

secondary and tertiary subsystems at each time step as an integrator plugin.280 For compari-

son, simulations were performed using the STO-3G, def2-SVP, and 6-31G* basis sets for the

DFT component of the QM/MM Hamiltonian. Figure 4 depicts the energy drift over 100

ps for both QM/MM/Cutoff and QM/MM/PME simulations using the def2-SVP basis set,

for representative simulation trajectories. To determine statistical uncertainty of the energy

drift, three independent simulations were run with each approach, resulting in uncertainty

estimates given in Figure 4.

In Figure 4a, it is observed that the energy drift from QM/MM/Cutoff and QM/M-

M/PME MD simulations with def2-SVP basis set are 0.34 ± 0.11 kJ mol−1 ps−1 and 2.35

± 0.22 kJ mol−1 ps−1 respectively. Because energy drift will depend on the specific system

studied, in addition to the algorithms and software implementation of the method, it is

difficult to make an “apples-to-apples” comparison with literature values. As a “loose com-

parison”, other DFT-QM/MM implementations have reported energy drifts on the order of

∼ 1 kcal mol−1 ps−1 ( ∼ 4 kJ mol−1 ps−1), but it is important to note that these benchmarks

were performed on different systems.90,101 It is interesting that the QM/MM/PME simula-

tion exhibits poorer energy conservation as compared to the QM/MM/Cutoff simulation,

given the previously discussed gradient benchmarks in Figure 3. Before discussing possible

reasons for this, we discuss/analyze the basis-set dependence of energy conservation for the
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FIG. 4. Representative energy drift over a 100 ps trajectory using a) the QM/MM/Cutoff and

QM/MM/PME approaches with the def2-SVP basis set, and b) the drift quantification for several

combinations of basis set and approach. The y-axis of a) the representative trajectory graph is the

total energy less the energy of the initial MD frame. The trajectories do not appear to start at the

zero of energy due to an immediate jump in the energy during the first time-step, with the jump

being ∼34 kJ/mol for the QM/MM/Cutoff trajectory and ∼13 kJ/mol for the QM/MM/PME

trajectory. The error bars of b) the drift quantification correspond to the 95% confidence interval

of the distribution of means.

different QM/MM approaches. In Figure 4b, the energy drift from QM/MM/Cutoff and

QM/MM/PME MD simulations are reported, as conducted with either STO-3G, def2-SVP,

or 6-31G* basis sets. As is seen, the energy drift has only a minor dependence on basis

set, relative to the underlying error estimates, and systematic performance difference of the

QM/MM/Cutoff and QM/MM/PME approaches. In all cases, the QM/MM/Cutoff simula-

tions exhibit energy drifts on the order of several 0.1 kJ mol−1 ps−1, while QM/MM/PME

simulations exhibit energy drift on the order of several kJ mol−1 ps−1.

To understand the difference in energy drift of the QM/MM/Cutoff and QM/MM/PME

approaches, it is essential to consider the split of the total system into QM (primary) and MM

(secondary and tertiary) regions. For the benchmarked system of 895 water molecules, only

1 water molecule was in the QM (primary) region and the remaining 894 water molecules (as

well as all periodic replicas) were in the MM (secondary and tertiary) region. Simply put,

energy drift is thus dominated by the MM system, and only has a small contribution from the

QM system. The treatment/accuracy of forces/gradients on QM atoms, such as the bench-
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marks shown in Figure 3, will simply not be reflected in energy conservation benchmarks

(Figure 4) that are dominated by the large MM subsystem. Rather, the energy conservation

benchmarks in Figure 4 largely reflect accuracy of forces/gradients on MM atoms, which

makeup the majority of the system. The force matrix in Equation 10 reveals that neither

the QM/MM/Cutoff nor the QM/MM/PME approaches have fully conservative forces. We

speculate that the poorer energy drift in the QM/MM/PME approach is due to non con-

servative forces on the tertiary subsystem (MM) atoms, from the region I-III electrostatic

interactions, utilizing our algorithm/protocol. We note that a DFT-QM/MM implemen-

tation utilizing the NAMD software reported poorer energy drift utilizing QM/MM+PME

compared to QM/MM/Cutoff algorithms for electrostatic embedding,101 although this com-

parison is different than the QM/MM/PME comparison presented in this work.

To summarize, the QM/MM/PME approach exhibits more accurate gradients on QM

atoms (Figure 3), but poorer overall energy conservation (Figure 4) than the QM/MM/Cut-

off approach. The latter is simply a metric of the MM (secondary and tertiary) subsystem

treatment, and has little-to-no evaluatory merit for the QM (primary) subsystem treat-

ment, because the QM region is only a small fraction of the total system. The conclusion

is that energy conservation may not be the best metric to gauge the predictive accuracy

of a given QM/MM approach, when the focus is on predicting the properties of the prima-

ry/QM subsystem. For example, although QM/MM/Cutoff exhibits relatively good energy

conservation for the benchmarked system (Figure 4), there are many chemical applications

in which truncated electrostatic interactions lead to severe errors in predicted properties

of the primary/QM subsystem.92,281 Alternatively, a more rigorous treatment of long-range

electrostatic interactions for the QM/MM energy and QM forces as in the QM/MM/PME

approach, may lead to higher accuracy predictions of target properties, despite the introduc-

tion of non-conservative forces on the tertiary subsystem leading to somewhat worse energy

conservation. Needless to say, most practical QM/MM molecular dynamics simulations are

run in the NVT ensemble, in which energy drift on the order of kJ mol−1 ps−1 for a 895

water molecule system will be easily dissipated with any practical choice of thermostat.

Our final benchmark focuses on the liquid structure of water, as computed from the

QM/MM MD simulations. Radial distribution functions (RDF) provide the most straight-

forward metric of the liquid structure, and exhibit well-known features that have also served

as the basis for evaluating forcefield accuracy. For our QM/MM simulations, we specifically
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focus on RDFs computed between the primary (QM) and secondary (MM) subsystems,

which can be compared to corresponding RDFs resulting from the purely MM/forcefield de-

scription. The 100 ps QM/MM, NVE simulation trajectories that were discussed above were

used to construct O-H RDFs between water molecule(s) in the primary (QM) and secondary

(MM) subsystems, utilizing the VMD software.282 Atom positions were recorded every 50

time steps, providing 2000 frames from which to construct RDFs. Radial bins of width 0.1

Å were used from 0. to 5. Å about the selected atom group. RDFs as computed from

both QM/MM/Cutoff and QM/MM/PME simulations, as conducted with either STO-3G,

def2-SVP, or 6-31G* basis sets, are presented in Figure 5. In Figure 5, each subpanel a)-f)

depicts RDFs computed between: 1) water oxygen and hydrogen atoms in the secondary

subsystem “OII-HII”; 2) oxygen atoms in the secondary subsystem and hydrogen atoms in

the primary subsystem “OII-HI”; 3) oxygen atoms in the primary subsystem and hydrogen

atoms in the secondary subsystem “OI-HII”. The RDFs labeled “OII-HI” and “OI-HII” are

thus a metric of the QM/MM description of water structure/hydrogen bonding, while the

“OII-HII” RDF is a metric of the MM description of water structure/hydrogen bonding as

given by the SPC/E forcefield.

The “OII-HII” RDF is considered to be the reference, since the SPC/E forcefield has been

empirically parameterized to provide a good description of the properties of bulk water.

From Figure 5, the first peak in this RDF is located at 1.75 Å with a height of ∼1.5, re-

flecting hydrogen bonding of adjacent water molecules. The second, broader peak is located

at 3.25 Å, with a height of approximately 1.5. The other “OII-HI” and “OI-HII” RDFs are

strongly modulated by the nature of the QM/MM interaction, since they depict water inter-

actions/hydrogen bonding between the primary (QM) and secondary (MM) subsystems. In

this regard, it is immediately clear from Figure 5 that these latter RDFs are strongly modu-

lated by the size of the basis set. The “OII-HI” and “OI-HII” RDFs computed with the small

STO-3G basis set, QM/MM simulations depict weak hydrogen bonding, with substantially

reduced height of the first RDF peak. In contrast, the larger 6-31G* basis set, QM/MM

simulations predict RDFs with significantly enhanced first peak height, corresponding to

over-structuring or exaggerated hydrogen bonding. For a specific basis set, the QM/MM/-

Cutoff and QM/MM/PME simulations predict very similar RDFs; this is because the RDFs

depict short-range liquid structure, and these QM/MM approaches only differ in their long

range electrostatic descriptions.
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FIG. 5. Radial distribution function g(r) for water oxygen and hydrogen atoms across the primary

(I) and secondary (II) subsystems for QM/MM/Cutoff simulations employing a) STO-3G, b) Def2-

SVP, and c) 6-31G(d) basis sets and for QM/MM/PME simulations employing d) STO-3G, e)

Def2-SVP, and f) 6-31G(d) basis sets as a function of distance (r). Error bars correspond to the

95% confidence interval of the distribution of means.

The fundamental cause of the substantial basis set dependence of the RDFs shown in

Figure 5 is different electrostatic and polarization descriptions of the QM water molecule.

It is well known that, in addition to the static dipole moment, electronic polarization makes

a significant contribution to the hydrogen bond energies of water.283 In QM/MM, polariza-

tion at the primary (QM) subsystem boundary is a subtle, but important issue; because

there is no explicit electron operator to account for exchange-repulsion between the primary

and secondary subsystems, overpolarization or “electron spill-out” from the QM system

onto surrounding MM partial charges, is a potential problem that has been reported and

discussed.37,284 In lieu of developing a more sophisticated QM/MM interaction Hamiltonian,

the issue can only be addressed by either compromising on basis set choice and/or tuning

the Lennard-Jones cross interactions.285,286 As depicted in Figure 5, larger basis sets will

tend to over-polarize in the presence of the local solvent environment, in this case predicting

hydrogen bonding that is too strong. Basis sets with diffuse functions will be particularly

problematic in this regard, and thus tend to be avoided in QM/MM applications. Smaller

basis sets, in addition to their fundamentally limited description of the electronic structure
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of the QM system, do not have the flexibility to describe polarization adequately, resulting

in under-polarization and hydrogen bonding with the surrounding solvation environment

that is too weak. Our benchmarks in Figure 5 indicate that the def2-SVP basis set provides

the most “well-balanced” description of electrostatics/polarization within the QM/MM in-

teraction; the “OII-HI” and “OI-HII” RDFs computed from these QM/MM simulations are

in comparatively good agreement with the “OII-HII” RDF that is predicted purely by the

SPC/E forcefield.

Our benchmarks in Figure 5 provide just one example of why basis set choice in QM/MM

simulations is subtle and complex. Because a “good” prediction relies on inherent error can-

cellation (i.e. over-polarization is only prevented because the basis set is limited/incomplete),

the best choice of basis set will be system specific, and should be chosen based on careful

benchmarking. For a QM/MM simulation of bulk water, the best choice of basis set is

even more involved/complex then indicated by the benchmarks in Figure 5. This is because

our simulations have considered only one water molecule in the QM region, such that the

only intermolecular interactions affected by basis set choice are between primary (QM) and

secondary (MM) water molecules; in other words, there are no water-water intermolecular

interactions described purely at the QM level. When there are many water molecules in

the primary (QM) subsystem, it is essential to also consider the effect of basis set on de-

scribing the water structure within the primary subsystem. Previous QM/MM simulations

have demonstrated the sensitivity of water structure and solute/water descriptions to choice

of basis set;287 indeed this is consistent with ab initio molecular dynamics simulations of

bulk water, in which the predicted water structure and properties are highly sensitive to the

employed level of theory.288 For the QM/MM approaches discussed in this work, choosing

the “best” basis set for a given application is thus fundamentally a compromise between

adequate description of both the electronic structure and intermolecular interactions within

the primary (QM) subsystem, and a balanced electrostatic/polarization description at the

primary (QM)/secondary (MM) subsystem boundary.

V. CONCLUSIONS

In this manuscript, we have presented PyDFT-QMMM, a modular, Python-based pack-

age that provides a framework for performing DFT-based, QM/MM molecular dynamics
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simulations, interfacing with Psi4 and OpenMM as calculators. The primary goal of the

package is to provide advanced control over embedding procedures, specifically focusing

on periodic boundary conditions. In order to provide an organized description of possi-

ble PBC embedding choices, we have presented a novel taxonomy for QM/MM approaches

based on a partition of the MM environment into local (secondary) and extended (tertiary)

subsystems. This distinction allows for expanded discussion of QM/MM implementations,

including our QM/MM/PME92 and QM/MM/Cutoff approaches. Of particular interest is

the “force matrix” of Equation 10, which describes the levels of theory used to propagate

forces arising from interactions between various subsystems. We have derived forces for our

QM/MM/PME approach in Appendix A. Benchmarks of the QM/MM/PME forces and

general PyDFT-QMMM implementation were demonstrated for a water solute (QM)/water

solvent (MM) system. Energy conservation from QM/MM, NVE molecular dynamics sim-

ulations and water solvation structure were evaluated for the water solute/water solvent

system, employing both QM/MM/Cutoff and QM/MM/PME methods with basis sets of

varying size. The solvation structure was shown to sensitively depend on basis-set size, for

which small/large basis sets lead respectively to under/over polarization of the QM electron

density, and thus intermediate sized (e.g. def2-SVP) basis sets are preferable.

While prior QM/MM implementations interfacing between QC and MD packages have

employed a variety of communication schemes, PyDFT-QMMM interoperates with pro-

grams loaded in memory through Python APIs. Such an approach: 1) avoids computa-

tional overheads associated with program starting/stopping, file system reading/writing,

and data duplication; 2) permits persistence of objects from the underlying QC and MD

packages; and 3) provides access to utilities in the QC and MD software made available

through Python-bindings. The added flexibility allows for development of more advanced

QM/MM procedures. The lightweight core library of PyDFT-QMMM provides sufficient

utilities for performing QM/MM molecular dynamics simulations with a variety of embed-

ding schemes, and the architecture allows for facile installation and application of both local

and third-party plug-ins. User interaction through Python API allows for scripting of ad-

vanced workflows, which are particularly important for studying complex chemical systems.

For example, our group has utilized PyDFT-QMMM for computational electrosynthesis ap-

plications, which requires custom simulation protocols for modeling electrochemical cells

under working conditions.289 We hope that PyDFT-QMMM will serve as an important tool
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to the computational community, particularly for QM/MM molecular dynamics/free energy

simulations of chemical reactions in complex environments.

The PyDFT-QMMM package is available on github via the link in Reference 290.

Appendix A: Analytic Force Derivations

In order to perform geometry optimizations or statistical sampling through dynamic

simulation, forces from the total system Hamiltonian are required for atoms and nuclei in

subsystems I, II, and III. There are standard force contributions from the independent QM

Hamiltonian in subsystem I and the independent MM Hamiltonian in subsystems II and

III. Here, we discuss the contribution from the QM/MM coupling terms. The electrostatic

QM/MM coupling terms warrant discussion, while the non-electrostatic non-bonded con-

tributions are treated with mechanical embedding and warrant no further discussion. The

QM/MM electrostatic embedding generates forces on both the subsystem I nuclei, FI-II, and

the subsystem II atoms, FII-I, as we discuss in the following subsections. We also present

the force contribution, FI-III, on the primary subsystem arising from the I-III interaction

described by the potential in Equation 8.

1. Electrostatic Forces on Subsystem II

The I-II interaction energy from electrostatic embedding in Equation 4 can be re-written

as

EQM,elst
I-II = Eelec

I-II + Enuc
I-II , (A1)

where

Enuc
I-II =

NI∑
i

NII∑
n

Ziqn
|x⃗i − x⃗n|

, (A2)

and

Eelec
I-II = −Dµν

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)

NII∑
n

qn
|r⃗ − x⃗n|

, (A3)

where we have now explicitly indicated the parametric dependence of the orbital densities

on the set of nuclear coordinates, e.g. ϕµ(r⃗; x⃗). Forces from the nuclear term are trivial.

Forces from the electronic term on subsystem II come from taking the negative gradient
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w.r.t. subsystem II atomic coordinates, e.g.

F⃗ elec
{m∈II}-I = −∂Eelec

I-II

∂x⃗m

= Dµν

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)

(
∂

∂x⃗m

NII∑
n

qn
|r⃗ − x⃗n|

)

= Dµν

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)

(
∂

∂x⃗m

qm
|r⃗ − x⃗m|

)
.

(A4)

This is a Hellmann-Feynman–like term,90,291 or a derivative applied to the integral in the

energy expression. Neither derivatives on the atomic orbital basis functions nor a derivative

on the density matrix are necessary because the embedded point charges from region II do

not have basis sets. Note that these integrals should be readily accessible within an electronic

structure code/integral library, as they have the same form as a force contribution from the

nuclear-electron integrals.

2. Electrostatic Forces on Subsystem I

The contributions from inter-subsystem interactions in Equation 4 can be expanded from

Equation A1 to include I-III as

EQM,elst
I-{II∪III} = Eelec

I-II + Enuc
I-II + Eelec

I-III + Enuc
I-III, (A5)

where Enuc
I-II and Eelec

I-II are given by Equations A2 and A3, respectively, and

Enuc
I-III =

NI∑
i

ZivIII(x⃗i), (A6)

and

Eelec
I-III = −Dµν

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)vIII(r⃗). (A7)

Differentiating the I-II electronic component w.r.t nuclear coordinates gives the force con-

tribution

F⃗ elec
{j∈I}-II = −∂Eelec

I-II

∂x⃗j

=
∂Dµν

∂x⃗j

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)

(
NII∑
n

qn
|r⃗ − x⃗n|

)

+ 2Dµν

∫
dr⃗

∂ϕµ(r⃗; x⃗)

∂x⃗j

ϕν(r⃗; x⃗)

(
NII∑
n

qn
|r⃗ − x⃗n|

)
,

(A8)
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which is provided by standard QC software packages. The I-III electronic contribution is

similarly written as

F⃗ elec
{j∈I}-III = −∂Eelec

I-III

∂x⃗j

=
∂Dµν

∂x⃗j

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)vIII(r⃗)

+ 2Dµν

∫
dr⃗

∂ϕµ(r⃗; x⃗)

∂x⃗j

ϕν(r⃗; x⃗)vIII(r⃗).

(A9)

It is standard practice to incorporate all derivative terms that involve explicit differentiation

of the density matrix, as in line 2 of Equation A9, into the “energy-weighted” density matrix

contribution,291 e.g.

∂Dµν

∂x⃗j

∫
dr⃗ϕµ(r⃗; x⃗)ϕν(r⃗; x⃗)vIII(r⃗) + ... ⇒ −

∑
p

ϵpc
∗
µpcνp

∂Sµν

∂x⃗j

, (A10)

where ‘...’ denotes the standard derivative contributions of the Kohn-Sham energy involving

explicit differentiation of the density matrix, including the density matrix derivative from

Equation A8. In this equation, Sµν is the overlap matrix, and ϵp are the orbital energies

with p denoting molecular orbital indices. Thus, the term that needs to be added to an

electronic structure code is the Hellmann-Feynman–like part of the force contribution, or

line 3 of Equation A9. In practice, these integrals are computed by numerical quadrature

in our QM/MM/PME approach. Because all integrals involving vIII(r⃗) are computed using

numerical quadrature, and the quadrature grid (in principle) depends on the nuclear coor-

dinates x, neglecting this dependence in the differentiation could lead to small numerical

error;90,292–294 however, in practice, this can be remedied by using a large quadrature grid

and foregoing a pruning scheme.

The force on the primary subsystem arising from the nuclear component of the I-III

interaction, Equation A6, requires further discussion of implementation details. In our direct

QM/MM/PME method, vIII(x⃗i) at real space positions is evaluated by interpolating from

vIII values on the PME grid. Real space coordinates are first projected to scaled, fractional

coordinates on the PME grid

u⃗i = Ka∗ · x⃗i, (A11)

where a∗ is the matrix of reciprocal lattice vectors defined by a∗
α · aβ = δαβ. F⃗ nuc

{j∈I}-III is then
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given by

F⃗ nuc
{j∈I}-III = −∂Enuc

I-III

∂x⃗j

= −Zj
dvIII(x⃗j)

dx⃗j

= −Zj
dvIII(u⃗j)

du⃗j

du⃗j

dx⃗j

= −K ∗ Zj
dvIII(u⃗j)

du⃗j

· a∗.

(A12)

The value of the electrostatic potential at the scaled, fractional coordinate u⃗j is given by

trilinear interpolation from the 3D PME grid. It’s derivative is

dvIII(u⃗j)

duj,α

= vIII(u⃗j)|uj,α=α1 − vIII(u⃗j)|uj,α=α0 , (A13)

where α1 , α0 are the bounding interpolation PME gridpoints, with α0 < ui,α < α1. The

required vIII(u⃗j)|uj,α=α1 and vIII(u⃗j)|uj,α=α0 in Equation A13 are each given by bilinear inter-

polation. We use the SciPy implementation of trilinear interpolation found in

scipy.interpolate.RegularGridInterpolator._evaluate_linear. The interpolation is

computed by summing over the contribution from the eight edges/vertices of the cube en-

closing the point. Let these edges/vertices be labeled (000),(001),(010), etc., and f000 is the

function value evaluated at the (000) edge/vertex. Also let xd, yd, zd denote the fractional

distance of the point along the edge in the cartesian direction, i.e.

xd =
x− x0

x1 − x0

, (A14)

and similar for yd, zd. The interpolation is given explicitly by the contributions from the

eight edges/vertices, as

f(x, y, z) = f000 ∗ (1 − xd)(1 − yd)(1 − zd)

+ f100 ∗ xd(1 − yd)(1 − zd)

+ f010 ∗ (1 − xd)yd(1 − zd)

+ f110 ∗ xdyd(1 − zd)

+ f001 ∗ (1 − xd)(1 − yd)zd

+ f101 ∗ xd(1 − yd)zd

+ f011 ∗ (1 − xd)ydzd

+ f111 ∗ xdydzd

(A15)
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derivatives are now easily computed, e.g.

df(x, y, z)

dx
= −f000 ∗ (1 − yd)(1 − zd)

+ f100 ∗ (1 − yd)(1 − zd)

− f010 ∗ yd(1 − zd)

+ f110 ∗ yd(1 − zd)

− f001 ∗ (1 − yd)zd

+ f101 ∗ (1 − yd)zd

− f011 ∗ ydzd

+ f111 ∗ ydzd

(A16)
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