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Abstract— Coordination in multiplayer games enables

players to avoid the lose-lose outcome that often arises at

Nash equilibria. However, designing a coordination mech-

anism typically requires the consideration of the joint ac-

tions of all players, which becomes intractable in large-

scale games. We develop a novel coordination mechanism,

termed reduced rank correlated equilibria. The idea is to

approximate the set of all joint actions with the actions used

in a set of pre-computed Nash equilibria via a convex hull

operation. In a game with n players and each player having

m actions, the proposed mechanism reduces the num-

ber of joint actions considered from O(mn
) to O(mn) and

thereby mitigates computational complexity. We demon-

strate the application of the proposed mechanism to an

air traffic queue management problem. Compared with the

correlated equilibrium—a popular benchmark coordination

mechanism—the proposed approach is capable of solving

a problem involving four thousand times more joint actions

while yielding similar or better performance in terms of

a fairness indicator and showing a maximum optimality

gap of 0.066% in terms of the average delay cost. In the

meantime, it yields a solution that shows up to 99.5% im-

provement in a fairness indicator and up to 50.4% reduction

in average delay cost compared to the Nash solution, which

does not involve coordination.

Index Terms— Game theory, Air traffic management,

Agents-based systems

I. INTRODUCTION

IN a multiplayer game, each player minimizes its own cost
by choosing its strategy—a probability distribution over

its available actions—based on the other players’ strategies.
At a Nash equilibrium, no player can reduce its cost by
unilaterally changing its current strategy. Multiplayer games
enable the modeling of noncooperative interactions in various
applications, including air traffic management systems.
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Fig. 1: Illustration of a multiple departure-arrival queue co-
ordination scenario. Each player (queue) may occupy both
runways, a single runway, or yield to others.

Coordination mechanisms in games allow players to avoid
lose-lose outcomes, which often occur in competitive inter-
actions. The prisoner’s dilemma and the chicken game [1]
are typical examples of such games. Coordination mechanisms
help players avoid lose-lose outcomes by recommending joint
actions to each player through a coordinator.

A correlated equilibrium in a multiplayer game is a prob-
ability distribution over all joint actions of all players [2]
which provides a coordination mechanism as follows. Suppose
a coordinator samples a joint action according to a correlated
equilibrium known to all players and recommends it to all
players. Then, each player cannot reduce its own cost by
unilaterally deviating from the recommendation. Several stud-
ies have shown that the correlated equilibrium is useful for
coordinating chicken games [1], 2-by-2 games [3], Battle-of-
Sexes games [4], and public goods game [5].

However, computing a correlated equilibrium becomes in-
tractable as the number of players and actions increases,
because it requires considering all joint actions. In a game
with n players where each player has m actions, the number
of all joint actions is mn. This makes the computation of
correlated equilibria intractable as n and m increase, which
limits its usage in large-scale coordination problems [1].

We develop an algorithm that efficiently computes corre-
lated equilibria based on a novel concept termed reduced rank

correlated equilibria (RRCE). The set of RRCE inhabits the
convex hull of multiple Nash equilibria, and this set approxi-
mates the set of all possible correlated equilibria. The proposed
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algorithm first computes multiple Nash equilibria and then
obtains a set of RRCE. Unlike the correlated equilibrium,
the computation of the Nash equilibrium only requires the
consideration of the actions of individual players in isolation
rather than all joint actions. As a result, the proposed algorithm
reduces the number of joint actions considered during the
correlated equilibrium computation from O(mn

) to O(mn).
We evaluate the proposed algorithm by conducting a series

of Monte Carlo simulations on an air traffic management
problem, which typically requires coordination for efficient
operation. The proposed algorithm solves a problem involving
a four thousand times larger number of joint actions than a
direct computation of the correlated equilibrium can solve. The
proposed algorithm yields a solution that shows a 0.066% gap
(at worst) to the correlated equilibrium regarding the average
cost per player. Yet our approach demonstrates superior fair-
ness and average cost per player compared to a Nash solution
that does not involve coordination.

II. RELATED WORKS

The challenge of obtaining the correlated equilibrium in
large-scale problems is widely acknowledged [1], [6], [7].
One research direction that addresses this issue is to utilize
an evolutionary algorithm to obtain the correlated equilibrium
[6], [8], [9]. These algorithms let players gradually converge
to a correlated equilibrium through repeated games while
players are set to follow a regret-minimization rule. However,
this approach converges to a random correlated equilibrium,
preventing the user from obtaining an equilibrium that fits their
interests.

Learning dynamics is another approach to bypass the direct
computation of the correlated equilibrium. This approach
learns a strategy converging to a coarse correlated equilibrium,
a relaxed notion of correlated equilibrium, that minimizes the
sum of players’ costs [10]–[12]. However, a coarse correlated
equilibrium is an equilibrium that does not guarantee that
the players comply with the recommended actions, making
it inappropriate to be applied for coordination purposes.

Various multiplayer games have extensively implemented
a Nash equilibrium as coordination [13]–[15] and outcome
prediction [16] tool. This approach computes an existing Nash
equilibrium and uses it as a control command relayed to
the players. If multiple Nash equilibria exist, the coordinator
chooses the one that best fits the coordinator’s interests [13].
However, since the Nash equilibrium does not consider joint
actions, it generally yields a less efficient solution than the
correlated equilibrium [10], [12].

Approximation of the correlated equilibrium has been at-
tempted in mean-field games [17] and graphical games [18]
to improve solution quality and reduce computation burden.
However, to our knowledge, no research has focused on
both (i) addressing the computational intractability of the
correlated equilibrium and (ii) yielding a solution that fits the
coordinator’s interests.

III. NASH AND CORRELATED EQUILIBRIA
IN MATRIX GAMES

A. Matrix games

We consider a game with n 2 N players in which each
player has m 2 N actions. In this paper, we denote a ranged
set of natural numbers {1, 2, . . . , n} as N[1,n]. Let �i denote
the set excluding the i-th element itself, i.e., {1, . . . , n} \ i.
Lastly, let v 2 Rn be a vector and let [v]k indicate the k-th
element of v for k 2 N[1,n].

1) Player’s action: Let ai 2 N[1,m] denote an action of
player i and a := {a1, . . . , an} denote a joint action of all
players. Let A be a set of all possible joint actions, a. The
cardinality of this set, |A|, is mn.

2) Player’s strategy: Let �m := {v 2 Rm
�0 | v>1m = 1}

and xi 2 �m denote player i’s strategy as follows:

[xi]ai
:= P[Player i taking action ai]. (1)

3) Joint action distribution: Let z 2 Rm⇥ n...⇥m
�0 denote the

joint action probability distribution and za 2 [0, 1] denote the
probability of specific joint action profile a occuring, i.e.,

za := P[Players take joint action a] = P[a], (2)

where
P

a za = 1.
The joint action probability distribution profile z can be ex-

pressed in terms of the players’ strategy xi, i.e. the conversion
equation is shown below.

za =
Q

i[xi][a]i . (3)

Note that this conversion is only valid from x to z. The reverse
(decomposition of z to x) may not exist or result in indefinite
strategy profiles x.

4) Cost: The cost that player i incurs by taking action ai
when player j takes action aj (for all j 6= i) is given byP

j 6=i[C
ij
]aiaj , where [Cij

]aiaj is the aiaj-th element (ai-th
row and aj-th column) in the cost matrix Cij 2 Rm⇥m.

The cost that player i experiences is expressed as follows:

ci(z) :=
P

a za
P

j2�i[C
ij
][a]i[a]j . (4)

Note that one can compute ci with individual player’s strategy
xi by transforming xi to z via (3).

B. Nash equilibrium (NE)

The Nash equilibrium is a set of individual strategies in
which no player can reduce its cost by unilaterally changing
its strategy. It exists regardless of the presence of coordination.

Definition 1 (Nash equilibrium). A Nash equilibrium is a

strategy x?
such that for all i 2 N[1,n],

ci(x?
i , x

?
�i)  ci(xi, x?

�i), 8xi 2 �m, x?
i 6= xi. (5)

Under an appropriate constraint qualification, the Karush-
Kuhn-Tucker (KKT) conditions for all players must be satis-
fied at a Nash equilibrium [19, p.26]. The KKT conditions for
player i are

rxiLi =
P

j 6=�i C
ijxj � �i � µi1m = 0m,

1>
mxi = 1, �i>xi = 0, xi � 0m, �i � 0m,

(6)

where �i
= [�i

1, . . . ,�
i
m]

> 2 Rm and µi 2 R are Lagrange
multipliers, and Li is player i’s Lagrangian.



C. Correlated equilibrium (CE)

A correlated equilibrium is a joint action probability distri-
bution, z, such that after a particular joint action profile a?

is drawn from z and each action a?i 2 a? is recommended to
each player i, playing a?i is the optimal choice for each player
i. Here, we assume that the players know the distribution z.

Definition 2 (Correlated equilibrium). A correlated equilib-

rium is a probability distribution z over the set of joint action

profiles A such that

E[ci(a?i )|a?i , z]  E[ci(ai)|a?i , z], a?i = [a?
]i, (7)

where a?i 6= ai, for all i 2 N[1,n] and for all joint action

profiles a 2 A.

The expected cost that player i experiences when the
player chooses action ai with action suggestion a?i given z,
E[ci(a?i )|a?i , z], is denoted with �

z
a?
i
(ai):

�
z
a?
i
(ai) =

P
â zâ

P
j 6=i[C

ij
][a]i[a]j , (8)

where â 2 {a 2 A|[a]i = a?i }. Then, the correlated
equilibrium is a joint action distribution z that satisfies the
following conditions:

�
z
a?
i
(a?i )  �

z
a?
i
(ai), 8(ai, a?i ) 2 N[1,m], 8i 2 N[1,n],

P
a2A za = 1, za � 0, 8a 2 A.

(9)

IV. REDUCED RANK CORRELATED EQUILIBRIA
ALGORITHM

The correlated equilibrium computation becomes quickly
intractable as the number of joint actions grows exponentially
in the number of players (n). Recall that the number of joint
actions considered to compute the correlated equilibrium is
O(mn

) while for the Nash equilibrium, the figure is O(mn).
This affects the computational complexity of solving for each
equilibrium. Although computational complexity may vary
according to which solver one uses, we provide an example
when using the interior point method (IP).

Proposition 1 (Number of linear equations to find NE and
CE with IP). The computation of the Nash equilibrium and

the correlated equilibrium with IP involves solving n(m+ 1)

and 2mn
+ 3m2n+ 1 linear equations, respectively.

Proof: The interior point (IP) method solves a system
of linear equations at every iteration [20, p.393]. The Nash
equilibrium is formulated as a linear complementarity problem
with n(m + 1) linear equations when solved with IP [19,
p.1037]. The correlated equilibrium is formulated as a linear
program with 2mn

+3m2n+1 linear equations when solved
with IP [20, p.394].

To exploit this apparent difference in scaling, we propose
an algorithm that approximates the set of correlated equilibria
with multiple Nash equilibria.

A. Correlated equilibrium set approximation

Let G := {z|z satisfies (9)} denote a set of correlated
equilibria. Since (9) comprises only linear constraints, G is a
convex polytope. In addition, the set of all Nash equilibria is a

subset of G [21]. Therefore, the convex hull of Nash equilibria
is a subset of the correlated equilibria.

Let a set with d distinct Nash equilibria denoted as D, with
the superscript k indicating the k-th Nash equilibrium

[D]k := {xk
1 , x

k
2 , . . . , x

k
n}, k 2 N[1,d]. (10)

It is possible to convert [D]k into a joint action probability
distribution z using (11). Let zk 2 Rm⇥ n...⇥m

�0 denote the joint
action probability distribution of the k-th equilibrium in D
such that

zk
a =

Q
i[x

k
i ][a]i (11)

for all a 2 A. The convex hull of zk2N[1,d] is a subset of the
correlated equilibrium set G [21], [22], i.e.

H := conv(zk
) ✓ G, (12)

where the convex hull of {zk}dk=1 is denoted as H and
conv(zk

) = {
Pd

i=1[�]iz
i | � 2 Rd

�0, 1
>
d � = 1}.

Definition 3 (Rank of a tensor). A simple tensor T s
is a

tensor that can be expressed with the outer products of p
vectors v where p is the dimension of a tensor, i.e. [T s

]i, p...,k =

[v1]i . . . [vp]k. T is of rank t if and only if t is the smallest

number of simple tensors required to express T [23, p.309],

i.e. T = T s
1 + . . .+ T s

t .

The joint action probability distribution of the Nash equilib-
rium, zk

a, has a rank of 1 as the Nash equilibrium is expressed
with an outer product of the player’s strategies xi as shown in
(11), and is thus a simple tensor. Since all Nash equilibria are
elements of the set of correlated equilibria G [21], an element
in G with equal or higher rank than any elements in H always
exists. Based on this characteristic, elements within the set H
are termed reduced rank correlated equilibria (RRCE).

B. Multiplayer coordination and RRCE algorithm

We consider an optimization problem that seeks a correlated
equilibrium z, which minimizes a particular cost function J
that considers the social context. By recommending actions
sampled from the correlated equilibrium to each player, a
coordinator can help the players reach a joint action that
minimizes J . Such a socially optimal joint action is often
unachievable without a coordination mechanism.

The cost function J that evaluates the quality of a correlated
equilibrium—such as efficiency and fairness—is denoted as

J : Rm⇥ n...⇥m
�0 ! R. (13)

In particular, we search for an optimal correlated equilibrium
by solving the following optimization:

minimize
z

J(z)

subject to condition from (9).
(14)

We denote this method as the Correlated Equilibrium (CE)

algorithm. As stated previously, solving this problem requires
high computation costs.

In contrast, we propose an algorithm that computes RRCE,
termed the RRCE algorithm. The RRCE algorithm consists
of two phases. First, the algorithm searches for multiple Nash



equilibria—each satisfies Definition 1—and computes the cor-
responding joint action distributions according to (11). The
computed joint action distribution is denoted {z1, . . . , zd}.
We suggest two methods for searching Nash equilibria: (i)
random initialization method, which randomly initializes the
numerical solver [24] when solving (6), and (ii) brute-force

method, which exhaustively enumerates all deterministic joint
actions and identifies all pure Nash equilibria [25].

Second, the RRCE algorithm computes a reduced rank
correlated equilibrium given by

Pd
k=1[�

?
]izk, where �? 2

Rd
�0 is the optimal solution of the following optimization

problem:
minimize

�
J(

Pd
i=1[�]iz

i
)

subject to � � 0d, 1>
d � = 1.

(15)

V. COORDINATION IN AIR TRAFFIC MANAGEMENT

A noncooperative multiplayer coordination problem is fre-
quently observed in air traffic management. Consider a situ-
ation where two aircraft are trying to land at an airport with
a single runway. In this case, the players are aircraft, and the
limited resource is runway occupancy. Each aircraft prefers
to occupy the runway (i.e. land) immediately rather than wait
until the other aircraft lands and vacates the runway. However,
neither can occupy the runway simultaneously without causing
a crash and incurring a heavy penalty.

This two-aircraft landing scenario can be expressed in a
normal form game:

Occupy Yield

Occupy �,� 0,⇢
Yield ⇢,0 ⇢,⇢

where � 2 R+ is a penalty that is arbitrarily larger than any
other values in this matrix and ⇢ 2 R+ is a small penalty
that occurs when a player chooses the Yield action. The cost
matrix for this game is as follows:

Cij
= Cji

=
⇥
� 0
⇢ ⇢

⇤
(16)

The best outcome, 0, occurs when each player occupies while
the opponent yields. The worst case occurs when both players
Occupy, thus resulting in � penalty for each player.

This game setting can be expanded to various air traffic
management scenarios. Players could be airlines competing
over airport slots, departure and arrival queues competing over
runway usage, and airports competing over an air route.

A. Airport departure/arrival queue game

We will focus on the scenario of the departure and arrival
queues competing over the limited number of runways, as
illustrated in Figure 1.

1) Players: Let queues indicate a queue of aircraft waiting
for departure or arrival. A queue that holds aircraft waiting
for departure is departure queue, and one with aircraft waiting
for arrival is an arrival queue. An aircraft is added to the i-
th queue according to a Poisson process at a specific rate �i
for each queue, Pois(�i). Each departure or arrival queue is
a player in this game who wants to reduce their queue length
by deploying the aircraft in their queue to occupy runways.

2) Actions: The game is played every 5 minutes. Every
time the game is played, the players have two actions for
each runway: Occupy the runway or yield its usage to the
others. Each player can decide whether to occupy or yield
each runway independently if multiple runways exist. Let r
be the number of runways; then the number of actions, m,
becomes m = 2

r. For example, if there are two runways,
then there are four possible joint actions: A = {(Occupy,
Occupy), (Occupy, Yield), (Yield, Occupy), (Yield, Yield)}.
In practice, the control tower (coordinator) will choose among
these joint actions based on z and then radio a recommended
action to each aircraft in the front of each queue.

3) Cost matrix: The cost for each player (queue) in this
game represents the delay applied to all the aircraft within the
queue. Since the game is played every 5 minutes, if a player
chooses to Yield, it causes 5-minute delays to all the scheduled
aircraft in its queue. We designate 5 as ⇢, the Yield penalty.
As the average number of added aircraft to each queue per unit
time i is proportional to �i, the cost for Yield becomes 5�i, or
⇢�i minutes per runway. If a particular player chooses Occupy

and all other players do Yield the runway, that player does not
incur any costs. However, if the simultaneous occupation of
a runway occurs, all the occupying players receive a large
penalty � � ⇢.

An example cost matrix for queue i when there are 2
runways, or m = 4 is,

Cij
= �i

"
2� � � 0
�+⇢ �+⇢ ⇢ ⇢
�+⇢ ⇢ �+⇢ ⇢
2⇢ 2⇢ 2⇢ 2⇢

#
, 8j 2 �i (17)

where the order of actions is (Occupy, Occupy), (Occupy,
Yield), (Yield, Occupy), (Yield, Yield).

VI. NUMERICAL EXPERIMENTS

We evaluate the effectiveness of the RRCE algorithm by
comparing it with the algorithm based on the correlated equi-
librium and Nash equilibrium, respectively [24]. The algorithm
based on the correlated equilibrium, termed the CE algorithm,
solves the optimization in (14). The algorithm based on the
Nash algorithm termed the Nash algorithm, finds a solution
that satisfies the conditions in (6). It converges to a different
equilibrium under different initialization when multiple Nash
equilibria exist.

The proposed RRCE algorithm has two variations depend-
ing on which strategy it uses to find multiple Nash equilibria;
RRCE using the random initialization is denoted as the
Random-RRCE. It repeats random initialization method for
a fixed number of times, and the newly discovered Nash
equilibrium is returned. The RRCE using the brute-force is
denoted as the Brute-RRCE. It performs an exhaustive search
for pure Nash equilibrium (with a deterministic strategy) by
enumerating the best responses of each player for all joint
actions.

In summary, four algorithms are used for the experiment
(two RRCE algorithms, the CE algorithm, and the Nash
algorithm). Note that other baseline algorithms are neglected
since there have not been any algorithms that share common



objectives with the proposed algorithm, making the direct
comparison unnecessary, per the discussion in Section II.

To capture the variance in computation time and solution
quality of each algorithm, we conduct a series of Monte Carlo
experiments. Fifty trials with fixed arrival rates �i are tested for
each distinct number of players (n) and actions (m). A total of
18 settings for (n, m) are investigated, with n varying from 2
to 7 and the number of runways r varying from 1 to 3, which is
equivalent to the number of actions, m 2 {2, 4, 8} respectively.
These test cases correspond to the number of joint actions
ranging from 2

2 to 2
21. We implement algorithms in the Julia

programming language, using the ParametricMCPs.jl package
[26] and the PATH mixed complementarity program solver
[24]. All experiments were performed on an AMD Ryzen 9
7950X processor.

A. Evaluation criteria

We use three metrics to measure the performance of each
algorithm: the computation time, the Gini index, and the
average delay cost per player.

1) Computation time (CT): The computation time measures
the time required to compute the solution. We evaluate the
computation time in two ways: (i) Solver time, which is the
runtime for the solver to find the solution, and (ii) Total

computation time, which is a combination of the solver time
and the pre-processing time required to compile the problem
before running the solver.

2) Average delay cost (AC): The average delay cost mea-
sures the average cost of the players as

AC(c) = 1
n

P
i2N[1,n]

ci, (18)

where c = {c1, c2, . . . , cn}.
3) Gini index (GI): The Gini index is an indicator measuring

fairness among the players. The smaller the discrepancy in the
cost between the players, the better the fairness. A small Gini
index indicates the players achieve a more fair outcome. We
compute the Gini index as

GI(c) = 1
2AC(c)n2

P
i,j2N[1,n]

|ci � cj |, (19)

where AC(c) is an average delay cost computed from [27].

B. Objective function

There are two objectives that the coordinator in this scenario
has to satisfy: (i) Minimize the total cost and (ii) Minimize the
cost differences between the players. Qualitatively speaking,
the first objective promotes the overall system’s efficiency, and
the second objective promotes fairness among the players.

We adopted a cost function that balances both objectives:
the fairness-threshold-criteria with maximin fairness [27]. It
is formulated as,

J(z) = �n�+
Pn

i=1 max(ci +�, cmax), (20)

where � is a pre-specified fairness-threshold value and cmax

is the maximum value of c. Note that each ci can be computed
from z directly via (4). When the differences of costs between
all the players are within �, the cost function becomes J(c) =

Fig. 2: Computation time plot in log-log scale. Solver runtime
plot (dotted) and total computation time (solid) that includes
both solver runtime and preprocessing time.

(a) Gini index

(b) Average delay cost

Fig. 3: Unfairness indicator (Gini index) plot (upper) and
average delay cost plot (bottom). Results are shown per
runway number r and the number of players n.

Pn
i=1 ci. If a single player incurs a higher cost than any other

player by more than �, the overall cost depends only upon
that player’s cost, and J(c) = �n�+ ncmax.

C. Result

The RRCE and Nash algorithm solve test cases involving
up to 2

21 joint actions. However, the CE algorithm fails to
solve several test cases due to a lack of available memory,
thus leaving missing data points in the figure. The maximum
number of joint actions the CE algorithm can handle is 2

9.
1) Computation time: Figure 2 shows the computation time

regarding the number of joint actions in each test case.
Random-RRCE shows the largest value in terms of solver time
for most of the test cases. However, it shows a polynomial



increasing trend, which is also true for the Nash algorithm.
The Brute-RRCE and CE algorithms show a much greater
rate of increase in solver time, and the CE’s rate of increase
is the greatest (i.e. worst) among the algorithms.

A similar trend exists in the total computation time. The
Random-RRCE and Nash show polynomial increasing trends,
while Brute-RRCE and CE show a greater rate. The total
computation time for CE exceeds that of the Random-RRCE
in the test case involving 64 joint actions, becoming the most
time-consuming algorithm. The maximum total computation
time reduction observed from Random-RRCE to CE was
91.0% in a test case involving 2

9 joint actions.
2) Gini index: Figure 3 shows the solution quality indicators

(Gini index, average delay cost) with respect to the number of
players (n) and actions (m). Regarding fairness, Figure 3a
shows that the RRCE and CE algorithms kept the costs
between the players similar. Among the algorithms apart from
the Nash algorithm, the Random-RRCE shows the highest
(worst) median Gini index value and higher variance, and the
trend becomes notable in the cases involving larger n and m.
This degradation is due to the reduced ratio of the number of
sampled Nash equilibria to the number of all Nash equilibria
in the game as the problem size increases.

3) Average delay cost: According to Figure 3b, the median
of average delay costs for CE and RRCE algorithms are
consistently lower than that of the Nash equilibrium. RRCE
and CE yield a solution showing similar performance to the
cases CE solved. Random-RRCE shows performance between
these two extremes, with the average delay cost reduced by
1.8% up to 50.4% than that of the Nash approach, while
showing a maximum optimality gap of 0.066% compared to
the observable CE algorithm results.

VII. CONCLUSION AND FUTURE WORKS

We propose a highly scalable algorithm that computes the
correlated equilibrium, a coordination mechanism that has
been proven helpful in multiplayer noncooperative games, by
approximating the set of correlated equilibria with the convex
hull of multiple Nash equilibria. Numerical experiments show
that the proposed algorithm demonstrates improved scalability
compared to the standard correlated equilibrium computation
and superior solution quality (fairness and average cost per
player) to the Nash solution, which does not involve coordi-
nation.

Despite this promising result, there is room for further de-
velopment. As this paper focuses on the correlated equilibrium
set approximation method, we adopted a simple strategy to
search for multiple Nash equilibria. However, as the problem
scale increases, the Nash equilibria recovered represent a
decreasing fraction of the total number of Nash points, which
makes the convex hull approximation worse. Thus, exploring
a method that can search for Nash equilibrium to maximize
the volume of the convex hull effectively will be an exciting
topic for future study.
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