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Abstract. We investigate the concept of effective resistance in connection graphs, expanding its
traditional application from undirected graphs. We propose a robust definition of effective resistance
in connection graphs by focusing on the duality of Dirichlet-type and Poisson-type problems on con-
nection graphs. Additionally, we delve into random walks, taking into account both node transitions
and vector rotations. This approach introduces novel concepts of effective conductance and resis-
tance matrices for connection graphs, capturing mean rotation matrices corresponding to random
walk transitions. Thereby, it provides new theoretical insights for network analysis and optimization.
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1. Introduction. Effective resistance is a widely used distance metric in graph
theory, applicable in numerous fields such as dimensionality reduction [27] and graph
sparsification [43, 11] to graph clustering [1, 47]. Effective resistance is closely related
to graph random walks through the concept of commute times [10] and is known
for its ability to capture cluster structures [7] and its robustness to noise compared
to the graph geodesic [24]. Furthermore, M\'emoli, Wan, and Wang [36] showed how
effective conductance, the reciprocal of effective resistance, can be used to define
Cheeger constants. The effective resistance has been successfully applied in several
domains, including bioinformatics [23], social network systems [47], and electronics
[18, 31, 45, 46, 9]. Its presence as a popular tool for analyzing graphs showcases its
effectiveness and adaptability in tackling complex real-world problems.

Meanwhile, the increasing complexity of data has motivated the study of more
complex graph structures, such as directed graphs, magnetic graphs, and connection
graphs [20, 41]. Of particular note are magnetic graphs and their Laplacian matrices.
There has been much recent interest [22, 48] in using magnetic graph Laplacians
for directed graphs by adding an angular phase to directed edges. This has found
application in directed graph visualization [20, 15] and community detection [21] as
well as in the development of novel graph neural network architectures [22, 48]. Our
focus in this work is on connection graphs, which are a generalization of signed or
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1542 CLONINGER ET AL.

magnetic graphs or alternatively, a specific case of voltage graphs from algebraic
graph theory [25]. Notably, connection graphs find widespread application in tackling
angular synchronization problems [40, 3] as well as in leveraging diffusion maps for
high-dimensional dataset analysis [41].

Consequently, a pivotal question arises.

Question 1.1. Can the notions of effective resistance and effective conductance
be extended to connection graphs, and if so, would such an extension yield practical
benefits?

Related work. An extension of the concept of effective resistance to connection
graphs was first proposed by Chung, Zhao, and Kempton [14] within the context of
connection graph sparsification. Their proposed technique utilizes the pseudoinverse
of the connection Laplacian matrix in a direct generalization of the definition for
classical graphs. This approach, however, has limitations: it applies only to edges,
does not extend to all pairs of vertices, and shows discontinuity with respect to changes
in graph signatures.

In recent years, at least two other approaches have been proposed for generalizing
effective resistance to other graph models. In [44], the authors propose an extension
of effective resistance to directed graphs using the Kron reduction of the Laplacian
matrix and concepts from the random walk on the graphs. In [42], the authors propose
a definition of effective resistance between sets in a graph using the Schur complement
of the Laplacian. Both approaches, at least implicitly, rely on graph boundary value
problems. For a detailed study on traditional graphs, see [13].

Our contributions. Traditional definitions of electrical resistance and effective
conductance are intricately tied to Poisson and Dirichlet problems [28] as well as ran-
dom walks on graphs [18, 35]. Inspired by this, our first contribution is to extend
Dirichlet problems to connection graphs and establish several fundamental proper-
ties, such as the maximum norm principle. Furthermore, considering random walks
on connection graphs, we pinpoint the pivotal concept of mean path signatures. These
signatures track the expected rotation experienced by a random walk along the edges.
By linking this concept with the Dirichlet problem on connection graphs and devising
algorithms to compute mean path signatures, we establish a solid groundwork for
defining effective resistance and effective conductance on connection graphs, general-
izing classical definitions.

In particular, these concepts and techniques allow us to derive the ``effective con-
ductance matrix""---a counterpart to the classical effective conductance in the context
of connection graphs. Our definition preserves continuity with respect to changes to
signatures and permits the evaluation of all vertex pairs. Moreover, we establish a
direct link between the effective conductance matrix and mean path signatures, detail-
ing how graph signatures affect effective conductance matrices. This work broadens
the classical relationship between effective conductance and escape probability for
random walks, extending it to connection graphs.

Finally, following the derivation of the effective conductance matrix, we propose a
Poisson-type problem on connection graphs, creating a pathway to define the ``effective
resistance matrix."" Despite the discontinuity of the effective resistance matrix, we
introduce a scalar version that preserves continuity in response to changes in the
underlying graph's signatures and enables evaluation of all vertex pairs. This scalar
version is derived by analyzing the energy of the solution to the Poisson-type problem,
further generalizing the classical scenario. Significantly, our effective resistance matrix
offers more insightful data than the scalar version alone. For instance, in the case of

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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CONNECTION GRAPH RESISTANCE 1543

a cyclic graph, the scalar version fails to provide any signature information. Thus, in
certain applications, it is imperative to consider the effective resistance matrix in its
entirety rather than focusing solely on the scalar version.

Relationship to electrical networks. Classical resistance graphs have a physical
interpretation, namely, as an electrical network connecting a current source to a cur-
rent sink by a system of physical resistors. In this setting, the effective resistance is
the total resistance between the source and sink, and the effective conductance is the
inverse. However, although the connection graph is a mathematical extension of resis-
tor graphs, to the best of our knowledge, a physical interpretation of the connection
graph in terms of electrical networks remains to be established.

A possible avenue for a physical interpretation of the connection graph is the ex-
tension of resistor graphs to include dynamical elements such as capacitance and
inductance (see, for example, [37, 38]), which are known to impose a frequency-
dependent impedance and admittance. In [37], the notion of effective impedance
and admittance was introduced in the context of such graphs through the solution
of a Dirichlet problem. It is possible that the signature dependency exhibited by the
connection resistance and conductance matrices can be related to the way electri-
cal admittance and impedance change with frequency in an electrical network. See,
for example, [19] for a good source on this. Although this connection might not be
straightforward to uncover, if it at all exists, this could be an interesting direction for
future research.

Paper organization. The remainder of this paper is organized as follows. In sec-
tion 2, we establish the notation for graphs and connection graphs and review essential
concepts and results, such as the switching equivalence of signatures. Next, in section
3, we provide a comprehensive overview of effective resistance from multiple perspec-
tives. Section 4 considers the analysis of Dirichlet problems and random walks on
connection graphs, which serve as the foundation for defining conductance and re-
sistance for connection graphs. Finally, in section 5, we introduce the conductance
matrix and in section 6 we introduce the resistance matrix for connection graphs.
Throughout these sections, we present noteworthy findings, including their connec-
tions to random walks and the Dirichlet problem. It is important to highlight that
in subsection 6.2, we utilize the aforementioned results to propose a scalar version of
effective resistance for connection graphs, emphasizing its continuity with respect to
changes in the underlying signature.

We provide demos and examples in our GitHub Repository.1 Additional proofs
are available in the appendix.

2. Preliminary. In this section we will set up notation and discuss some impor-
tant results that we will use in the rest of the paper.

2.1. Basics on matrices and graphs. For positive integers m and n, let In\times n

represent the n \times n identity matrix and 0m\times n represent the m \times n zero matrix. If
A\in Rn\times n is a square matrix, A\dagger denotes its Moore--Penrose generalized inverse.

Schur complements. If is a block matrix, where A,D are square ma-

trices, we define the (generalized) Schur complements M/A and M/D by the formulas

M/A=D - CA\dagger B, M/D=A - BD\dagger C.(2.1)

We note that the Schur complement can be defined for any principal submatrix of M .

1https://github.com/sawyer-jack-1/connection-resistance-demo.
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1544 CLONINGER ET AL.

One important property of the Schur complement, known as the quotient identity
[16], will be utilized later in our analysis. Consider a block matrix M as described

above and assume that the submatrix is also structured as a block matrix,

with E and H representing square matrices. If both D and H are invertible, we have
the following relationship:

M/D= (M/H)/(D/H).(2.2)

In this equation, we implicitly utilize the fact that D/H is a block submatrix of M/H.
Graphs. We consider graphs G = (V,E,W ), where V = \{ 1,2, . . . , n\} is a finite

set of vertices, E \subset 
\bigl( 
V
2

\bigr) 
is a collection of undirected edges, and W = (wij)i,j\in V is a

symmetric edge weight matrix with wij > 0 \Leftarrow \Rightarrow \{ i, j\} \in E. We exclude multiple
edges and self-edges. Additionally, we define the set of oriented edges as Eor :=
\{ (i, j), (j, i) : i, j \in V, i\sim j\} . The degree of each i \in V is denoted deg(i) :=

\sum 
j\sim iwij .

Throughout the paper, we assume that graphs are connected, unless otherwise stated.
The degree matrix D = diag (deg(1), . . . ,deg(n)) \in Rn\times n is the diagonal matrix

whose elements are the degrees of i \in V . The Laplacian matrix L of G is defined by
the equation L=D - W . See Chung [12] for properties of the Laplacian matrix.

2.2. Connection graphs. Let d\geq 1 be a positive integer. We let \sansO (d) denote
the group of d\times d orthogonal matrices, i.e., \sansO (d) :=

\bigl\{ 
O \in Rd\times d :OTO= Id\times d

\bigr\} 
. A d-

dimensional connection (or a signature) on a graph G is a map \sigma :Eor \rightarrow \sansO (d) which
satisfies \sigma ji = \sigma  - 1

ij = \sigma T
ji for each (i, j) \in Eor. The pair (G,\sigma ) is called a connection

graph. To distinguish between a graph G and a connection graph (G,\sigma ) we might call
G a classical graph and refer to G as the underlying graph of (G,\sigma ).

The connection graph is known by different names depending on the value of
d. When d = 1, (G,\sigma ) is also called a signed graph. It finds applications in social
networks and voter models [8, 32]. When d = 2 and \sansS \sansO (2) is considered instead of
\sansO (2), (G,\sigma ) is called a magnetic graph. These have applications from physics [33],
the visualization of directed graphs [20], to the angular synchronization problem [40].

The connection Laplacian matrix of a connection graph (G,\sigma ) is the nd\times nd block
matrix \scrL (we sometimes write \scrL \sigma to emphasize the signature) defined as follows:

(2.3)

\scrL :=

\left[     
\scrL 11 \scrL 12 . . . \scrL 1n

\scrL 21 \scrL 22 . . . \scrL 2n

...
...

. . .
...

\scrL n1 \scrL n2 . . . \scrL nn

\right]     where \scrL ij :=

\left\{     
deg(i)Id\times d if i = j

 - wij\sigma ij if i \sim j

0d\times d otherwise

, 1 \leq i, j \leq n.

If S,S\prime \subset \{ 1,2, . . . , n\} are subsets of indices, then \scrL S,S\prime is the submatrix of \scrL with rows
(resp., columns) indexed by S (resp., S\prime ). For brevity, when S = S\prime we let \scrL S =\scrL S,S .

Clearly, the connection Laplacian matrix is a symmetric, positive semidefinite
matrix. The matrix is particularly useful for analyzing vector-valued functions f :
V \rightarrow Rd defined on the underlying graph. We collect such functions into the linear
space \ell 2(V ;Rd) = \{ f : V \rightarrow Rd\} equipped with the Hilbert--Schmidt inner product

\langle f, g\rangle \ell 2(V ;Rd) =Tr(gTf), f, g \in \ell 2(V ;Rd),(2.4)

where we identify each f \in \ell 2(V ;Rd) as a column vector in Rnd in the canonical way.
By applying the connection Laplacian matrix to any f \in \ell 2(V ;Rd), we obtain a new
function \scrL f : V \rightarrow Rd which can be written explicitly as follows:

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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CONNECTION GRAPH RESISTANCE 1545

(\scrL f)(i) =
\sum 
j\sim i

wij (f(i) - \sigma ijf(j)) .

One can also explicitly write the quadratic form as follows:

fT\scrL f =
\sum 

\{ i,j\} \in E

wij(f(i) - \sigma ijf(j))
T(f(i) - \sigma ijf(j)).(2.5)

Consistency. A connection graph (G,\sigma ) is said to be consistent (and inconsistent
if otherwise) if for every directed cycle i0, . . . , in = i0 in G it holds that

n - 1\prod 
\ell =0

\sigma i\ell i\ell +1
= Id\times d.(2.6)

There are several equivalent criteria for a graph to be consistent, some of which
we highlight in the following lemma; a proof can be found in [14, Theorem 1].

Lemma 2.1. Let (G,\sigma ) be a connection graph. G is consistent if and only if
(i) 0 occurs as an eigenvalue of \scrL with multiplicity exactly d times the number

of connected components of G,
(ii) the eigenvalues of \scrL are exactly those of L where each occurs with multiplicity

d,
(iii) there exists a map \tau : V \rightarrow \sansO (d) such that

\tau (i) - 1\sigma ij\tau (j) = Id\times d for each (i, j)\in Eor.

Remark 2.2 (signatures of paths). If (G,\sigma ) is consistent, a straightforward con-
sequence of (2.6) is that for any (not necessarily adjacent) nodes i, j \in V we may
define \sigma ij by taking a path (i0 = i, . . . , im+1 = j) and writing \sigma ij =

\prod m
\ell =1 \sigma i\ell i\ell +1

. This
definition is independent of the choice of path and is hence well defined.

2.3. Equivalence and decomposition of signatures. Different signatures on
a graph G may yield identical spectra for their respective connection Laplacians. This
encourages a deeper exploration of signature structures. One particular important
notion is that of (switching) equivalence of signatures from [34], which we describe in
a slightly different way below.

Definition 2.3 (switching equivalence between signatures). Let \sigma , \tau be two fixed
signatures on a graph G. Then \sigma , \tau are said to be (switching) equivalent, denoted
\sigma \sim = \tau , if there exists a map f : V \rightarrow \sansO (d) such that for any oriented edge (i, j) \in Eor

it holds that f(i)\sigma ij = \tau ijf(j). The map f is called a switching map from \sigma to \tau .

The map f assigns an orthonormal basis in Rd to each node. At each edge, the
orthogonal transformations defined by \sigma and \tau become equivalent when coordinates
are changed into the bases given by f .

It is straightforward to show that \sim = defines an equivalence relation on the class
of signatures defined on any one graph G. The next fact follows immediately from
the transitivity of \sim =, the preceding remarks, and Lemma 2.1.

Proposition 2.4. Given any two consistent signatures \sigma and \tau , they are equiv-
alent. A consistent signature and an inconsistent signature are not equivalent.

Remark 2.5 (switching map is not unique). Consider the simple case when d= 2
and the graph is a two-point graph with one edge \{ i, j\} . Let \sigma , \tau \in \sansS \sansO (2) be two
equivalent signatures for the oriented edge (i, j). Let f be a switching map from \sigma to

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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1546 CLONINGER ET AL.

\tau represented by two orthogonal matrices Ui,Uj \in \sansS \sansO (2) such that Ui\sigma = \tau Uj . Then,
for any R \in \sansS \sansO (2), we claim that RUi and RUj represent another switching map.
This is because AB = BA for any A,B \in SO(2) and thus RUi\sigma = R\tau Uj = \tau RUj .
Therefore, the switching map is not unique in general.

Remark 2.6 (note on nomenclature). As our terminology follows from [3, 14, 34],
the concept of connection graphs is also integral to understanding vector bundles on
graphs, which has led to some variations in terminology borrowed from the theory
of vector bundles. For instance, what we refer to as a ``signature"" is also known as
a ``connection."" Similarly, the term ``switching map"" is alternatively called a ``gauge
transformation,"" the ``connection Laplacian"" is sometimes referred to as the ``vector
bundle Laplacian,"" and a ``path signature"" is sometimes called a ``holonomy,"" as
discussed in the works [30, 29].

The following result shows that one can significantly simplify the graph signature
through a spanning tree of the underlying graph. The version of the following result
with \sansU (1) signatures has been mentioned in passing in [34, section 4.2].

Lemma 2.7 (spanning tree simplification). Given a connected graph G, let \scrS be
a spanning tree. Then, any signature \sigma is equivalent to a signature \sigma \scrS such that
\sigma \scrS 
i,j = Id\times d for any edge (i, j) \in \scrS and that \sigma \scrS 

i,j depends implicitly on \sigma for any edge
(i, j) /\in \scrS .

Proof. Define f :Eor \rightarrow \sansO (d) as follows. Let 1 \in V be a fixed distinguished vertex
and set f(1) = Id\times d. For each i \in V let Pi = (1 = i1, i2, . . . , ik = i) be the unique path
contained in the spanning tree \scrS from 1 to i. Define f(i) =

\prod k - 1
\ell =1 \sigma i\ell i\ell +1

for every
other i\in V . Then, setting \sigma \scrS 

ij = f(i)\sigma ijf(j)
T , the claim follows.

The next result illustrates the relationship between connection Laplacian matrices
of two equivalent signatures.

Lemma 2.8 ([34, equation (1.13)]). Let f : V \rightarrow \sansO (d) be a switching map between
signatures \sigma and \tau . Then, F\scrL \sigma =\scrL \tau F, where F \in Rnd\times nd is the diagonal block matrix
whose ith d\times d block is f(i).

Direct sum of signatures. Consider a d-dimensional signature \sigma and a d\prime -
dimensional signature \sigma \prime on G. We define the direct sum of \sigma and \sigma \prime , denoted by
\sigma \oplus \sigma \prime , as follows:

\forall (i, j)\in Eor, (\sigma \oplus \sigma \prime )ij := \sigma ij \oplus \sigma \prime 
ij =

\biggl[ 
\sigma ij 0d\times d\prime 

0d\prime \times d \sigma \prime 
ij

\biggr] 
.

Remark 2.9. For \scrL \sigma \oplus \sigma \prime 
, we have that for any i, j \in V , \scrL \sigma \oplus \sigma \prime 

ij =
\bigl[ \scrL \sigma 

ij 0d\times d\prime 

0d\prime \times d \scrL \sigma \prime 
ij

\bigr] 
.

Therefore, by permutation of the rows and columns of \scrL \sigma \oplus \sigma \prime 
, one has that \scrL \sigma \oplus \sigma \prime 

is
similar to the matrix \scrL \sigma \oplus \scrL \sigma \prime 

=
\bigl[ \scrL \sigma 0

0 \scrL \sigma \prime 
\bigr] 
.

A d-dimensional signature \sigma is called decomposable if it is equivalent to the
direct sum of two signatures with dimensions greater than 0. Otherwise, we call
\sigma indecomposable.2 For instance, any one-dimensional signature is indecomposable,
while consistent signatures with d> 1 are always decomposable.

2While previous research [34] has examined the decomposition of connection Laplacians using
group representation theory, we find the aforementioned explanation of signature decomposition to
be crucial for comprehending our subsequent findings.
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Example 2.10. Let \iota 1 denote the 1-dimensional identity signature. If a d-
dimensional signature \sigma is consistent, then \sigma \sim =

\bigoplus d
i=1 \iota 

1. This follows from Propo-
sition 2.4 and Lemma 2.8.

The example above motivates us to focus on the case of inconsistent signatures.

Theorem 2.11. Let \sigma be an inconsistent d-dimensional signature. Let \rho denote
the nullity of \scrL \sigma . Then, there exists a (d - \rho )-dimensional signature \tau such that \scrL \tau 

is invertible and that

\sigma \simeq 

\Biggl( 
\rho \bigoplus 

i=1

\iota 1

\Biggr) 
\oplus \tau .(2.7)

The proof technique below is similar to the proof of [14, Theorem 1]. Besides,
it is worth noting that the proof itself indicates an algorithm for the finding the
decomposition in (2.7).

Proof. Let f1, . . . , f\rho : V \rightarrow Rd be independent eigenvectors of \scrL \sigma corresponding
to the 0 eigenvalues. Assume that \langle fl, fl\rangle = | V | and \langle fl, fk\rangle = 0 for l \not = k. By (2.5), we
have that for any oriented edge (i, j)\in Eor, fl(i) = \sigma ijfl(j) for all l= 1, . . . , \rho . Hence,
we have that

\langle fl(i), fk(i)\rangle = \langle \sigma ijfl(j), \sigma ijfk(j)\rangle = \langle fl(j), fk(j)\rangle .

Hence for any i \in V , [f1(i), . . . , f\rho (i)] is a orthonormal basis for a \rho -dimensional
subspace of Rd. Then, for all i \in V , we expand this basis to an orthonormal basis
f(i) := [f1(i), . . . , f\rho (i), g\rho +1(i), . . . , gd(i)] for Rd. This provides a map f : V \rightarrow Rd\times d.

We now define a signature \tau as follows: for any oriented edge (i, j)\in Eor,

\tau ij := [g\rho +1(i), . . . , gd(i)]
T\sigma ij [g\rho +1(j), . . . , gd(j)].

It is then straightforward to verify that \sigma \simeq (
\bigoplus \rho 

i=1 \iota 
1)\oplus \tau via the switching map f .

Using Lemma 2.8, \scrL \sigma and \scrL \oplus \rho 
i=1\iota 

1 \oplus \scrL \tau are similar matrices, and hence since the
kernel of \scrL \oplus \rho 

i=1\iota 
1

is exactly \rho , \scrL \tau is in turn nonsingular. The claim follows.

Given a signature \sigma , if \scrL \sigma is invertible, then we call \sigma absolutely inconsistent. For
\tau in the above theorem, we call \tau the absolutely inconsistent component of \sigma .

As an application of the theory developed in this section, we provide a complete
characterization of signatures on cycle graphs.

Example 2.12 (elementary cycle signatures). Consider an n-cycle graph G. Given
\theta \in R, define a two-dimensional signature \sigma \theta as follows: let \sigma \theta 

12 \in \sansO (2) be the rotation
with angle \theta , i.e., \sigma \theta 

12 =
\bigl[ 
cos \theta  - sin \theta 
sin \theta cos \theta 

\bigr] 
; let \sigma \theta 

i,i+1 = I2\times 2 for all i = 2, . . . , n. Then, the
following observations hold:

(i) If \theta = 0 mod [0,2\pi ), \sigma \theta \sim = \iota 1 \oplus \iota 1 and is in particular consistent.
(ii) If \theta = \pi mod [0,2\pi ), \sigma \theta \sim = \iota  - 1 \oplus \iota  - 1, where \iota  - 1 denotes the one-dimensional

signature that has the value  - 1 at (1,2) and +1 elsewhere, and is in particular
inconsistent and decomposable.

(iii) If \theta \not = 0, \pi mod [0,2\pi ), then \sigma \theta is absolutely inconsistent and indecompos-
able, since \sigma \theta 

12 is not diagonalizable with real coefficients.
These signatures are called elementary cycle signatures.

We show that any signature on a cycle graph is a direct sum of signatures described
by Example 2.12.
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1548 CLONINGER ET AL.

Proposition 2.13. Consider an n-cycle graph G with a d-dimensional signature
\sigma . Then, there exist d1, d - 1 \in N and \theta 1, . . . , \theta k \in (0, \pi ) \cup (\pi ,2\pi ) such that d1 + d - 1 +
2k= d and

\sigma \simeq 

\Biggl( 
d1\bigoplus 
i=1

\iota 1

\Biggr) 
\oplus 

\left(  d - 1\bigoplus 
i=1

\iota  - 1

\right)  \oplus \sigma \theta 1 \oplus \cdot \cdot \cdot \sigma \theta k .

Proof. We let \scrS be the spanning tree of G not containing edge \{ 1,2\} . By Lemma
2.7, we have that \sigma \simeq \sigma \scrS . Let \tau := \sigma \scrS 

12. Then there exists an orthonormal matrix P
such that \zeta := P - 1\tau P is a diagonal block matrix with d1 blocks with value 1, d - 1

blocks with value  - 1, and a k two-dimensional rotation matrix with angles \theta 1, . . . , \theta k.
Define a new signature \sigma \scrS ,P so that \sigma \scrS ,P

ij = P - 1\sigma \scrS P . Then, \sigma \scrS ,P
12 = \zeta and Id\times d

otherwise. Then,

\sigma \simeq \sigma \scrS ,P =

\Biggl( 
d1\bigoplus 
i=1

\iota 1

\Biggr) 
\oplus 

\left(  d - 1\bigoplus 
i=1

\iota  - 1

\right)  \oplus \sigma \theta 1 \oplus \cdot \cdot \cdot \sigma \theta k .

3. Background on effective resistance. In this section, we present a com-
prehensive overview of effective resistance on classical graphs. We focus on two
fundamental perspectives: the energy perspective and the random walk perspective.
Understanding these perspectives is crucial as they serve as the primary sources of
inspiration for our theoretical advancements in subsequent sections.

Let G= (V,E,W ) be a connected graph and let i, j \in V be any two nodes. The
effective resistance between i, j is given by

rij := (ei  - ej)
TL\dagger (ei  - ej),(3.1)

where ei denotes the ith standard basis vector in Rn. The effective conductance
between i, j is defined by cij = r - 1

ij .
In [14], this notion of effective resistance was generalized to edges \{ i, j\} in the

connection graph (G,\sigma ) as follows.

Definition 3.1. Let (G,\sigma ) be a fixed, connection graph and let i, j \in V be adjacent
vertices. The effective (connection) resistance between i, j is defined by

R\sigma (i, j) := \| MT
i,j\scrL \dagger Mi,j\| 2,(3.2)

where Mi,j = [0d\times d, . . . , Id\times d, . . . , - \sigma ij , . . . ,0d\times d]
T and \| \cdot \| 2 denotes the matrix 2-norm.

It then follows from Definition 3.1 and Remark 2.2 that whenever (G,\sigma ) is con-
sistent and connected, R\sigma (i, j) is defined for any pair of (not necessarily adjacent)
vertices i, j \in V . Furthermore, in this case, the connection resistance in fact coincides
with the graph effective resistance. The following result is a slight generalization of
Theorem 4 in [14], where only edges were considered.

Theorem 3.2. Let \sigma be a consistent connection and let i, j \in V . Then R\sigma (i, j) =
rij .

This result is not surprising given that consistent signatures are ``trivial"" in the
sense of Example 2.10. However, there are two main limitations of this generalization
of effective resistance when considering inconsistent connection graphs:

(i) The definition cannot be generalized to define effective resistance between
pairs i, j that are not edges.
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CONNECTION GRAPH RESISTANCE 1549

(ii) Even for a fixed edge \{ i, j\} , R\sigma (i, j) is not continuous with respect to change
of signature \sigma . See the example below.

Example 3.3 (The connection resistance in [14] is discontinuous). Consider the
3-cycle graph with vertex set V = \{ 1,2,3\} . For any \theta \in R, let \sigma \theta denote the two-
dimensional elementary cycle signature (cf. Example 2.12). Then, for any \theta \in R, the
connection resistance between nodes 1, 2 is given by 5 + 4cos(\theta ) whenever \theta \not = 2k\pi .
Note, however, that when \theta = 2k\pi , the signature \sigma \theta is consistent and the connection
resistance between nodes 1,2 is given by 2/3. Hence, the connection resistance is
discontinuous at \theta = 2k\pi . See our GitHub repository for the Mathematica code for a
derivation of the connection resistance.

One of the main goals of this paper is to provide a novel definition of effective
resistance for connection graphs which addresses the two limitations above.

3.1. An energy perspective on effective resistance. Given a graph G, the
Dirichlet energy of any function f : V \rightarrow R is defined as E(f) := fTLf . It turns out
that the effective resistance can be expressed as the Dirichlet energy of a particular
function.

Theorem 3.4. Let G= (V,E,W ) be a connected graph and let i, j \in V .
(i) rij =E(f) for any f : V \rightarrow R such that Lf = ei  - ej;
(ii) cij = inf\{ E(f) : f(i) = 1, f(j) = 0\} .
Proofs of these results can be found in [28, Theorem 4.2] or [35, Theorem 4.1].
Note that the equation involved in (i) above is called the Poisson problem:

(Lf)(x) =

\left\{     
1 x= i,

 - 1 x= j,

0 otherwise.

(3.3)

The Poisson problem has infinitely many solutions as any solution to (3.3), plus a
constant function generates a new solution. The definition (3.1) of effective resistance
can be interpreted as the Dirichlet energy of a solution of the Poisson problem: one
solution is L\dagger (ei  - ej) and hence rij =E(f) = (ei  - ej)

TL\dagger (ei  - ej).
For (ii) in the above theorem, the infimum is achieved by the solution to the

following Dirichlet problem: \Biggl\{ 
Lf | V \setminus \{ i,j\} = 0,

f(i) = 1, f(j) = 0.
(3.4)

In this case, the solution to (3.4) is unique and we denote it by Vi\rightarrow j : V \rightarrow R,
which is called the voltage function. It is worth noting that cij = (LVi\rightarrow j)(i) and
 - cij = (LVi\rightarrow j)(j), i.e., if without loss of generality we assume i= 1 and j = 2, then

LVi\rightarrow j =

\left[  cij
 - cij

0(n - 2)\times 1

\right]  .(3.5)

In this way, we see that the effective resistance/conductance can be viewed as the
Dirichlet energy of the solution of the Poisson problem/Dirichlet problem. Note that
the connection resistance defined in Definition 3.1 follows the spirit of the Poisson
problem. However, in [44], the Dirichlet problem is the main source of inspiration for
the definition of effective conductance for directed graphs. In section 5, we will show
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1550 CLONINGER ET AL.

how the Dirichlet problem perspective can give rise to a novel definition of connection
conductance and eventually connection resistance.

3.2. Graph random walks and effective resistance/conductance. We
now summarize some basic relationships between effective resistance/conductance and
random walks on graphs. For a more detailed discussion, see [35] and [18].

Given a graph G = (V,E,W ), we let (Xt)t\geq 0 be a simple random walk with
transition kernel D - 1W . For any vertices i, j, the transition probability is denoted as
pij = wij/deg(i). We also use the shorthand notation Pi[\cdot ] to denote the conditional
probability P[\cdot | X0 = i]. Similarly, we use the shorthand notation Ei[\cdot ] to denote the
conditional expectation E[\cdot | X0 = i]. We also define various types of stopping times
for this random walk as follows.

Definition 3.5. For i\in V , s= 0,1, and any subset A\subseteq V , we define

T i,s
A = inf\{ t\geq s :Xt \in A,X0 = i\} .(3.6)

Note that whenever T i,s
A is used in conjunction with Pi[\cdot ] or Ei[\cdot ], we suppress the i in

the notation and simply use T s
A = T i,s

A . When A= \{ j\} , we use the shorthand notation
T s
j for T s

\{ j\} .

It is useful to note that as long as G is connected, Pi[T s
j <\infty ] = 1 for any i, j \in V

and s. Alternatively, Pi[T s
j = \infty ] = 1 if and only if i, j are in different connected

components.
Then, we introduce the notion of commute time and escape probability. We let

Hij := EiT 0
j denote the expected number of steps for a simple random walk to reach

j, having started at i. The sum Hij +Hji is called the commute time between i, j.
The quantity Pi[T 1

j < T 1
i ] denotes the probability that a simple random walk

on G, having started at node i, reaches node j before returning to node i. Hence,
Pi[T 1

j <T 1
i ] is also called the escape probability.

Then, we have the following results characterizing the effective resistance and
conductance in terms of random walks.

Theorem 3.6. Let G= (V,E,W ) be a connected graph and let i, j \in V .
(i) rij =

1
vol(G) (Hij +Hji), where vol(G) :=

\sum 
e\in E we;

(ii) cij =deg(i)Pi[T 1
j <T 1

i ].

We note that (ii) will be generalized to the case of connection graphs in our
Theorem 5.9, whereas the generalization of (i) remains an open problem.

4. Dirichlet problems and random walks on connection graphs. Building
upon the perspectives of Dirichlet problems and random walks for studying effective
resistance in classical graphs (cf. subsections 3.1 and 3.2), in this section, we explore
their relevance to connection graphs. These concepts and findings will contribute to
our formulation of effective conductance and resistance for connection graphs in the
subsequent section.

4.1. Dirichlet problems and harmonic functions on connection graphs.
In this subsection we define Dirichlet problems and harmonic functions for connection
graphs. We establish the uniqueness of solutions to such Dirichlet problems under
certain conditions and provide an energy characterization of such solutions.

Specifically, when dealing with a graph G, we shift our focus from vector-valued
functions as discussed in subsection 2.2 to matrix-valued functions f \in \ell 2(V ;Rd\times d).
As we proceed, it becomes evident that this space is most suitable for the study of
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CONNECTION GRAPH RESISTANCE 1551

harmonic functions for our intended purposes, interpreting the effective conductance
as analogous to ``hitting time,"" which now is related to those expected mean path
signatures that are represented as matrices.

Worth noting is that whenever d = 1 and the connection \sigma \equiv 1 is trivial, the
results we develop match those for harmonic functions on classical graphs.

Let (G,\sigma ) be a connection graph. Suppose H \subset V . Then f is said to be harmonic
on H if (\scrL f)(i) = 0d\times d for each i \in H. A useful observation is that if f is harmonic
on H, and then for each i\in H, f satisfies the mean value property:

f(i) =
1

deg(i)

\sum 
j\sim i

wij\sigma ijf(j).

We define the vertex boundary of H by

\partial H = \{ j \in V : j /\in H, and there exists some i\in H such that i\sim j\} .(4.1)

We define the vertex closure of H by H =H \cup \partial H.

Proposition 4.1 (maximum norm principle). Let (G,\sigma ) be a connection graph,
and let H ( V be a nonempty proper subset of vertices in G. Suppose f \in \ell 2(V ;Rd\times d)
is harmonic on H. Let \| \cdot \| be any orthogonally invariant matrix norm on Rd\times d. Then

max
i\in H

\| f(i)\| = max
i\in \partial H

\| f(i)\| .(4.2)

Proof. Suppose there exists some i\ast \in H for which \| f(i\ast )\| \geq \| f(i)\| for each
i\in H. Then by the mean value property,

\| f(i\ast )\| = 1

deg(i)

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
\sum 
j\sim i\ast 

wi\ast j\sigma i\ast jf(j)

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \leq 1

deg(i)

\sum 
j\sim i\ast 

wi\ast j \| \sigma i\ast jf(j)\| \leq \| f(i\ast )\| .(4.3)

Therefore, \| f(j)\| = \| f(i\ast )\| for each j \sim i\ast . By iterating this argument, it follows
that \| f(\cdot )\| is constant on the set S \subset H of nodes which are reachable along a path
starting at i\ast contained strictly in H. Since H is a proper subset of V and hence
must have a nonempty boundary, S contains at least one boundary node and hence
\| f(i\ast )\| is achieved on the boundary.

Given any function \phi : \partial H \rightarrow Rd\times d, the Dirichlet problem is given by\Biggl\{ 
u| \partial H = \phi ,

\scrL u| H = 0d\times d,
where u\in \ell 2(V ;Rd\times d).(4.4)

Corollary 4.2. If H ( V is a proper subset of vertices such that V = H, the
solution to the Dirichlet problem is unique for any choice of \phi (since, in particular,
the difference of any two solutions f1 - f2 is also harmonic and has norm zero on the
boundary). In particular, if we choose H = V \setminus \{ i\} =: ic, where i \in V is a single fixed
node, it follows that the submatrix \scrL ic,ic of \scrL (with rows and columns corresponding
to block numbers in ic) is positive definite.

Finally, we provide a useful characterization of the solution of the Dirichlet prob-
lem in terms of the Dirichlet energy. For any given f \in \ell 2(V ;Rd\times d) we define the
(connection) Dirichlet energy of f , analogous to the vector case in (2.5), by the equa-
tion

E(f) :=
1

2
Tr
\bigl( 
fT\scrL f

\bigr) 
=

1

2
Tr

\left(  \sum 
\{ i,j\} \in E

wij(f(i) - \sigma ijf(j))
T(f(i) - \sigma ijf(j))

\right)  .(4.5)
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1552 CLONINGER ET AL.

Proposition 4.3 (energy minimization). Suppose (G,\sigma ) is a connection graph
and H ( V is a proper subset of vertices of G. Assume that V =H and fix \phi : \partial H \rightarrow 
Rd\times d. Then f0 \in \ell 2(V ;Rd\times d) is a solution to the Dirichlet problem in (4.4) if and
only if f0 is also a solution to the corresponding energy minimization problem (EP),
i.e.,

E(f0) = min
f | \partial H=\phi 

E(f).(4.6)

A proof of this proposition can be found in Appendix A.

4.2. Graph random walks and mean path signatures. Consider a simple
random walk (Xt)t\geq 0 with transition kernel D - 1W on a graph G = (V,E,W ). If G
is equipped with a signature \sigma , along the random walk (Xt)t\geq 0, one can also record
the signature encountered. We hence define the notion of mean path signature.

Definition 4.4 (mean path signature). Let (G,\sigma ) be a connection graph and let
i, j, k \in V . For any s= 0,1, we define

\Omega s
ij :=Ei

\left[  T s
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\right]  and \Omega s
ij(k) :=Ei

\left[  T s
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T s
j <T s

k

\right]  .
If the condition T s

j < T s
k occurs with probability zero, i.e., T s

j \geq T s
k a.s. given X0 = i,

we simply let \Omega s
ij(k) := \Omega s

ij.

In other words, \Omega s
ij is the expected mean path signature for a walk starting at i

and terminating at j, whereas \Omega s
ij(k) is the expected mean path signature for a walk

starting at i and terminating at j before hitting k. As a matter of convention, we let
\Omega s

i := \Omega s
ii. Similarly, we define \Omega s

i (k) := \Omega s
ii(k).

The choice of s= 0 or 1 allows this definition to be toggled as needed in the case
i = j. If s = 0, then \Omega 0

i = Id\times d by default, and if s = 1, \Omega s
i can be interpreted as

a mean cycle product over the cycles that begin and end at node i. Last, it is also
important to observe that while \sigma : Eor \rightarrow \sansO (d), \Omega s

ij need not be orthogonal; rather,
it is a convex combination of rotation matrices located somewhere within the convex
hull of \sansO (d).

Example 4.5 (consistent graphs and cycle graphs).
(i) (Consistent graphs) If (G,\sigma ) is consistent, then by Remark 2.2, for any three

nodes i, j, k \in V , and s = 0,1 we have that \Omega s
ij = \Omega s

ij(k) = \sigma ij . In particular,
when \sigma ij = Id\times d for any i, j, \Omega s

ij =\Omega s
ij(k) = Id\times d.

(ii) (Cycle graph) In the case where G is a cycle graph on n vertices, i, j \in V with
i \not = j, and \sigma is any signature, we have by inspection that \Omega 1

i (j) = Id\times d.

It is natural to wonder whether there is any relationship between \Omega s
ij and \Omega s

ji

(resp., \Omega s
ij(k) and \Omega s

ji(k)). In general, we do not have that \Omega s
ij(k) = (\Omega s

ji(k))
T or

\Omega s
ij = (\Omega s

ji)
T (see Figure 1 for an illustration). But the following result provides a

positive answer to some extent.

Proposition 4.6. Let (G,\sigma ) be a connection graph and let i, j, k \in V . Then, for
any s= 0,1, one has that \Omega s

ij(i) = (\Omega s
ji(j))

T.

The proof can be found in Appendix A.
Note that the mean path signatures can be used to characterize the kernel of \scrL .
Proposition 4.7 (a characterization of kernel of \scrL ). Let f : V \rightarrow Rd\times d be such

that (\scrL f)(x) = 0d\times d for all x\in V . Then, for any i, j \in V , one has that f(i) =\Omega 0
ijf(j).
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CONNECTION GRAPH RESISTANCE 1553

Fig. 1. A path contributing to \Omega s
ij (or \Omega s

ij(k) when k \not = i, j) can involve multiple loops passing

through i, which is not allowed for a path contributing to \Omega s
ji (or \Omega 

s
ji(k) when k \not = i, j). This inherent

asymmetry is the reason why, in general, \Omega s
ij(k) \not = (\Omega s

ji(k))
\mathrm{T} or \Omega s

ij \not = (\Omega s
ji)

\mathrm{T}.

Proof. Notice that for any edge \{ i, j\} , f satisifes that f(i) = \sigma ijf(j). Then, for
any i, j \in V , one has that

\Omega 0
ijf(j) =Ei

\left[  T 0
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
\cdot f(j)

\right]  =Ei

\left[  T 0
j  - 1\prod 
\ell =1

\sigma X\ell  - 1X\ell 
\cdot \sigma X

T0
j
 - 1

jf(j)

\right]  
=Ei

\left[  T 0
j  - 1\prod 
\ell =1

\sigma X\ell  - 1X\ell 
\cdot f(XT 0

j  - 1)

\right]  = \cdot \cdot \cdot =Ei [\sigma iX1 \cdot f(X1)] = f(i).

Mean path signatures vs. Dirichlet problems. The mean path signature \Omega 0
ij turns

out to be closely related to Dirichlet problems on connection graphs. Let (G,\sigma ) be a
connection graph and let j \in V be a fixed node. Consider the map \Omega 0

\bullet j : V \rightarrow Rd\times d

sending each i \in V to \Omega 0
ij . Using the Markov property and the uniqueness of the

solution to the Dirichlet problem (cf. Corollary 4.2), we have the following lemma.

Lemma 4.8. The map \Omega 0
\bullet j is the unique solution to the Dirichlet problem below:\Biggl\{ 

\Omega 0
jj = Id\times d,

\scrL \Omega 0
\bullet j | V \setminus \{ j\} = 0d\times d.

(4.7)

The above lemma indicates the following explicit way of calculating \Omega 0
ij for i, j \in V

using the connection Laplacian.

Proposition 4.9 (calculation of \Omega 0
ij). Let (G,\sigma ) be a connection graph and let

i, j \in V be fixed nodes with i \not = j. Write \scrL as a 2\times 2 block matrix of the form (reorder

the nodes of G if necessary) where jc := V \setminus \{ j\} . Then, it follows that

\Omega 0
ij = - 

\bigl( 
(\scrL jc,jc)

 - 1\scrL jc,j

\bigr) 
(i),(4.8)

where by (\cdot )(i) we mean the d\times d block matrix component of (\cdot ) corresponding to the
node i.

Proof. By Lemma 4.8, \Omega 0
ij is the unique solution to the Dirichlet problem (4.7).

We partition \Omega 0
\bullet j (regarded as a block matrix) and \scrL to rewrite (4.7) in block matrix

form:

(4.9)

\biggl[ 
\scrL j \scrL j,jc

\scrL jc,j \scrL jc

\biggr] \biggl[ 
Id\times d

\Omega 0
\bullet j | jc

\biggr] 
=

\biggl[ 
(\scrL \Omega 0

\bullet j)(j)

0(n - 1)d\times d

\biggr] 
.

Focusing on the lower term of the right hand side, we can carry out block matrix
multiplication to write

\scrL jc,jId\times d +\scrL jc\Omega 
0
\bullet j | jc = 0(n - 1)d\times d.(4.10)
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1554 CLONINGER ET AL.

Equivalently, \scrL jc\Omega 
0
\bullet j | jc =  - \scrL jc,j . Using Corollary 4.2, we know that \scrL jc is positive

definite and hence \Omega 0
ij = - ((\scrL jc)

 - 1\scrL jc,j)(i) for any i \not = j. This concludes the proof.

A useful observation from (4.9) is that

\scrL /\scrL jc =deg(j)\Omega 0
jj  - 

\sum 
x

wjx\sigma jx\Omega 
0
xj =deg(j)(Id\times d  - \Omega 1

jj).(4.11)

4.3. Mean path signatures under equivalence and direct sum. Let G be
a graph and let \sigma be a signature on G. To specify the given signature, we let \Omega \sigma ,s

ij

and \Omega \sigma ,s
ij (k) denote the mean path signatures with respect to \sigma . The next proposi-

tion shows that the mean path signatures are essentially ``invariant"" under switching
equivalence.

Proposition 4.10. Assume that \sigma \simeq \tau and let f : V \rightarrow \sansO (d) be a switching map
from \sigma to \tau . Then for any i, j, k \in V , one has that

f(i)\Omega \sigma ,s
ij =\Omega \tau ,s

ij f(j) and f(i)\Omega \sigma ,s
ij (k) =\Omega \tau ,s

ij (k)f(j).

Now, we consider mean path signatures for direct sums of signatures.

Proposition 4.11. Let \sigma and \tau be signatures on G. Then for any i, j, k \in V ,
one has

\Omega \sigma \oplus \tau ,s
ij =\Omega \sigma ,s

ij \oplus \Omega \tau ,s
ij and \Omega \sigma \oplus \tau ,s

ij (k) =\Omega \sigma ,s
ij (k)\oplus \Omega \tau ,s

ij (k).

The following result provides another characterization of absolutely inconsistent
signatures. The proof can be found in Appendix A.

Theorem 4.12. Let (G,\sigma ) be a connection graph. Then, \sigma is absolutely incon-
sistent if and only if for all i\in V one has that Id\times d  - \Omega 1

i is positive definite.

5. Conductance on connection graphs. In this section, we utilize the Dirich-
let problem and mean path signatures established in section 4 to develop the effective
conductance in connection graphs. Just as we consider matrix-valued functions in
the Dirichlet problem for connection graphs, we establish the framework of effective
conductance matrices for connection graphs, by analogy to the classical setting.

Inspired by the relationship between the effective conductance and the Dirichlet
problem in subsection 3.1, we introduce the notion of the connection conductance
matrix with respect to two nodes in G by utilizing a Dirichlet problem on connection
graphs. Note that this approach has also been implicitly adopted by [44] to define
effective conductance for directed graphs and by [42] to define effective conductance
between disjoint sets of vertices.

Now, given (G,\sigma ), consider the following Dirichlet problem for any i, j \in V :\Biggl\{ 
\scrL \sigma \scrV i\rightarrow j | V \setminus \{ i,j\} = 0,

\scrV i\rightarrow j(i) = Id\times d,\scrV i\rightarrow j(j) = 0d\times d.
(5.1)

By Corollary 4.2, the above equation has a unique solution \scrV i\rightarrow j : V \rightarrow Rd\times d, which
we call the connection voltage function from i to j. We in particular care about
(\scrL \sigma \scrV i\rightarrow j)(i) and (\scrL \sigma \scrV i\rightarrow j)(j) as in the usual graph case, one can recover effective
conductance from either term (cf. (3.5)). After possibly reenumerating the nodes of
G as needed, we see that

\scrL \scrV i\rightarrow j =

\left[  (\scrL \scrV i\rightarrow j)(i)
(\scrL \scrV i\rightarrow j)(j)
0(n - 2)d\times d

\right]  .(5.2)
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We can expand the preceding equation by partitioning the connection Laplacian \scrL 
according to the nodes i, j, in the style of the proof of Proposition 4.9, as follows:

\biggl[ 
\scrL \{ i,j\} \scrL \{ i,j\} ,\{ i,j\} c

\scrL \{ i,j\} c,\{ i,j\} \scrL \{ i,j\} c

\biggr] \left[  Id\times d

0d\times d

\scrV i\rightarrow j | \{ i,j\} c

\right]  =

\left[  (\scrL \scrV i\rightarrow j)(i)
(\scrL \scrV i\rightarrow j)(j)
0(n - 2)d\times d

\right]  .

Then it follows from a straightforward block matrix calculation that\Bigl( 
\scrL \{ i,j\}  - \scrL \{ i,j\} ,\{ i,j\} c\scrL  - 1

\{ i,j\} c\scrL \{ i,j\} c,\{ i,j\} 

\Bigr) \biggl[ Id\times d

0d\times d

\biggr] 
=\scrL /\scrL \{ i,j\} c

\biggl[ 
Id\times d

0d\times d

\biggr] 
=

\biggl[ 
(\scrL \scrV i\rightarrow j)(i)
(\scrL \scrV i\rightarrow j)(j)

\biggr] 
.

Note that the invertibility of \scrL \{ i,j\} c follows from Corollary 4.2.
Based on the discussion above, we now define the connection conductance matrix.

Definition 5.1 (connection conductance matrix). Let (G,\sigma ) be a connection
graph and let i, j \in V be any two nodes. Then the connection conductance matrix
\scrC \sigma (i, j) \in R2d\times 2d is given by the Schur complement of \scrL with respect to \{ i, j\} c, as
follows:

\scrC \sigma (i, j) =\scrL /\scrL \{ i,j\} c .

Note that from the calculation preceding Definition 5.1, it follows that

(5.3) \scrC \sigma (i, j) = \scrL /\scrL \{ i,j\} c =

\biggl[ 
(\scrL \scrV i\rightarrow j)(i) (\scrL \scrV j\rightarrow i)(i)
(\scrL \scrV i\rightarrow j)(j) (\scrL \scrV j\rightarrow i)(j)

\biggr] 
.

Following (5.3), and with a small abuse of notation, we explicitly write the d\times d blocks
of \scrC \sigma (i, j) in the form

\scrC \sigma (i, j) =

\biggl[ 
\scrC \sigma 
ii \scrC \sigma 

ij

\scrC \sigma 
ji \scrC \sigma 

jj

\biggr] 
.(5.4)

Remark 5.2 (conductance matrices for classical graphs). If (G,\sigma ) is a connection
graph with the trivial one-dimensional signature \sigma = \iota 1, then \scrL =L and for any fixed
i, j \in V , one has that \scrC \sigma (i, j) =

\bigl[ cij  - cij
 - cij cij

\bigr] 
, where cij is the effective conductance

between i, j (as defined in section 3). This is a well-known result; see, e.g., [39].

Following the continuity of the Schur complement, we note that the conductance
matrix is continuous with respect to a change of signatures.

Proposition 5.3. When the graph G is connected, the conductance matrix
\scrC \sigma (i, j) is continuous with respect to a change of signatures \sigma .

Conductance matrix vs. mean path signatures. Before moving on to more in-depth
discussions of its properties, we establish some straightforward relationships between
blocks in \scrC \sigma (i, j) and the mean path signatures. We first note that C\sigma 

ii is invertible
from Lemma 5.11, which we will introduce later.

Lemma 5.4. For any i \not = j \in V , one has that \Omega 0
ij = - (\scrC \sigma 

ii)
 - 1\scrC \sigma 

ij .

Proof. Without loss of generality, we assume that i = 1 and j = 2. Then, by
Lemma 4.8, we have that \Omega 0

ij satisfies the following equation:
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1556 CLONINGER ET AL.

\biggl[ 
\scrL \{ 1,2\} ,\{ 1,2\} \scrL \{ 1,2\} ,\{ 1,2\} c

\scrL \{ 1,2\} c,\{ 1,2\} \scrL \{ 1,2\} c,\{ 1,2\} c

\biggr] 
\left[       
\Omega 0

12

Id\times d

\Omega 0
32
...

\Omega 0
n2

\right]       =

\left[       
0d\times d

(\scrL \Omega 0
\bullet ,i)(2)

0d\times d

...
0d\times d

\right]       .

Therefore, one has that

\scrL /\scrL \{ 1,2\} c

\biggl[ 
\Omega 0

ij

Id\times d

\biggr] 
=

\biggl[ 
0d\times d

(\scrL \Omega 0
\bullet ,i)(2)

\biggr] 
, and hence

\biggl[ 
\scrC \sigma 
ii \scrC \sigma 

ij

\scrC \sigma 
ji \scrC \sigma 

jj

\biggr] \biggl[ 
\Omega 0

ij

Id\times d

\biggr] 
=

\biggl[ 
0d\times d

(\scrL \Omega 0
\bullet ,i)(2)

\biggr] 
.

This implies that \scrC \sigma 
ii\Omega 

0
ij + \scrC \sigma 

ij = 0d\times d, and thus we conclude the proof.

It turns out that the Schur complements of \scrC \sigma (i, j) are related to the mean path
signature as well.

Lemma 5.5. For the conductance matrix \scrC \sigma (i, j) =
\Bigl[ 
\scrC \sigma 
ii \scrC \sigma 

ij

\scrC \sigma 
ji \scrC \sigma 

jj

\Bigr] 
, one has the following

results regarding Schur complements:

\scrC \sigma (i, j)/\scrC \sigma 
jj =deg(i)(Id\times d  - \Omega 1

i ) and \scrC \sigma (i, j)/\scrC \sigma 
ii =deg(j)(Id\times d  - \Omega 1

j ).

Proof. This follows from the quotient formula for Schur complements (cf. (2.2))
and (4.11):

\scrC \sigma (i, j)/\scrC \sigma 
jj =\scrL /\scrL ic =deg(i)(Id\times d  - \Omega 1

i ).

5.1. Conductance matrix under equivalence and direct sum. In this sub-
section we will establish some properties of the conductance matrix under equivalence
and direct sum of signatures. Proofs are elementary and can be found in Appendix A.

Proposition 5.6 (conductance matrix under equivalence). Assume that \sigma \simeq \tau 
and let f : V \rightarrow \sansO (d) be a switching map from \sigma to \tau . Then for any i, j \in V , one has
that

Fij\scrC \sigma (i, j) = \scrC \tau (i, j)Fij , where Fij :=

\biggl[ 
f(i) 0d\times d

0d\times d f(j)

\biggr] 
.

Directly from the result above, we also obtain the following relationships for blocks
of the conductance matrix:

(i) f(i)\scrC \sigma 
ii = \scrC \tau 

iif(i) and f(j)\scrC \sigma 
jj = \scrC \tau 

jjf(j);
(ii) f(i)\scrC \sigma 

ij = \scrC \tau 
ijf(j) and f(j)\scrC \sigma 

ji = \scrC \tau 
jif(i).

Proposition 5.7 (conductance matrix under direct sum). Let \sigma and \tau be two
signatures on G. Then for any i, j \in V , one has that \scrC \sigma \oplus \tau (i, j) is similar to \scrC \sigma (i, j)\oplus 
\scrC \tau (i, j).

In the manner of Theorem 2.11, given a decomposition of any signature \sigma on G:
\sigma \simeq (

\bigoplus \rho 
i=1 \iota 

1)\oplus \tau , where \tau is absolutely inconsistent, as a result of Proposition 5.7
and Remark 5.2, one can decompose the conductance matrix as follows:

\scrC \sigma (i, j)\simeq 

\Biggl( 
\rho \bigoplus 

l=1

\biggl[ 
cij  - cij
 - cij cij

\biggr] \Biggr) 
\oplus \scrC \tau (i, j).

In particular, we point out that for the blocks of the conductance matrix, one has
that
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CONNECTION GRAPH RESISTANCE 1557

(i) \scrC \sigma 
ii \simeq 

\bigoplus \rho 
l=1

\bigl[ 
cij
\bigr] 
\oplus \scrC \tau 

ii and \scrC \sigma 
jj \simeq 

\bigoplus \rho 
l=1

\bigl[ 
cij
\bigr] 
\oplus \scrC \tau 

ii;
(ii) \scrC \sigma 

ij \simeq 
\bigoplus \rho 

l=1

\bigl[ 
 - cij

\bigr] 
\oplus \scrC \tau 

ij and \scrC \sigma 
ji \simeq 

\bigoplus \rho 
l=1

\bigl[ 
 - cij

\bigr] 
\oplus \scrC \tau 

ji.
It is then particularly interesting to study the conductance matrix of the abso-

lutely inconsistent signature \tau .

5.2. A physical perspective on the conductance matrix. Motivated by the
physical origin of classical effective resistance/conductance, in this section, we provide
a physical interpretation of the Dirichlet problem (5.1) and hence the corresponding
conductance matrix.

We write down explicitly (5.2) at each vertex i \in V as follows to obtain current
balance equations:

\scrC \sigma 
ii =

\sum 
x

wix(\scrV i\rightarrow j(i) - \sigma ix\scrV i\rightarrow j(x)),

\scrC \sigma 
ji =

\sum 
x

wjx(\scrV i\rightarrow j(j) - \sigma jx\scrV i\rightarrow j(x)),

0d\times d =
\sum 
x

wkx(\scrV i\rightarrow j(k) - \sigma kx\scrV i\rightarrow j(x)) \forall k \not = i, j.

The equations above should be interpreted as follows: the current from an external
source injecting into i (resp., j) should be equal to the total current from all edges
incident to i (resp., j); and if there is no external source, the total current from all
edges incident to k should sum up to 0d\times d. See Figure 2 for an illustration.

In this way, given a ``unit"" voltage at i (specifically, a matrix-valued voltage equal
to Id\times d) and ``zero"" voltage at j, there will be a current \scrC \sigma 

ii going into i and  - \scrC \sigma 
ji

current going out of j. Similarly, given a unit voltage at j and zero voltage at i, there
will be a current \scrC \sigma 

jj going into j and  - \scrC \sigma 
ij current going out of i.

5.3. A probabilistic interpretation of the connection conductance ma-
trix. In Theorem 3.6, we recalled the relationship between effective conductance
between two nodes in G and the ``escape probability"" of a random walk starting at
i. It turns out that both the connection voltage function and the connection con-
ductance matrix can be expressed explicitly using escape probability and mean path
signatures.

Theorem 5.8. Let (G,\sigma ) be a connection graph and i, j \in V be two fixed vertices.
For any x\in V , we have that

\scrV i\rightarrow j(x) = Px[T 0
i <T 0

j ] \cdot \Omega 0
xi(j).(5.5)

External source

i

xσix

Cσ
ii

Id×d − σixVi→j(x)

Fig. 2. An illustration of the current balance equation at i.
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1558 CLONINGER ET AL.

Sketch of proof. Since the solution to (5.1) is unique, one can conclude the proof
by verifying that the above equation is a solution to (5.1). See Appendix A for a
detailed derivation.

Alternatively, \scrV i\rightarrow j(x) can be characterized as follows. Let T 0
ij := T 0

\{ i,j\} be the
hitting time of \{ i, j\} as defined in (3.6) and let the generalized indicator function
\chi i : V \rightarrow Rd\times d be given by \chi i(i) = Id\times d and \chi i(x) = 0d\times d otherwise. For each x \in V ,
we have that (see Appendix A for a derivation)

\scrV i\rightarrow j(x) =Ex

\left[  \chi i

\Bigl( 
XT 0

ij

\Bigr) T 0
ij\prod 

s=0

\sigma XsXs+1

\right]  .(5.6)

For any i, j \in V , recall that we let cij denote the graph effective conductance
between the two nodes and let Pi[T 1

j < T 1
i ] represent the escape probability. Then

the following holds.

Theorem 5.9. For the conductance matrix \scrC \sigma (i, j) = [
\scrC \sigma 
ii \scrC \sigma 

ij

\scrC \sigma 
ji \scrC \sigma 

jj
] as expressed in

(5.4), one can interpret the blocks using escape probability and mean path signatures
as follows:

\scrC \sigma 
ii =deg(i) \cdot 

\bigl( 
Id\times d  - (1 - Pi[T 1

j <T 1
i ]) \cdot \Omega 1

ii(j)
\bigr) 
,

\scrC \sigma 
ji = - deg(j) \cdot Pj [T 1

i <T 1
j ] \cdot \Omega 1

ji(j).

Then, by the fact that cij =deg(i) \cdot Pi[T 1
j <T 1

i ] = deg(j) \cdot Pj [T 1
i <T 1

j ], we have that

\scrC \sigma (i, j) = cij

\biggl[ 
Id\times d  - Id\times d

 - Id\times d Id\times d

\biggr] 
+

\biggl[ 
(deg(i) - cij) \cdot (Id\times d  - \Omega 1

ii(j)) cij \cdot (Id\times d  - \Omega 1
ij(i))

cij \cdot (Id\times d  - \Omega 1
ji(j)) (deg(j) - cij) \cdot (Id\times d  - \Omega 1

jj(i))

\biggr] 
.

This result successfully separates the classical effective conductance based on
graph structure from the mean path signature based on graph signatures and hence
helps us to appreciate the definition of the conductance matrix.

Proof. Using the current balance equation in subsection 5.2, one has that

\scrC \sigma 
ii =

\sum 
x

(\scrV i\rightarrow j(i) - \sigma ix\scrV i\rightarrow j(x))wix

=deg(i) \cdot (\scrV i\rightarrow j(i) - 
\sum 
x

pix\sigma ix\scrV i\rightarrow j(x))

= deg(i) \cdot 

\left(  Id\times d  - 
\sum 
x

pix\sigma ixPx[T 0
i <T 0

j ] \cdot Ex

\left[  T 0
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 0
i <T 0

j

\right]  \right)  
=deg(i) \cdot 

\left(  Id\times d  - 
\sum 
x

Pi[X1 = x, T 1
i <T 1

j ] \cdot Ei

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X1 = x, T 1
i <T 1

j

\right]  \right)  
=deg(i) \cdot 

\Biggl( 
Id\times d  - Pi[T 1

i <T 1
j ]
\sum 
x

Pi[X1 = x| T 1
i <T 1

j ]

\cdot Ei

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X1 = x, T 1
i <T 1

j

\right]  \right)  

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/0

7/
24

 to
 1

37
.1

10
.8

1.
21

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



CONNECTION GRAPH RESISTANCE 1559

= deg(i) \cdot 

\left(  Id\times d  - Pi[T 1
i <T 1

j ] \cdot Ei

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 1
i <T 1

j

\right]  \right)  
=deg(i) \cdot 

\bigl( 
Id\times d  - Pi[T 1

i <T 1
j ] \cdot \Omega 1

ii(j)
\bigr) 
.

The formula for \scrC \sigma 
ji can be similarly derived and we defer the details to Appendix A.

As a direct consequence, one has the following result regarding cycle graphs.

Example 5.10 (cycle graphs). If G is a cycle graph, then \scrC \sigma 
ii = \scrC \sigma 

jj = cij \cdot Id\times d.
This follows directly from the fact that \Omega 1

ii(j) = Id\times d for any i, j in a cycle graph. We
postpone the discussion of the off diagonal entries to later, Example 5.14.

We also note the following useful algebraic consequence.

Lemma 5.11. The matrix \scrC \sigma 
ii is invertible.

Proof. As \Omega 1
ii(j) is the convex combination of orthonormal matrices and is sym-

metric, one has that Id\times d - \Omega 1
ii(j) is positive semidefinite. Furthermore, we have that

cij =deg(i) \cdot Pi[T 1
j <T 1

i ]\leq deg(i). Hence, \scrC \sigma 
ii = cijId\times d+(deg(i) - cij) \cdot (Id\times d - \Omega 1

ii(j))
is positive definite and hence invertible.

5.4. Some examples of conductance matrices. In this final subsection we
cover two examples of effective conductance matrices. They are counterparts to the
famous series and parallel combination of resistors in classical electrical networks.

Example 5.12 (series combination). Consider a line graph shown in Figure 3(a).
Then, for vertices 1 and n, one has that

\scrC \sigma (1, n) =
1\sum n - 1

l=1 w - 1
l,l+1

\biggl[ 
Id\times d  - 

\prod n - 1
l=1 \sigma l,l+1

 - 
\prod 2

l=n \sigma l,l - 1 Id\times d

\biggr] 
.

This follows directly from the observation that \Omega 1
11(n)=Id\times d and \Omega 1

1n(1)=
\prod n - 1

l=1 \sigma l,l+1.

Example 5.13 (parallel combination). Consider a combination of several line
graphs shown in Figure 3(b). We number each line using index l = 1, . . . ,m and
let C\sigma ,l(i, j) denote the conductance matrix for the lth line graph. Then, one has
that (see Appendix A for a proof)

\scrC \sigma (i, j) =
m\sum 
l=1

\scrC \sigma ,l(i, j).(5.7)

Now, we use the above examples to continue our computation of the conductance
matrix for a cycle graph in Example 5.10.

1 n2 · · ·
w12

σ12 σn−1,n

wn−1,n

(a) A line connection graph with n ver-
tices.

i j

L1

L2

· · ·

Lm

(b) A parallel combination of m line con-
nection graphs Ll with l = 1, . . . ,m.

Fig. 3. Series combination and parallel combination.
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1560 CLONINGER ET AL.

Example 5.14 (cycle graphs, continued). As shown in Example 5.10, if G is a cycle
graph, then for any distinct vertices i, j \in V , we have \scrC \sigma 

ii = cij \cdot Id\times d. Now, we specify
the off diagonal blocks in \scrC \sigma (i, j) using the previous examples. In this case, the two
vertices result in a combination of two line graphs. Based on Proposition 2.13, we
assume that only one edge incident to i has the signature \sigma , while all other edges have
the identity matrix as the signature. Consequently, we obtain

\scrC \sigma (i, j) =

\biggl[ 
(c1 + c2)Id\times d  - (c1\sigma + c2Id\times d)

 - (c1\sigma 
T + c2Id\times d) (c1 + c2)Id\times d

\biggr] 
,

where c1 is the effective conductance between i and j in the line graph containing
one edge with signature \sigma , and c2 is the effective conductance between i and j in the
other line graph.

6. Resistance on connection graphs. Given the conductance matrix, one
naturally wonders how to define a ``resistance matrix."" This question is more involved
than its classical counterpart, where the effective resistance is simply the reciprocal
of the effective conductance. Instead of naively defining the resistance matrix as the
pseudoinverse of the conductance matrix, we choose to first establish a Poisson-type
problem based on the Dirichlet problem studied in (5.1) and hence define a resis-
tance matrix that is ``consistent"" with the classical definition in a certain sense. The
resistance matrix we obtain is almost the pseudoinverse of the conductance matrix
(cf. Proposition 6.2) and presents a clean formulation for absolutely inconsistent sig-
natures (cf. Proposition 6.6).

Note that for the solution \scrV i\rightarrow j of the Dirichlet problem, we have that

(\scrL \scrV i\rightarrow j)(x) =

\left\{     
\scrC \sigma 
ii, x= i,

\scrC \sigma 
ji, x= j,

0 otherwise.

Just as in the Poisson problem (3.3), where the source terms are units, we hence
normalize the right hand side by right multiplying it with (\scrC \sigma 

ii)
 - 1 and obtain the

following Poisson-type problem:

(\scrL \scrW i\rightarrow j)(x) =

\left\{     
Id\times d, x= i,

 - (\Omega 0
ij)

T, x= j,

0 otherwise.

(6.1)

Note that the appearance of the mean path signature follows from Lemma 5.4.
There are two issues that immediately arise when constructing \scrW in this manner: the
existence and uniqueness of \scrW i\rightarrow j . The existence follows directly from the fact that
\scrW i\rightarrow j := \scrV i\rightarrow j \cdot (\scrC \sigma 

ii)
 - 1 is a solution to (6.1) and hence that a solution \scrW i\rightarrow j exists in

general.
Uniqueness does not hold in general. To resolve this we simply choose \scrW i\rightarrow j

to be the unique solution to (6.1) with minimum Euclidean norm, i.e., using the
pseudoinverse of \scrL [5, Chapter 3]:

\scrW i\rightarrow j :=\scrL \dagger 

\left[  Id\times d

 - (\Omega 0
ij)

T

0(n - 2)d\times d

\right]  .(6.2)

Henceforth, for any fixed i, j we use the notation \scrW i\rightarrow j to refer to the specific solution
constructed in the manner (6.2).
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Furthermore, by direct calculation, similar to the proof of Lemma 5.4, we find
that \biggl[ 

\scrW i\rightarrow j(i)
\scrW i\rightarrow j(j)

\biggr] 
= (\scrL /\scrL \{ i,j\} c)\dagger 

\biggl[ 
Id\times d

 - (\Omega 0
ij)

T

\biggr] 
.(6.3)

With the setup of \scrW i\rightarrow j in hand, we define the resistance matrix as follows.

Definition 6.1. For any i, j \in V , we define the resistance matrix \scrR \sigma (i, j) as
follows:

\scrR \sigma (i, j) :=

\biggl[ 
\scrW i\rightarrow j(i) \scrW j\rightarrow i(i)
\scrW i\rightarrow j(j) \scrW j\rightarrow i(j)

\biggr] 
.

In the underlying graph G, as described in section 3, the effective conductance
and resistance are related by reciprocal: cij = r - 1

ij . The following result shows that
the resistance matrix is almost the pseudoinverse of the conductance matrix and it
follows directly from (6.3) and the definition of \scrC \sigma (i, j).

Proposition 6.2. For any i, j \in V , one has that

\scrR \sigma (i, j) = \scrC \sigma (i, j)\dagger 
\biggl[ 

Id\times d  - (\Omega 0
ji)

T

 - (\Omega 0
ij)

T Id\times d

\biggr] 
.

To justify Definition 6.1, we present a physical interpretation of the resistance
matrix. In subsection 5.2, we offer an interpretation of the conductance matrix as
a representation of currents flowing between vertices i and j when unit voltages are
applied. Building upon this, we provide a dual interpretation of the resistance matrix.
Specifically, when a source at vertex i generates a unit current (i.e., a matrix-valued
current with a value of Id\times d) and a sink at vertex j receives a current of \Omega T

ij , the
resistance matrix records the corresponding voltages at vertices i and j.

6.1. Resistance matrix under equivalence and direct sum. In this sec-
tion we discuss how the effective resistance matrices operate at the level of signature
equivalence classes and direct sums of signatures. Most proofs are elementary and
can be found in Appendix A.

Proposition 6.3 (resistance matrix under equivalence). Assume that \sigma \simeq \tau and
let f : V \rightarrow \sansO (d) be a switching map from \sigma to \tau . Then for any i, j \in V , one has that

Fij\scrR \sigma (i, j) =\scrR \tau (i, j)Fij , where Fij :=

\biggl[ 
f(i) 0d\times d

0d\times d f(j)

\biggr] 
.

Proposition 6.4 (resistance matrix under direct sum). Let \sigma and \tau be signatures
on G. Then for any i, j \in V , one has that \scrR \sigma \oplus \tau (i, j) is similar to \scrR \sigma (i, j)\oplus \scrR \tau (i, j).

Example 6.5 (consistent graphs). When (G,\sigma ) is consistent, by Example 2.10 and
Proposition 5.7, we have \sigma \simeq 

\bigoplus d
i=1 \iota 

1. Then, for any i, j \in V , one has that

\scrR \sigma (i, j)\simeq 
d\bigoplus 

i=1

1

2

\biggl[ 
rij  - rij
 - rij rij

\biggr] 
.

This follows from

\scrC \sigma (i, j)\dagger 
\biggl[ 

Id\times d  - (\Omega 0
ji)

T

 - (\Omega 0
ij)

T Id\times d

\biggr] 
\simeq 

d\bigoplus 
i=1

\biggl[ 
cij  - cij
 - cij cij

\biggr] \dagger \biggl[ 
1  - 1
 - 1 1

\biggr] 
=

d\bigoplus 
i=1

1

2

\biggl[ 
rij  - rij
 - rij rij

\biggr] 
.
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1562 CLONINGER ET AL.

Similarly to the case of conductance matrices, given the decomposition (cf. The-
orem 2.11) of any signature \sigma on G: \sigma \simeq (

\bigoplus \rho 
i=1 \iota 

1)\oplus \tau , where \tau is absolutely incon-
sistent, using Example 6.5, one obtains the following characterization of \scrR \sigma (i, j):

\scrR \sigma (i, j)\simeq 

\Biggl( 
\rho \bigoplus 

i=1

1

2

\biggl[ 
rij  - rij
 - rij rij

\biggr] \Biggr) 
\oplus \scrR \tau (i, j).

We now study \scrR \sigma (i, j) when the signature is absolutely inconsistent.

Proposition 6.6. Let \sigma be absolutely inconsistent. Then, for any i, j \in V ,

\scrR \sigma (i, j) =

\biggl[ 
(C\sigma 

ii)
 - 1 0d\times d

0d\times d (C\sigma 
jj)

 - 1

\biggr] 
.

Proof. Notice that \scrV i\rightarrow j \cdot (\scrC \sigma 
ii)

 - 1 is a solution to (6.1) such that (\scrV i\rightarrow j \cdot (\scrC \sigma 
ii)

 - 1)(j) =
0d\times d. When \sigma is absolutely inconsistent, we know that \scrL \sigma is invertible. Hence,
\scrV i\rightarrow j \cdot (\scrC \sigma 

ii)
 - 1 is the unique solution to (6.1). Note that \scrV i\rightarrow j(i) = Id\times d and \scrV i\rightarrow j(j) =

0d\times d. Therefore, we have that

\scrW i\rightarrow j(i) = \scrV i\rightarrow j(i) \cdot (\scrC \sigma 
ii)

 - 1 = (\scrC \sigma 
ii)

 - 1 and

\scrW i\rightarrow j(j) = \scrV i\rightarrow j(j) \cdot (\scrC \sigma 
ii)

 - 1 = 0d\times d.

6.2. Connection resistance: A scalar version of the resistance matrix.
Finally, we would like to end this paper with a definition of a scalar version of the
resistance matrix. Recall that in subsection 3.1 we showed how the effective resistance
appears as the Dirichlet energy of a solution to the Poisson problem Lf = ei  - ej
(cf. (3.3)): rij =E(f) = fTLf.

Motivated by this insight, one might define the scalar connection resistance be-
tween i and j as the Dirichlet energy of a solution to (6.1): 1

2 Tr(\scrW 
T
i\rightarrow j\scrL \scrW i\rightarrow j). We

note, however, that this term is asymmetric in i and j. To ensure symmetry, we aug-
ment this term by considering 1

2 Tr(\scrW 
T
i\rightarrow j\scrL \scrW i\rightarrow j +\scrW T

j\rightarrow i\scrL \scrW j\rightarrow i) as well as certain
normalization as follows.3

Definition 6.7 (connection effective resistance). For any i, j \in V , we define the
connection effective resistance between i and j as

r\sigma ij :=
1

2d
Tr
\bigl( 
\scrW T

i\rightarrow j\scrL \scrW i\rightarrow j +\scrW T
j\rightarrow i\scrL \scrW j\rightarrow i

\bigr) 
.

Just as the classical effective resistance can be written as rij = (ei - ej)
TL\dagger (ei - ej),

we can also characterize the connection effective resistance in a similar manner.

Proposition 6.8. If we let Nij =
\bigl[ 
0d\times d, . . . , Id\times d, . . . , - \Omega 0

ij , . . . ,0d\times d

\bigr] T
for any

i, j \in V , then we have that

r\sigma ij =
1

2d
(Tr(NT

ij\scrL \dagger Nij) +Tr(NT
ji\scrL \dagger Nji)).

We next specify some relationship between NT
ij\scrL \dagger Nij and the conductance matrix

and an explicit formula for computing the connection effective resistance.

3A normalization is necessary as if the d-dimensional signature is consistent, this term coincides
with d \cdot rij .
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CONNECTION GRAPH RESISTANCE 1563

Lemma 6.9. Let \sigma \simeq (
\bigoplus \rho 

i=1 \iota 
1)\oplus \tau , where \tau is absolutely inconsistent. Then,

NT
ij\scrL \dagger Nij = (\scrC \sigma 

ii)
 - 1 \simeq 

\Biggl( 
\rho \bigoplus 

i=1

[rij ]

\Biggr) 
\oplus (\scrC \tau 

ii)
 - 1 and

NT
ji\scrL \dagger Nji = (\scrC \sigma 

jj)
 - 1 \simeq 

\Biggl( 
\rho \bigoplus 

i=1

[rij ]

\Biggr) 
\oplus (\scrC \tau 

jj)
 - 1.

Proof. We prove the first equality above in the calculation below (the same proof
applies to NT

ji\scrL \dagger Nji) and the rest follows from the decomposition results of blocks in
conductance matrices (see Proposition 5.7 and the discussion thereafter).

Recall from Lemma 5.4 that  - \Omega 0
ij = (\scrC \sigma 

ii)
 - 1\scrC \sigma 

ij . Without loss of generality, we
assume that i < j. Then, we have that

NT
ij\scrL \dagger Nij = [Id\times d, - \Omega 0

ij ]\scrC \sigma (i, j)\dagger [Id\times d, - \Omega 0
ij ]

T

= [(\scrC \sigma 
ii)

 - 1,0d\times d]\scrC \sigma (i, j)T\scrC \sigma (i, j)\dagger \scrC \sigma (i, j)[(\scrC \sigma 
ii)

 - 1,0d\times d]
T

= [(\scrC \sigma 
ii)

 - 1,0d\times d]\scrC \sigma (i, j)\scrC \sigma (i, j)\dagger \scrC \sigma (i, j)[(\scrC \sigma 
ii)

 - 1,0d\times d]
T

= [(\scrC \sigma 
ii)

 - 1,0d\times d]\scrC \sigma (i, j)[(\scrC \sigma 
ii)

 - 1,0d\times d]
T = (\scrC \sigma 

ii)
 - 1.

Based on this result, we establish the following explicit formula for the effective
resistance under decomposition of signatures.

Theorem 6.10. Given (G,\sigma ), let 1\leq \rho \leq d be the dimension of the kernel of \scrL \sigma ,
and let \tau be the absolutely inconsistent component of \sigma . Then it holds that

r\sigma ij =
\rho 

d
rij +

1

2d
Tr
\Bigl( 
(\scrC \tau 

ii)
 - 1

+ (\scrC \tau 
jj)

 - 1
\Bigr) 
.

Proof. This follows from applying Lemma 6.9 to Proposition 6.8.

One immediate consequence of the above theorem is that the effective resistance
is invariant under equivalence of signatures: this follows from Proposition 5.6 and the
fact that the trace of a matrix is invariant under similarity transformations. Another
direct result is that when the signature is consistent, then the connection effective
resistance is equal to the classical definition of the effective resistance.

Finally, we establish that the effective resistance is continuous with respect to
change of signatures.

Theorem 6.11. Given (G,\sigma ), let i, j \in V be fixed nodes, and then the function
\sigma \mapsto \rightarrow r\sigma ij is continuous.

Proof. Note from Lemma 6.9 that

r\sigma ij =
1

2d

\bigl( 
Tr((\scrC \sigma 

ii)
 - 1) +Tr((\scrC \sigma 

jj)
 - 1)
\bigr) 
.(6.4)

Then, the result follows from the continuity and invertibility of both \scrC \sigma 
ii and \scrC \sigma 

jj .

Note that the new connection resistance is defined for every pair of vertices and
is continuous with respect to the signature. This is in contrast to the definition from
[14] and helps justify our definition.

We end with an interesting result that is also supported in our numerical experi-
ments. The proof is in Appendix A.
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1564 CLONINGER ET AL.

Proposition 6.12. For any i, j \in V , it holds that r\sigma ij \leq rij.

Remark 6.13. We note that the equality does not hold in general (see experiments
in section 6.2.1).

This result indicates that the presence of inconsistency in the signature reduces
the energy of the solution to the Poisson problem. As mentioned in the introduction, a
physical interpretation of the connection resistance is yet to be established. However,
in the way that effective resistance encodes similarity between points, one might
expect connection resistance to encode some sort of similarity that also includes the
signature. Intuitively, one might expect that the presence of inconsistency in the
graph would lead to nodes being less similar (increased r\sigma ij) due to the inconsistency
in signature picked up when walking between the two nodes along different paths.
(In other words, the inconsistencies could be interpreted as some sort of obstacle).
However, the result in Proposition 6.12 is not compatible with this. Consequently,
the interpretation of this phenomenon remains an open problem

6.2.1. Numerical experiments on the connection resistance. We conduct
three numerical experiments contrasting our connection resistance r\sigma ij , as defined in
Definition 6.7 and implemented using (6.4), with the standard effective resistance
and the connection resistance measure proposed by Chung, Zhao, and Kempton [14].
These experiments involve a dumbbell graph (Figure 4(a)) and a Wheatstone-bridge
graph (Figure 4(b)), where we assign three-dimensional signatures to specific edges.

For these experiments, most edges are assigned the identity matrix I3\times 3, with
chosen edges assigned signatures of the form

\sigma ij(\theta ) =

\left(  1 0 0
0 cos(\theta )  - sin(\theta )
0 sin(\theta ) cos(\theta )

\right)  .

In the case of the dumbbell graph (Figure 4(a)), the edge (1,2) is assigned a
signature \sigma 12, with \theta 12 sampled from a grid over the interval [0, 2\pi ]. Beyond edge
(1,2), edge (2,3) is given two different signature configurations: \theta 23 is chosen to be
either 0 or \pi /2. For the Wheatstone-bridge graph (Figure 4(b)), the edge (2, 4) is
assigned a signature \sigma 24, with \theta 24 sampled from a grid on the interval [0,2\pi ].

We observe the following properties of r\sigma ij from these experiments.
(i) r\sigma ij varies continuously with signature changes, unlike the CR from [14].
(ii) r\sigma ij \leq rij in accordance with Proposition 6.12.
(iii) r\sigma ij = rij when the graph is consistent.

(a) Dumbbell graph.
(b) Wheatstone-bridge
graph.

Fig. 4. Illustration of graphs considered in the numerical experiments.
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(a) Dumbbell graph.
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(b) Dumbbell graph with fixed rotation \theta = 90o for the signature on edge (2, 3).
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(c) Wheatstone-bridge graph.

Fig. 5. Numerical comparison of different notions of effective resistance. For clarity, ``ER""
in the figures corresponds to the standard effective resistance, while ``CR"" refers to the connection
effective resistance as per Definition 6.7 and Chung, Zhao, and Kempton [14], respectively. We note
that the light-blue \times 's indicate discontinuities in CR [14]. (a) A dumbbell graph where \theta on edge
(1,2) is varied over [0,2\pi ]. (b) A dumbbell graph similar to (a), but with \theta fixed at \pi /2 for edge
(2,3). (c) A Wheatstone-bridge graph where \theta for the edge signature on edge (1,3) is varied over
[0,2\pi ].

7. Discussion. We introduced a novel concept of effective resistance specifically
tailored for connection graphs, featuring desirable attributes like continuity relative to
graph signature and invariance under signature equivalence. Several potential research
avenues below conclude our paper.

Properties of the connection resistance. While we have established certain prop-
erties, further examination of connection resistance is intriguing. For instance, given
that graph effective resistance is a metric, we can explore if this extends to connection
resistance. A probabilistic viewpoint on connection resistance, perhaps via a commute
time notion for connection graphs, could also be valuable.

Graph cut and Cheeger inequality in connection graphs. Prior work has attempted
to define Cheeger constants and establish related inequalities for connection graphs.
These methods separate graph structures from signatures. Following [36], which links
the graph Cheeger constant to effective conductance, we are interested in seeing if
connection conductance/resistance can be similarly used to define Cheeger constants.
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1566 CLONINGER ET AL.

Analysis of graph neural networks. We note that the increasing adoption of gener-
alized graphs, including magnetic graphs and connection graphs, in the development
of neural networks for handling complex data has been a recent trend [48, 4]. Inspired
by these advancements, it is intriguing to consider the potential application of our
notion of effective resistance in analyzing and understanding such neural networks.
By leveraging insights from recent work in [2, 17, 6], we can explore the impact of
effective resistance on network behavior and performance optimization.

Appendix A. Missing proofs.

Proof of Proposition 4.3. Assume that f0 is a solution to the Dirichlet problem.
Then, for any f \in \ell 2(V ;Rd\times d) such that f | \partial H = \phi , we let g := f  - f0. Notice that
g| \partial H = 0d\times d. Then, we have that

E(f) =E(f0 + g) =
1

2
Tr
\bigl( 
(f0 + g)T\scrL (f0 + g)

\bigr) 
=

1

2
Tr
\bigl( 
fT
0 \scrL f0 + gT\scrL f0 + fT

0 \scrL g+ gT\scrL g
\bigr) 
.

=E(f0) +E(g) +Tr
\bigl( 
gT\scrL f0

\bigr) 
.

Notice that \scrL f0| H = 0d\times d and g| \partial H = 0d\times d. We then must have that gT\scrL f0 = 0d\times d.
Hence,

E(f) =E(f0) +E(g)\geq E(f0).

This implies that f0 is a solution to (EP).
On the other hand, if f0 solves (EP), it remains to show that \scrL f0| H = 0d\times d. Let

w \in \ell 2(V ;Rd\times d) be any function which satisfies w| \partial H = 0d\times d. Then (f0 +w)| \partial H = \phi ,
and since f0 minimizes E(f), we have

d

dh
E(f0 + hw)

\bigm| \bigm| \bigm| 
h=0

= 0.

We calculate, for fixed h\in R,

E(f0 + hw) =
1

2
Tr
\bigl( 
(f0 + hw)T\scrL (f0 + hw)

\bigr) 
(A.1)

=
1

2
Tr
\bigl( 
fT
0 \scrL f0 + hwT\scrL f0 + hfT

0 \scrL w+ h2wT\scrL w
\bigr) 
.(A.2)

The derivative d
dh (\cdot )| h=0 will only recover the two terms from E(f0+hw) linear in h.

Therefore by the symmetry of \scrL and the cyclic invariance property of trace,

d

dh
E(f0 + hw)

\bigm| \bigm| \bigm| 
h=0

=Tr
\bigl( 
wT\scrL f0

\bigr) 
= 0.(A.3)

Equivalently stated in the Hilbert--Schmidt inner product on Rnd\times d, \langle w,\scrL f0\rangle = 0.
Since w| \partial H = 0d\times d, the inner product only depends on the values of each function on
the interior of H. Moreover, our choice of w did not specify its values on the interior
of H, so it follows that \scrL f0 = 0d\times d on H.

Proof of Proposition 4.6. For any path X0 = i,X1, . . . ,Xk = j such that Xl \not = i, j
for all l \in \{ 1, . . . , k\} , we have that its inverse path Yl :=Xk - l satisfies that

(i) Y0 = j and Yk = i;
(ii) Yl \not = i, j for all l \in \{ 1, . . . , k\} .
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The path X0 = i,X1, . . . ,Xk = j contributes to \Omega s
ij(i) the term \sigma iX1 \cdot \cdot \cdot \sigma Xk - 1j ,

whereas the inverse path Y0 = j, Y1, . . . , Yk = i contributes to \Omega s
ji(j) the term

\sigma jY1
\cdot \cdot \cdot \sigma Yk - 1i = (\sigma iX1

\cdot \cdot \cdot \sigma Xk - 1j)
T. In this way, it is direct to see that

\Omega s
ij(i) = (\Omega s

ji(j))
T.

Proof of Theorem 4.12. Note that for any i \in V , since \Omega 1
i is symmetric and

positive semidefinite, it suffices to prove that \sigma is absolutely inconsistent if and only
if for all i\in V one has that eigenvalues of \Omega 1

i are strictly smaller than 1.
Recall that

\Omega 1
i =E

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X0 = i

\right]  .
Hence,

\| \Omega 1
i \| 2 =

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| E
\left[  T 1

i\prod 
\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X0 = i

\right]  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2

\leq E

\left[  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X0 = i

\right]  = 1.

Here the first inequality follows from Jensen's inequality and the second inequality
follows from the fact that \| \sigma ij\| 2 = 1 for all (i, j) \in Eor. The equality above holds if

and only if
\prod T 1

i

\ell =1 \sigma X\ell  - 1X\ell 
is a constant almost surely given X0 = i. This implies that

N\prod 
\ell =1

\sigma x\ell  - 1x\ell 
= Id\times d

for any path (i= x0, . . . , xN = i) such that N \geq 1 and x\ell \not = i for all \ell \not = 0,N . Hence, for
any j \not = i, we have that for any path (i = x0, . . . , xN = j), one has that

\prod N
\ell =1 \sigma x\ell  - 1x\ell 

is a constant, i.e., is independent of the choice of path. We denote this constant by
\sigma ij for all j \not = i. In this way, we construct f : V \rightarrow Rd by letting f(i) := ei and
f(j) := \sigma ijei for all j \not = i. It is direct to check that \scrL f = 0 and hence \sigma is not
absolutely inconsistent. This concludes the proof.

Proof of Proposition 5.6. Recall by Lemma 2.8 that F\scrL \sigma F - 1 =\scrL \tau , where F is the
block diagonal matrix whose ith block is f(i). Then, it follows from [26, Proposition
9] that

Fij\scrL \sigma /\scrL \sigma 
\{ ij\} cF - 1

ij = (Fij\scrL \sigma F - 1
ij )/(F\{ ij\} c\scrL \sigma 

\{ ij\} cF - 1
\{ ij\} c) =\scrL \tau /\scrL \tau 

\{ ij\} c ,

where F\{ ij\} c is the block diagonal matrix whose lth block is f(l) for all l \not = i, j. This
implies that

Fij\scrC \sigma (i, j) = \scrC \tau (i, j)Fij .

Proof of Proposition 5.7. This follows from Remark 2.9 and the proof of Propo-
sition 5.6.

Proof of (5.6). This can be seen easily as follows:

E

\left[  \chi i

\Bigl( 
XT 0

ij

\Bigr) T 0
ij\prod 

s=0

\sigma XsXs+1
| X0 = x

\right]  
=E

\left[  \chi i (i)

T 0
ij\prod 

s=0

\sigma XsXs+1
| X0 = x,XT 0

ij
= i

\right]  Px
\Bigl[ 
XT 0

ij
= i
\Bigr] 
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+ E

\left[  \chi i (j)

T 0
ij\prod 

s=0

\sigma XsXs+1 | X0 = x,XT 0
ij
= j

\right]  Px
\Bigl[ 
XT 0

ij
= j
\Bigr] 

=E

\left[  T 0
ij\prod 

s=0

\sigma XsXs+1 | X0 = x,XT 0
ij
= i

\right]  Px
\Bigl[ 
XT 0

ij
= i
\Bigr] 
.

Proof of Theorem 5.8. For any x \not = i, j, one has that\sum 
y

pxy\sigma xyPy[T 0
i <T 0

j ] \cdot \Omega 0
yi(j)

=
\sum 
y

Px[X1 = y, T 1
i <T 1

j ] \cdot Ex

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X1 = y, T 1
i <T 1

j

\right]  
= Px[T 1

i <T 1
j ] \cdot Ex

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 1
i <T 1

j

\right]  
= Px[T 0

i <T 0
j ] \cdot Ex

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 0
i <T 0

j

\right]  
= Px[T 0

i <T 0
j ] \cdot \Omega 0

xi(j).

Here, the second to last equality follows from the fact that x \not = i, j.

The missing part of the proof of Theorem 5.9.

\scrC \sigma 
ji =

\sum 
x

(\scrV i\rightarrow j(j) - \sigma jx\scrV i\rightarrow j(x))wjx

=deg(j) \cdot (\scrV i\rightarrow j(j) - 
\sum 
x

pjx\sigma jx\scrV i\rightarrow j(x))

= - deg(j) \cdot 
\sum 
x

pjx\sigma jxPx[T 0
i <T 0

j ] \cdot Ex

\left[  T 0
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 0
i <T 0

j

\right]  
= - deg(j) \cdot 

\sum 
x

Pj [X1 = x, T 1
i <T 1

j ] \cdot Ej

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X1 = x, T 1
i <T 1

j

\right]  
= - deg(j) \cdot Pj [T 1

i <T 1
j ]
\sum 
x

Pj [X1 = x| T 1
i <T 1

j ]

\cdot Ej

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| X1 = x, T 1
i <T 1

j

\right]  
= - deg(j) \cdot Pj [T 1

i <T 1
j ] \cdot Ej

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 1
i <T 1

j

\right]  
= - deg(j) \cdot Pj [T 1

i <T 1
j ] \cdot \Omega 1

ji(j).

Proof of (5.7). We only show that \scrC \sigma 
ji =

\sum m
l=1 \scrC 

\sigma ,l
ji . Note that for any given

l= 1, . . . ,m, one has that
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\scrC \sigma ,l
ji = - wjlP[T 1

i <T 1
j | X0 = j,X1 = l]E

\left[  T 1
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
| X0 = i,X1 = l, T 1

i <T 1
j

\right]  
= - wjlE

\left[  \chi i(T
1
ij)

T 1
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
| X0 = i,X1 = l

\right]  .
Hence,

m\sum 
l=1

\scrC \sigma ,l
ji = - 

m\sum 
l=1

wjlE

\left[  \chi i(T
1
ij)

T 1
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
| X0 = i,X1 = l

\right]  
= - deg(j)

m\sum 
l=1

P[X1 = l| X0 = j]E

\left[  \chi i(T
1
ij)

T 1
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
| X0 = i,X1 = l

\right]  
= - deg(j)E

\left[  \chi i(T
1
ij)

T 1
j\prod 

\ell =1

\sigma X\ell  - 1X\ell 
| X0 = i

\right]  
= - deg(j)Pj [T 1

i <T 1
j ]\Omega 

1
ji(j) = \scrC \sigma 

ji.

Proof of Proposition 6.3. By Propositions 5.6 and 4.10, one has that

Fij\scrC \sigma (i, j) = \scrC \tau (i, j)Fij and

f(i)\Omega \sigma ,0
ij =\Omega \tau ,0

ij f(j), f(j)\Omega \sigma ,0
ji =\Omega \tau ,0

ji f(i).

Since Fij is an orthogonal matrix, one has that

Fij\scrC \sigma (i, j)\dagger = \scrC \tau (i, j)\dagger Fij .

Furthermore, since f(i) and f(j) are both orthogonal matrices, we have that

\Omega \sigma ,0
ij f(j)T = f(i)T\Omega \tau ,0

ij , \Omega \sigma ,0
ji f(i)T = f(j)T\Omega \tau ,0

ji .

Then, by Proposition 6.2 we have that

Fij\scrR \sigma (i, j) = Fij\scrC \sigma (i, j)\dagger 

\Biggl[ 
Id\times d  - (\Omega \sigma ,0

ji )T

 - (\Omega \sigma ,0
ij )T Id\times d

\Biggr] 

= \scrC \tau (i, j)\dagger Fij

\Biggl[ 
Id\times d  - (\Omega \sigma ,0

ji )T

 - (\Omega \sigma ,0
ij )T Id\times d

\Biggr] 

= \scrC \tau (i, j)\dagger 

\Biggl[ 
f(i)  - f(i)(\Omega \sigma ,0

ji )T

 - f(j)(\Omega \sigma ,0
ij )T f(j)

\Biggr] 

= \scrC \tau (i, j)\dagger 

\Biggl[ 
f(i)  - (\Omega \tau ,0

ji )Tf(j)

 - (\Omega \tau ,0
ij )Tf(i) f(j)

\Biggr] 

= \scrC \tau (i, j)\dagger 

\Biggl[ 
Id\times d  - (\Omega \tau ,0

ji )T

 - (\Omega \tau ,0
ij )T Id\times d

\Biggr] 
Fij

=\scrR \tau (i, j)Fij .
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Proof of Proposition 6.4. This follows from Remark 2.9 and the observations made
in the proof of Proposition 6.3.

Proof of Proposition 6.12. By Theorem 6.10, we only need to prove that r\sigma ij \leq rij
when \sigma is absolutely inconsistent. In this case, we know by Theorem 5.9 that

\scrC \sigma 
ii = cijId\times d + (deg(i) - cij) \cdot (Id\times d  - \Omega 1

ii(j)).

By Jensen's inequality, we have that

\| \Omega 1
ii(j)\| 2 =

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| Ei

\left[  T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 1
i <T 1

j

\right]  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2

\leq Ei

\left[  \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
T 1
i\prod 

\ell =1

\sigma X\ell  - 1X\ell 

\bigm\| \bigm\| \bigm\| \bigm\| \bigm\| \bigm\| 
2

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| T 1
i <T 1

j

\right]  = 1.

This implies that Id\times d  - \Omega 1
ii(j) is positive semidefinite. Since deg(i) \geq cij , we have

that all eigenvalues of \scrC \sigma 
ii are lower bounded by cij . Therefore, we have that the

eigenvalues of (\scrC \sigma 
ii)

 - 1 are upper bounded by 1/cij = rij . In this way, by Theorem 6.10
we have that

r\sigma ij =
1

2d

\bigl( 
Tr((\scrC \sigma 

ii)
 - 1) +Tr((\scrC \sigma 

jj)
 - 1)
\bigr) 
\leq 1

2d
\cdot 2drij = rij .

Acknowledgments. We wish to acknowledge the two anonymous referees for
their detailed and helpful feedback, as well as Abhik Pal for his helpful and informative
discussions related to the terminology used in the paper.

REFERENCES

[1] V. L. Alev, N. Anari, L. C. Lau, and S. Oveis Gharan, Graph clustering using effective re-
sistance, in Proceedings of the 9th Innovations in Theoretical Computer Science Conference
(ITCS 2018), Schloss Dagstuhl--Leibniz-Zentrum f\"ur Informatik, 2018.

[2] A. Arnaiz-Rodr\'{\i}guez, A. Begga, F. Escolano, and N. M. Oliver, DiffWire: Inductive
graph rewiring via the Lov\'asz bound , in Proceedings of the 1st Learning on Graphs Con-
ference, 2022, https://openreview.net/forum?id=IXvfIex0mX6f.

[3] A. S. Bandeira, A. Singer, and D. A. Spielman, A Cheeger inequality for the graph connec-
tion Laplacian , SIAM J. Matrix Anal. Appl., 34 (2013), pp. 1611--1630.

[4] F. Barbero, C. Bodnar, H. S. de Oc\'ariz Borde, M. Bronstein, P. Veli\v ckovi\'c, and P.
Li\`o, Sheaf neural networks with connection Laplacians , in Proceedings of the Topolog-
ical, Algebraic and Geometric Learning Workshops, Proc. Mach. Learn. Res. 196, 2022,
pp. 28--36.

[5] A. Ben-Israel and T. N. Greville, Generalized Inverses: Theory and Applications, CMS
Books Math. Ouvrages Math. SMC 15, Springer, New York, 2003.

[6] M. Black, Z. Wan, A. Nayyeri, and Y. Wang, Understanding oversquashing in GNNs
through the lens of effective resistance , in Proceedings of the 40th International Conference
on Machine Learning, 2023.

[7] E. Bozzo and M. Franceschet, Resistance distance, closeness, and betweenness , Soc. Net-
works, 35 (2013), pp. 460--469, https://doi.org/10.1016/j.socnet.2013.05.003.

[8] D. Cartwright and F. Harary, Structural balance: A generalization of Heider's theory ,
Psychol. Rev., 63 (1956), 277.

[9] G. Cavraro and V. Kekatos, Graph algorithms for topology identification using power
grid probing , IEEE Control Syst. Lett., 2 (2018), pp. 689--694, https://doi.org/10.1109/
LCSYS.2018.2846801.

[10] A. K. Chandra, P. Raghavan, W. L. Ruzzo, and R. Smolensky, The electrical resistance
of a graph captures its commute and cover times , in Proceedings of the 21st Annual ACM
Symposium on Theory of Computing, 1989, pp. 574--586.

[11] T. Chu, Y. Gao, R. Peng, S. Sachdeva, S. Sawlani, and J. Wang, Graph sparsification,
spectral sketches, and faster resistance computation via short cycle decompositions , SIAM
J. Comput., 52 (2020), pp. FOCS18 - 85--FOCS18-157.

[12] F. Chung, Spectral Graph Theory , CBMS Reg. Conf. Ser. Math. 92, AMS, Providence, RI,
1997.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/0

7/
24

 to
 1

37
.1

10
.8

1.
21

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y

https://openreview.net/forum?id=IXvfIex0mX6f
https://doi.org/10.1016/j.socnet.2013.05.003
https://doi.org/10.1109/LCSYS.2018.2846801
https://doi.org/10.1109/LCSYS.2018.2846801


CONNECTION GRAPH RESISTANCE 1571

[13] F. Chung and S.-T. Yau, Discrete Green's functions , J. Combin. Theory Ser. A, 91 (2000),
pp. 191--214.

[14] F. Chung, W. Zhao, and M. Kempton, Ranking and sparsifying a connection graph , Internet
Math., 10 (2014).

[15] A. Cloninger, A note on Markov normalized magnetic eigenmaps , Appl. Comput. Harmon.
Anal., 43 (2017), pp. 370--380.

[16] D. E. Crabtree and E. V. Haynsworth, An identity for the Schur complement of a matrix ,
Proc. Amer. Math. Soc., 22 (1969), pp. 364--366.

[17] F. Di Giovanni, L. Giusti, F. Barbero, G. Luise, P. Lio, and M. Bronstein, On over-
squashing in message passing neural networks: The impact of width, depth, and topology ,
in Proceedings of the 40th International Conference on Machine Learning, 2023.

[18] P. G. Doyle and J. L. Snell, Random Walks and Electric Networks, Carus Math. Monogr.
22, AMS, Providence, RI, 1984.

[19] S. Engelberg, A Mathematical Introduction to Control Theory , Ser. Electr. Comput. Engrg.
4, World Scientific, River Edge, NJ, 2015.

[20] M. Fanuel, C. M. Ala\'{\i}z, \'A. Fern\'andez, and J. A. Suykens, Magnetic eigenmaps for the
visualization of directed networks , Appl. Comput. Harmon. Anal., 44 (2018), pp. 189--199.

[21] M. Fanuel, C. M. Alaiz, and J. A. Suykens, Magnetic eigenmaps for community detection
in directed networks , Phys. Rev. E (3), 95 (2017), 022302.

[22] S. Fiorini, S. Coniglio, M. Ciavotta, and E. Messina, SigMaNet: One Laplacian to rule
them all , in Proceedings of the 37th AAAI Conference on Artificial Intelligence, 2023,
https://doi.org/10.1609/aaai.v37i6.25919.

[23] S. Forcey and D. Scalzo, Phylogenetic networks as circuits with resistance distance , Front.
Genetics, 11 (2020), 1177, https://doi.org/10.3389/fgene.2020.586664.

[24] J. Gaura and E. Sojka, Resistance-geodesic distance and its use in image segmentation , Int.
J. Artif. Intell. Tools, 25 (2016), 1640002, https://doi.org/10.1142/S0218213016400029.

[25] J. L. Gross, Voltage graphs, Discrete Math., 9 (1974), pp. 239--246.
[26] A. B. G\"ulen, F. M\'emoli, Z. Wan, and Y. Wang, A generalization of the persistent Laplacian

to simplicial maps , Intl. Sympos. Comput. Geom. (SoCG), 2023.
[27] J. Ham, D. D. Lee, S. Mika, and B. Sch\"olkopf, A kernel view of the dimensionality reduction

of manifolds, in Proceedings of the 21st International Conference on Machine Learning,
2004, 47.

[28] P. E. T. Jorgensen and E. P. J. Pearse, Operator Theory and Analysis of Infinite Networks ,
Vol. 7, World Scientific, 2023.

[29] A. Kassel and T. L\'evy, Covariant Symanzik identities , Probab. Math. Phys., 2 (2021),
pp. 419--475.

[30] R. Kenyon, Spanning forests and the vector bundle Laplacian , Ann. Probab., 39 (2011),
pp. 1983--2017.

[31] Y. Ko\c c, M. Warnier, P. V. Mieghem, R. E. Kooij, and F. M. Brazier, The impact of the
topology on cascading failures in a power grid model , Phys. A, 402 (2014), pp. 169--179,
https://doi.org/10.1016/j.physa.2014.01.056.

[32] Y. Li, W. Chen, Y. Wang, and Z.-L. Zhang, Voter model on signed social networks , Internet
Math., 11 (2015), pp. 93--133.

[33] E. H. Lieb and M. Loss, Fluxes, Laplacians, and Kasteleyn's theorem , in Statistical Mechanics,
Springer, New York, 1993, pp. 457--483.

[34] S. Liu, F. M\"unch, and N. Peyerimhoff, Curvature and higher order buser inequalities for
the graph connection Laplacian , SIAM J. Discrete Math., 33 (2019), pp. 257--305.

[35] L. Lov\'asz, Random walks on graphs: A survey , in Combinatorics, Paul Erd\H os is Eighty, Vol.
2, J\'anos Bolyai Mathematical Society, Budapest, 1993, pp. 1--46.

[36] F. M\'emoli, Z. Wan, and Y. Wang, Persistent Laplacians: Properties, algorithms and impli-
cations, SIAM J Math. Data Sci., 4 (2022), pp. 858--884.

[37] A. Muranova, On the notion of effective impedance , Oper. Matrices, 14 (2020), pp. 723--741.
[38] A. Muranova, On the effective impedance of finite and infinite networks , Potential Anal., 56

(2022), pp. 697--721, https://doi.org/10.1007/s11118-021-09901-8.
[39] A. Schild, A schur complement cheeger inequality , in 10th Innovations in Theoretical Com-

puter Science Conference (ITCS 2019), Schloss Dagstuhl -- Leibniz-Zentrum f\"ur Informatik,
2019.

[40] A. Singer, Angular synchronization by eigenvectors and semidefinite programming , Appl.
Comput. Harmon. Anal., 30 (2011), pp. 20--36.

[41] A. Singer and H.-T. Wu, Vector diffusion maps and the connection Laplacian , Comm. Pure
Appl. Math., 65 (2012), pp. 1067--1144.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/0

7/
24

 to
 1

37
.1

10
.8

1.
21

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y

https://doi.org/10.1609/aaai.v37i6.25919
https://doi.org/10.3389/fgene.2020.586664
https://doi.org/10.1142/S0218213016400029
https://doi.org/10.1016/j.physa.2014.01.056
https://doi.org/10.1007/s11118-021-09901-8


1572 CLONINGER ET AL.

[42] Y. Song, D. J. Hill, and T. Liu, On extension of effective resistance with application to graph
Laplacian definiteness and power network stability , IEEE Trans. Circuits Syst. I. Regul.
Pap, 66 (2019), pp. 4415--4428.

[43] D. A. Spielman and N. Srivastava, Graph sparsification by effective resistances , SIAM J.
Comput., 40 (2011), pp. 1913--1926, https://doi.org/10.1145/1374376.1374456.

[44] T. Sugiyama and K. Sato, Kron reduction and effective resistance of directed graphs , SIAM
J. Matrix Anal. Appl., 44 (2023), pp. 270--292.

[45] S. Tauch, W. Liu, and R. Pears, Measuring cascade effects in interdependent networks by
using effective graph resistance , in Proceedings of the IEEE Conference on Computer
Communications Workshops (INFOCOM WKSHPS), 2015, pp. 683--688, https://doi.org/
10.1109/INFCOMW.2015.7179465.

[46] X. Wang, Y. Ko\c c, R. E. Kooij, and P. Van Mieghem, A network approach for power grid
robustness against cascading failures , in Proceedings of the 7th International Workshop
on Reliable Networks Design and Modeling (RNDM), 2015, pp. 208--214, https://doi.org/
10.1109/RNDM.2015.7325231.

[47] T. Zhang and C. Bu, Detecting community structure in complex networks via resistance
distance, Phys. A, 526 (2019), 120782, https://doi.org/10.1016/j.physa.2019.04.018.

[48] X. Zhang, Y. He, N. Brugnone, M. Perlmutter, and M. Hirn, MagNet: A neural network
for directed graphs , in Proceedings of the 35th Conference on Neural Information Processing
Systems, M. Ranzato, A. Beygelzimer, Y. Dauphin, P. Liang, and J. W. Vaughan, eds.,
2021.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

10
/0

7/
24

 to
 1

37
.1

10
.8

1.
21

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y

https://doi.org/10.1145/1374376.1374456
https://doi.org/10.1109/INFCOMW.2015.7179465
https://doi.org/10.1109/INFCOMW.2015.7179465
https://doi.org/10.1109/RNDM.2015.7325231
https://doi.org/10.1109/RNDM.2015.7325231
https://doi.org/10.1016/j.physa.2019.04.018

	Introduction
	Preliminary
	Basics on matrices and graphs
	Connection graphs
	Equivalence and decomposition of signatures

	Background on effective resistance
	An energy perspective on effective resistance
	Graph random walks and effective resistance/conductance

	Dirichlet problems and random walks on connection graphs
	Dirichlet problems and harmonic functions on connection graphs
	Graph random walks and mean path signatures
	Mean path signatures under equivalence and direct sum

	Conductance on connection graphs
	Conductance matrix under equivalence and direct sum
	A physical perspective on the conductance matrix
	A probabilistic interpretation of the connection conductance matrix
	Some examples of conductance matrices

	Resistance on connection graphs
	Resistance matrix under equivalence and direct sum
	Connection resistance: A scalar version of the resistance matrix
	Numerical experiments on the connection resistance


	Discussion
	Acknowledgments
	References
	Missing proofs

