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ABSTRACT: Understanding molecular interactions in complex
systems opens avenues for the e!cient design of new materials
with target properties. Energy decomposition methods provide a
means to obtain a detailed picture of intermolecular interactions.
This work introduces a molecular modeling approach for
decomposing the solvatochromic shifts of the electronic excited
states into the contributions of the individual molecular fragments
of the environment surrounding the chromophore. The developed
approach is implemented for the QM/EFP (quantum mechanics/
e"ective fragment potential) model that provides a rigorous first-
principles-based description of the electronic states of the
chromophores in complex polarizable environments. On the
example of two model systems, water pentamer and hydrated uracil, we show how the decomposition of the solvatochromic
shifts into the contributions of individual solvent water molecules provides a detailed picture of the intermolecular interactions in the
ground and excited states of these systems. The analysis also demonstrates the nonadditivity of solute−solvent interactions and the
significant contribution of solute polarization to the total values of solvatochromic shifts.

■ INTRODUCTION
A strength of atomistic molecular modeling is its ability to
provide mechanistic details about the system interactions.
However, while the wave function contains all information
about the system, specific analysis tools are needed for extracting
such information. For example, in studies of ligand−protein
binding energies, structure−function relations can be obtained
from a map of pairwise interactions between the ligand and
protein components. Such interaction maps not only provide
insight into molecular-level interactions in the system but also
can guide function optimizations by mutagenesis. In recent
years, several computational tools for decomposing the total
system energy into pairwise contributions have been developed,
including pairwise interaction energy decomposition analysis
(PIEDA) extension of the fragment molecular orbital (FMO)
method, and functional symmetry-adapted perturbation theory
(F-SAPT).1−5 Similar questions about structure−function
relations in extended photochemically active systems might be
even more acute. For example, while mutagenesis is an
established technique for elucidating details of light-induced
processes in photosynthetic pigment−protein complexes and
proteins of the GFP family, theoretical tools for the analysis of
mutagenesis’s e"ects on proteins’ photochemistry still need to
be developed.6−11 Additionally, as electronically excited states

are often delocalized, the results of mutagenesis on the
photochemical processes might be more convoluted and less
linear than in the case of the ground state. In this article, we
address the question of structure−function relations in extended
photoactive systems by introducing a new computational
technique for the pairwise decomposition analysis of solvato-
chromic shifts in embedded electronically excited chromo-
phores. By analogy to the interaction maps for ligand−protein
binding, pairwise maps of solvatochromic shifts facilitate a
molecular-level understanding and control of the optical
properties of photoactive systems. The pairwise excitation
energy decomposition analysis (PEEDA) developed in this work
is complementary to the existing tools for the analysis of
electronic states, such as the decomposition of excitation
energies into physically meaningful Coulomb and exchange
components,12 the multistate decomposition of energies in
excimers,13 and the analysis of excitonically coupled systems in
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terms of one-body and two-body contributions.14,15 PEEDA
provides a currently missing link in our understanding of
excitation energies in complex systems, namely, how the solvent-
induced shift to the excited state is distributed into the
contributions of individual solvent molecules or fragments.
The PEEDA introduced in this work is developed for the

polarizable embedding quantum mechanics/e"ective fragment
potential (QM/EFP) models.16−21 EFP is a polarizable model
for describing noncovalent interactions.21−25 EFP represents a
molecular system as a combination of fragments interacting
through electrostatic, polarization, dispersion, exchange-repul-
sion, and optional charge-transfer terms. Each energy term is
derived from the perturbation theory applied to a noninteracting
system, with the long-range expansion in the orders of the
Coulomb operator resulting in electrostatic, polarization, and
dispersion terms and the short-range expansion in the powers of
intermolecular overlap responsible for exchange-repulsion and
charge-transfer terms. EFP is similar in spirit to the symmetry-
adapted perturbation theory (SAPT)26,27 that also utilizes
perturbation theory to describe noncovalent interactions
between the fragments. However, unlike SAPT, in which the
system is described fully quantum-mechanically, each fragment
in EFP is represented by a set of precomputed parameters
(distributed electrostatic multipoles, static and dynamic polar-
izabilities, localized wave function, etc.). This parameterization
dramatically decreases the computational cost of EFP andmakes
it suitable for simulating systems containing thousands of
fragments. When combined with a QM region, EFP provides a
polarizable embedding in which electron distribution in the
quantum and EFP subsystems (represented by induced dipoles)
is solved self-consistently. Recently, we extended the QM/EFP
models to full embedding schemes, in which the short-range
dispersion and exchange-repulsion terms additionally couple
QM and EFP regions.28−30 We also demonstrated that the
inclusion of the exchange-repulsion term in QM/EFP system-
atically improves the description of electronic states with a
partial charge transfer from solvent to solute, which is typical for
n-pi* excitations in chromophores with strong H-bonds to
solvent molecules.30 Recently, the EFP and QM/EFP models
were extended to biological polymers and macromolecules.31 In
the original formulation of EFP, e"ective fragments were rigid
molecules, which limited the method to solvents without
torsional flexibility, such as water or benzene. We designed a
procedure for splitting a macromolecule into e"ective fragments
and allowing the fragments to acquire di"erent geometries
(“flexible fragments”) without losing accuracy and computa-
tional cost.32 These developments make QM/EFP a reliable
method for modeling photo- and redox-active chemistry in
proteins and synthetic polymers.10,33,34
In this work, we develop a computational approach in which

QM/EFP solvatochromic shifts of electronically excited states of
solvated chromophores are decomposed into contributions of
individual solvent fragments (generally, here and later, “solvent”
is used to refer to a chromophore environment). Such a
decomposition is conducted in a polarized system and implicitly
incorporates many-body e"ects. While PEEDA is implemented
in the framework of QM/EFP, it can be extended to other
embedded models for electronically excited states, including
electrostatic embedding QM/MM and frozen embedding DFT
methods.35,36

■ METHODS
QM/EFP PEEDA is motivated by twomodels: the EFP pairwise
energy analysis recently introduced in ref 32 and the
decomposition of QM/EFP solvatochromic shifts into principle
components (electrostatic, solute- and solvent-induced polar-
ization, and remainder terms) developed byDeFusco et al. in the
context of the state-averaged CASSCF/EFP1 model.37 We
briefly summarize both approaches to bring PEEDA into
context.

EFP Pairwise Energy Analysis. The EFP noncovalent
interaction energy EEFP‑EFP consists of electrostatic (Eelec),
polarization or induction (Epol), dispersion (Edisp), and
exchange-repulsion (Eex‑rep) contributions

E E E E EEFP EFP EFP
elec

EFP
pol

EFP
disp

EFP
ex rep= + + + (1)

While the charge-transfer energy can be significant in ionic
systems,17,38,39 it is typically the smallest by magnitude energy
term in neutral systems and is not considered in this work. In the
EFP pairwise energy decomposition analysis,32 the system
interaction energy EEFP−EFP is split into the contributions of each
pair of fragments. Electrostatic, dispersion, and exchange-
repulsion terms are modeled as two-body interactions, so
pairwise fragment−fragment interactions sum into the corre-
sponding system energies. The pairwise decomposition of the
many-body polarization energy is computed for the self-
consistently converged fragments’ induced dipoles. For example,
the pairwise polarization contribution for a pair of fragments A
and B is

E F F1
2 a

x y z

p
a
p

a
p

p
a
p

a
p

EFP
pol,AB

, ,

A

B,

B

A,= [ + ]
(2)

where μa
p is the ath Cartesian component of the induced dipole

moment at the polarizability point p (belonging either to
fragment A or B) and FaB/A,p is the ath Cartesian component of
the electric field at point p due to all nuclei and static multipoles
of fragment B or A. In this formulation, the total polarization
energy is the sum of all pairwise energies. Still, each dimer energy
implicitly incorporates many-body e"ects through the induced
dipoles, which are self-consistently converged for the whole
system. Thus, the pairwise EFP scheme can provide an
interaction map of the entire system or characterize the
interactions of a particular fragment with other fragments.

QM/EFP Energy Decomposition. In polarizable embed-
ding, the total QM/EFP energy of the ground state is

E H V V

E E E

E E

E E

QM/EFP,gr gr
sol

QM
coul

gr
pol

gr
sol

QMnuc EFP
coul

gr
pol

QM EFP
disp

QM EFP
ex rep

EFP
coul

EFP
disp

EFP
ex rep

= | + + |
+ + +
+ +

+ + (3)

where Ψgr
sol is the electronic wave function of the ground state of

the solvated system and ĤQM is the molecular Hamiltonian of
the quantum subsystem. Dispersion and exchange-repulsion
interactions between QM and EFP subsystems (EQM−EFP

disp and
EQM−EFP
ex‑rep , respectively) are considered here at the EFP level by

representing the quantum region with dispersion and exchange-
repulsion EFP parameters. A quantum-mechanical treatment of
these terms, corresponding to a full embedding model, is
described in refs 28−30. EQMnuc−EFP

coul is a Coulomb interaction
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energy between the nuclei of the QM region and EFP
multipoles.
The Coulomb one-electron operator V̂coul is a sum of

contributions due to fragment multipole expansion points k

V V

V x T r T r T r

T r

( ) q ( ) ( ) 1
3

( )

1
15

( )

k
k

k
k

kx
a

x y z

a
k

a kx
a b

x y z

ab
k

ab kx

a b c

x y z

abc
k

abc kx

coul coul

coul
, ,

,

, ,

, ,

, ,

=

= +

(4)
where q, μ, Θ, and Ω are the charge, dipole, quadrupole, and
octopole moments at the fragment multipole expansion point k.
T, Ta, Tab, and Tabc are the electrostatic tensors of ranks zero to
three. The distance between the expansion point k and the
coordinate of an electron x in the QM region is denoted as rkx.
Similarly, the polarization one-electron operator V̂gr

pol =∑pV̂gr,p
pol is

V x T r( ) 1
2

( ) ( )p
a

x y z

a
p

a
p

a pxgr,
pol

, ,

= +
(5)

The subscript “gr” denotes that the EFP polarization is self-
consistent with the ground-state QM wave function. Induced
dipoles μ and conjugated induced dipoles are positioned at the
localized molecular orbital centroids (points p in eq 5 and
below) of EFP fragments.
Polarization energy Egr

pol in eq 3 includes interactions among
the e"ective fragments (the first term in eq 6) and the
contribution to the QM−EFP polarization energy (the two
terms in square brackets)

E F F

F

1
2

(

)

a

x y z

p
a
p

a
p

a
p

a
p

a
p

a
p

gr
pol

, ,
mult, QMnuc,

QM,

= + [

+ ] (6)

Fmult,p is the electric field at the polarization point p due to the
multipole moments of the other e"ective fragments; FQMnuc,p

and FQM,p are the nuclear and electronic fields of the QM region,
respectively. E"ectively, polarization interactions between the
QM and EFP subsystems are separated into two terms, one
coming from eq 5, corresponding to the interaction of the QM
electron density with the field of fragments’ induced dipoles, and
the second arising from eq 6, in which the fields of theQMnuclei
and electrons interact with the fragments’ induced dipoles.
In ref 37, DeFusco et al. developed a decomposition of the

total QM−EFP energy (in the context of the EFP1water model)
into contributions from electrostatic, solute and solvent
polarization, and remainder EFP terms. EFP1 is an EFP-based
water model in which the exchange-repulsion and charge-
transfer contributions are modeled with a remainder term fitted
to the HF or DFT energies of water dimers and trimers.23,40 The
QM/EFP1 energy of the molecular system in the ground
electronic state is given by

E H V V V

E E E

QM/EFP1 gr
sol

QM
coul

gr
pol rem

gr
sol

gr
pol

EFP
coul

EFP
rem

= | + + + |

+ + + (7)

where EEFP
rem and V̂rem are the remainder EFP−EFP energy and

QM−EFP one-electron potential, respectively, that account for
exchange-repulsion, charge-transfer, and higher-order interac-
tion terms.
The QM/EFP1 energy decomposition distinguishes the

following contributions37

Figure 1. Principal scheme of QM/EFP PEEDA.
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E H V

V

H H

V V

V V

V E E E

QM/EFP1 gr
0

QM gr
0

gr
0 coul

gr
0

gr
0 rem

gr
0

gr
sol

QM gr
sol

gr
0

QM gr
0

gr
sol coul rem

gr
sol

gr
0 coul rem

gr
0

gr
sol

gr
pol

gr
sol

gr
pol

EFP
coul

EFP
rem

= | | + | |
+ | | +

[ | | | | ]
+ [ | + |

| + | ]+

[ | | + ] + [ + ] (8)

The meaning of di"erent terms in eq 8 is provided below. The
solute energy EQM,gr is

E HQM,gr gr
0

QM gr
0= | | (9)

whereΨgr
0 is the gas-phase ground-state wave function. The first-

order solute−solvent electrostatic and remainder energies are

E Velec(1)
gr
0 coul

gr
0= | | (10)

E Vrem(1)
gr
0 rem

gr
0= | | (11)

The solute induction (polarization) energy of the zero and
first orders is

E E E

H H

V V V V

pol solute pol solute(0) pol solute(1)

gr
sol

QM gr
sol

gr
0

QM gr
0

gr
sol coul rem

gr
sol

gr
0 coul rem

gr
0

= +
= [ | | | | ]+

[ | + | | + | ]
(12)

The fragment induction (polarization) energy is

E V Epol frag
gr
sol

gr
pol

gr
sol

gr
pol= | | + (13)

Finally, the fragment−fragment electrostatic and remainder
energies are EEFP

coul and EEFP
rem , respectively.

E"ectively, the energy contributions are computed as the
expectation values of the corresponding operators over the gas-
phase (unpolarized) and solvated (polarized) wave functions.
Applying such analysis to both the ground and electronically
excited states makes it possible to decompose solvatochromic
shifts into the corresponding EFP energy components, where all
terms are found as di"erences in expectation values over the
excited- and ground-state wave functions.
In the present work, we intend to decompose the interaction

energy between the QM and EFP regions into both energy
components and the contributions of individual solvent
molecules. We formulate this decomposition for the ground
electronic state and then extend the formalism to the
electronically excited states and solvatochromic shifts. The
principal scheme of QM/EFP PEEDA is shown in Figure 1.
Let’s represent the total system energy of eq 3 as
E E E EQM/EFP,gr QM,gr EFP EFP QM EFP,gr= + + (14)

The interaction energy between the QM region in the ground
electronic state and the EFP subsystem can be expressed as

E H H

V V E

E E E

QM EFP,gr gr
sol

QM gr
sol

gr
0

QM gr
0

gr
sol coul

gr
pol

gr
sol

QMnuc EFP
coul

QM EFP,gr
pol

QM EFP
disp

QM EFP
ex rep

= [ | | | | ]
+ | + | + +

+ +
(15)

The total polarization energy in eq 15 is approximately
separated into the fragment−fragment EEFP

pol and QM-fragment
EQM−EFP
pol components, such that

E F F1
2

( )
a

x y z

p
a
p

a
p

a
p

a
p

QM EFP,gr
pol

, ,
QMnuc, QM,= +

(16)

Note that this separation is approximate as the fragment−
fragment polarization energies of the total (QM + EFP) system
and the EFP-only system are not the same due to the QM region
polarizing the EFP subsystem.
Following the definitions of ref 37 (eqs 8−13), eq 15 can be

rewritten as

E E E E

E E E

E V E

H H

V V

E V

E E

QM EFP,gr
elec(1) pol solute(0) pol solute(1)

pol frag(0) pol frag(1)
QM EFP
disp

QM EFP
ex rep

gr
0 coul

gr
0

QMnuc EFP
coul

gr
sol

QM gr
sol

gr
0

QM gr
0

gr
sol coul

gr
sol

gr
0 coul

gr
0

QM EFP,gr
pol

gr
sol

gr
pol

gr
sol

QM EFP
disp

QM EFP
ex rep

= + +
+ + + +

= [ | | + ]
+ [ | | | | ]+

[ | | | | ]
+ [ + | | ]
+ +

(17)

with the analogous meaning of the terms (from the left to right)
as the first-order electrostatic energy, the solute polarization
energy of the zero and first orders, the solvent polarization
energy, and the additive dispersion and exchange-repulsion
terms. Now we aim to decompose the terms of eq 17 into
contributions due to individual fragments. Each of the integrals
involving V̂coul and V̂pol operators can be decomposed into
individual fragment contributions as

E V E

V

ZP

k
k

i k
i i

k

elec(1)
gr
0 coul

gr
0

QMnuc EFP
coul

A

fragments

gr
0

A

coul
gr
0

QMnuc

A

coul,

= | | +

= [ | |

+ ]
(18)

where Zi are nuclear charges of the QM region and Picoul,k are
electrostatic potentials at the positions of nuclei Zi due to EFP
multipoles located at point k belonging to fragment A. A similar
decomposition into the individual fragment contributions can
be performed for other terms involving integrals over V̂coul and
V̂pol.
Polarization energy can be approximately decomposed into

individual fragment contributions as

E F

F

1
2

(

)

a

x y z

p
a
p

a
p

a
p

a
p

QM EFP,gr
pol

A

fragments , ,

A

QMnuc,

QM,

=

+ (19)

Dispersion and exchange-repulsion terms are also pairwise-
additive.
The only term that cannot be similarly split into fragment

contributions is the zero-order solute polarization energy
E H H
pol solute(0)

gr
sol

QM gr
sol

gr
0

QM gr
0= [ | | | | ]. For the

The Journal of Physical Chemistry A pubs.acs.org/JPCA Article

https://doi.org/10.1021/acs.jpca.3c06194
J. Phys. Chem. A 2024, 128, 656−669

659

pubs.acs.org/JPCA?ref=pdf
https://doi.org/10.1021/acs.jpca.3c06194?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


ground state, it is possible to decompose wave function
p e r t u r b a t i on s du e t o i nd i v i du a l f r a gmen t s A
( )gr

sol
gr
0

A
fragments sol,A= + using Roothaan step extrap-

olation or Newton−Raphson correction with an electronic
Hessian.41 Perturbation theory expression can be utilized for
decomposing this term for the electronically excited states (see
Supporting Information), but this development is left for future
work. On the other hand, the zero-order solute polarization term
is expected to be the smallest. From the perturbation theory
analysis (see Supporting Information), this term is about twice
smaller and of the opposite sign than the second solute
p o l a r i z a t i o n t e r m
E V Vpol solute(1)

gr
sol coul

gr
sol

gr
0 coul

gr
0= [ | | | | ]. Thus, one

strategy is to exclude Epol solute(0) from the decomposition and
keep it as a remainder, while the other approach is to split this
term between the fragments in the same proportion as
Epol solute(1). We will use the former strategy in the following
discussion.
Now we show how to apply QM−EFP pairwise energy

decomposition to the analysis of solvatochromic shifts. The
QM/EFP energy of the electronically excited state in a zero-
order polarizable embedding is

E H V V E

E E E E

E E

QM/EFP
ex,0

ex
sol

QM
coul

gr
pol

ex
sol

QMnuc EFP
coul

gr
pol

QM EFP
disp

QM EFP
ex rep

EFP
coul

EFP
disp

EFP
ex rep

= | + + | +
+ + + + +

+
(20)

where Ψex
sol is the wave function of the solvated excited state. In

the zero-order treatment, the environment is not repolarized for
the electronically excited state (hence, subscripts “gr” in V̂gr

pol and
Egr
pol). In such an approach, the self-consistency of polarization

between the QM and EFP regions is lost. However, this simple
treatment has been shown to account for the majority of
solvatochromic e"ects in polar or polarizable solvents.19,30 The
explicit interaction of the excited-state electron density with the
polarizable environment can be included using either linear
response or state-specific approaches or their perturbative
approximations.19,42−50 However, we will limit our discussion to
the simplest zero-order model in this work. In this case, the
excitation energy in the polarizable environment is

E H V V

H V V

ex,0
sol

ex
sol

QM
coul

gr
pol

ex
sol

gr
sol

QM
coul

gr
pol

gr
sol

= | + + |

| + + | (21)

Solvatochromic (electrochromic) shift, which is a change in
the excitation energy upon solvation, is defined as

E E Esolv ex
sol

ex
0= (22)

where ΔE e x
0 i s the gas -phase exc i ta t ion energy

E H Hex
0

ex
0

QM ex
0

gr
0

QM gr
0= | | | | and Ψgr/ex

0 is the
gas-phase wave function of the ground/excited electronic
state. In the zero-order polarizable embedding QM/EFP, a
solvatochromic shift can be written as

E H V V

H

H V V H

solv
QM/EFP

ex
sol

QM
coul

gr
pol

ex
sol

ex
0

QM ex
0

gr
sol

QM
coul

gr
pol

gr
sol

gr
0

QM gr
0

= [ | + + |
| | ]

[ | + + | | | ] (23)

In the above equation, the expressions in the square brackets
reflect the changes of the excited-state energy (first bracket) and
ground-state energy (second bracket) upon solvation. Following
the energy decomposition strategy of ref 37, the solvatochromic
shift can be first decomposed as

E E E E
E E E

E E

solv
QM/EFP

ex
elec(1)

gr
elec(1)

ex
pol solute(0)

gr
pol solute(0)

ex
pol solute(1)

gr
pol solute(1)

ex
pol frag(1)

gr
pol frag(1)

= [ ] + [
] + [ ]+

[ ]
(24)

E"ectively, each of the terms in the brackets provides a
specific energy contribution to the solvatochromic shift. Note
that the zero-order fragment polarization term in the zero-order
polarizable embedding cancels out. Further, each of the terms in
the square brackets (with the exception of the zero-order solute
polarization term) is separated into the contributions of
individual fragments. As a result, the total solvatochromic shift
can be represented as

E E E

E E

(

)
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The definitions of the terms in eq 25 are
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In the following, we will refer to these terms as the three
separable terms: electrostatic (eq 26), solute polarization (eq
27), solvent polarization (eq 28), and a nonseparable portion of
the solute polarization (eq 29) referred to in the following as the
“dH” term.
Note that the terms in eqs 26, 27, and 29 are also present in

electrostatic embedding QM/MM models (even though the
exact form of the electrostatic potential V̂k

coul might be di"erent).
The fragment polarization term is specific to the polarizable
embedding models. In the state-specific or linear response
treatment of the polarizable embedding, fragment polarization
should be additionally augmented by a term that accounts for a
di"erence between the ground- and excited-state polarization of
the solvent.

■ COMPUTATIONAL DETAILS
Two model systems are considered. In a local minimum of a
water pentamer, shown in Figure 2, a central water molecule is
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treated quantum-mechanically, while the other waters are
described with e"ective fragments with potentials from ref 51.
Polarization short-range damping functions with default
Gaussian-like parameters are employed.52 The lowest singlet
excitation on the central water is modeled with the CIS/6-
31G(d) level of theory.
The two lowest excitations of uracil solvated in water are

discussed next. The system was initially prepared by using
classical and QM/EFP1 molecular dynamics (MD) simulations.
For classical simulations, one uracil molecule modeled with an
OPLS-AA force field prepared using the LibParGen server53−55

was solvated by 5373 TIP3P water molecules in a periodic box
with dimensions of ∼55 Å. A series of NVE, NVT, and NPT
simulations of 100 ps each were conducted to equilibrate the
system in the GROMACS molecular simulation software.56 A
single snapshot of the NPT trajectory was used as a starting
point for QM/EFP1 MD simulations, which were performed
without periodic boundary conditions for a cluster of uracil
solvated by a shell of 15 Å of water, determined by the minimal
distance between any two atoms between uracil and water
molecules. QM/EFP1 MD utilized NVT with the Nose−
Hoover velocity rescaling algorithm and was run for 2 ps with a
0.5 fs time step. B3LYP/DZP was used for describing uracil;
DFT-type EFP1 water potential (“H2ODFT”)40 was utilized to
model water molecules. These simulations were performed in
the GAMESS quantum chemistry package.57,58
For the analysis of the di"erent components of interaction

energies and solvatochromic shifts, TD-DFT/EFP simulations
with wB97x-d/6-31+G(d)59,60 were performed on a single
snapshot from QM/EFP1 MD and on a selection of the
snapshots taken every 100 fs. EFP potentials were prepared in
the 6-31G(d) basis at the geometry of the TIP3P water
molecule. The convergence of solvatochromic shifts was
explored by solvating uracil with water shells of di"erent sizes,
determined by the minimal distance between any two atoms
between uracil and water molecules.
QM/EFP PEEDA calculations were performed in the Q-

Chem quantum chemistry software61 that incorporates EFP
codes from the LibEFP software library.62,63

■ RESULTS AND DISCUSSION
Water Pentamers. Figure 2 shows the water pentamer

where the central water, treated quantum-mechanically, donates
two H-bonds and accepts two H-bonds to/from the four EFP
waters. The considered electronic excitation is the lowest singlet
state in which an electron is transferred from the water’s lone
pair orbital to the σ* unoccupied orbital. In the ground
electronic state, the lone pair orbital donates the electron density
to H-bond donors (W2 and W3), while the unoccupied σ*
orbital accepts the electron density from waters W1 and W4.
Thus, all surrounding H-bonds disfavor a shift of the electron

density from the lone pair to σ* upon electronic excitation, such
that this excitation is expected to be blue-shifted (destabilized)
in this water cluster, compared to that of the gas phase. The
developed pairwise analysis provides a means to decompose the
total solvatochromic shift into contributions of individual water
molecules, as shown in Table 1 and Figures 3 and 4. It should be

Figure 2. (a) Structure of the water pentamer: the central water, denoted as “QM”, is modeled quantum-mechanically; waters W1−W4 are described
with e"ective potentials. (b,c) Molecular orbitals of the QM water involved in the first singlet electronic excitation: (b) HOMO and (c) LUMO.

Table 1. Decomposition of Solute−Solvent Interaction
Energies and Solvatochromic Shifts in the Water Pentamera

W1 W2 W3 W4 total
Ground State, S0

elec −7.47 −6.34 −5.41 −8.62 −27.83
solute pol full −1.05 −2.17 −1.22 −2.23 −6.67

dimers −0.95 −1.11 −0.83 −1.59 −4.48
solvent pol full −1.02 −0.94 −0.66 −1.27 −3.88

dimers −0.86 −0.64 −0.44 −1.00 −2.94
total sep full −9.53 −9.44 −7.29 −12.12 −38.39

dimers −9.28 −8.09 −6.68 −11.22 −35.27
dH full 3.92

dimers 0.56 0.63 0.46 0.92 2.57
total full −34.46

dimers −8.71 −7.45 −6.22 −10.29 −32.67
Excited State, S1

elec 3.77 2.03 5.18 3.82 14.8
solute pol full 2.31 −2.96 −1.25 −7.44 −9.34

dimers −9.25 −1.43 −1.03 −15.03 −26.74
solvent pol full 2.39 1.01 1.11 0.17 4.68

dimers −0.63 0.85 0.87 −1.25 −0.16
total sep full 8.48 0.08 5.04 −3.45 10.15

dimers −6.10 1.45 5.02 −12.46 −12.09
dH full −2.96

dimers 2.86 −1.29 −0.89 5.27 5.95
total full 7.18

dimers −3.24 0.16 4.13 −7.19 −6.14
Solvatochromic Shifts, S1−S0

elec 11.24 8.36 10.58 12.44 42.63
solute pol full 3.36 −0.80 −0.02 −5.21 −2.67

dimers −8.31 −0.32 −0.20 −13.44 −22.27
solvent pol full 3.4 1.95 1.77 1.44 8.57

dimers 0.24 1.49 1.31 −0.25 2.79
total sep full 18.01 9.52 12.33 8.67 48.53

dimers 3.17 9.53 11.7 −1.24 23.16
dH full −6.88

dimers 2.30 −1.92 −1.35 4.35 3.38
total full 41.65

dimers 5.47 7.62 10.34 3.11 26.54

aThe energies of separable electrostatic (elec), solute polarization
(solute pol), solvent polarization (solvent pol) terms, their sum (total
sep), and non-separable solute polarization (dH) components are
given in kcal/mol.
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noted that the total absorption spectrum of this water cluster is
composed of five excitonic bands that can be computed by
considering the excitonic Hamiltonian containing excitation
(site) energies of each water molecule and electronic couplings
between them, as was extensively discussed in the litera-
ture.10,14,15,33 On the other hand, PEEDA can provide a
decomposition of the solvatochromic shifts on each of the water
molecules (i.e., decomposition of solvent-induced changes to
the site energies in the excitonic Hamiltonian), as we
demonstrate below for the central water molecule.
The upper parts of Table 1 and Figures 3a,b and 4a present the

electrostatic and polarization components of the interaction
energies of the central water molecule with each of the four other
waters in the ground electronic state. Two sets of calculations are
compared: in the first one, the system is computed as one entity
(“full system”, i.e., the QM water and four EFP waters); in the
other, four dimers (each containing the QM water and one EFP
water) are computed separately. E"ectively, the di"erence
between these sets of calculations is a QM−EFP many-body
interaction energy. The pairwise electrostatic energies are
identical in two sets of calculations. Polarization amounts to
about a third of the electrostatic energy and is split in a similar
proportion between the solute and solvent polarization (note
that the nonseparable dH component is a part of the solute
polarization energy). As expected, the nonseparable solute
polarization energy dH is about twice smaller in magnitude and
of the opposite sign than the separable solute polarization term
(see Supporting Information). Overall, the results of the
calculations on the entire system and the dimers are very
similar, with the individual contributions di"ering by less than
1.4 kcal/mol and the total (electrostatic and polarization)
interaction energies between the central water and all others
within 2 kcal/mol of each other. These results agree with
common sense that waters W1−W4 do not strongly polarize
each other such that the many-body interactions in this system
play a minor role. Additionally, this analysis is in accord with
previous findings from the SAPT analysis that separating the
system into dimers provides almost quantitative agreement in

predicting ligand-binding energies.64 However, as we will see
next, the situation is dramatically di"erent for the electronic
excited state.
The middle parts of Table 1 and Figures 3c,d and 4b show the

full-system and dimer calculations of the interaction energies
between the central water in the first electronically excited state
and the four other EFP waters. The lowest parts of Table 1 and
Figure 4c report the corresponding di"erences between the
ground and excited electronic states, which are direct measures
of the solvatochromic shifts. As expected from the analysis of the
involved molecular orbitals, both the electrostatic term and the
solvent part of polarization become strongly destabilized in the
excited state. On the other hand, the (always negative) solute
part of the polarization, i.e., relaxation of the wave function in
response to solvent perturbation, increases in magnitude and
partially compensates for this destabilization. However, di"er-
ently from the ground state, there is a significant di"erence
between describing the system as one entity or as a collection of
the dimers. Indeed, modeling the system as a collection of the
dimers results in the dramatically overestimated solute polar-
ization energy (i.e., a relaxation of the wave function in response
to the four EFP waters is smaller than a sum of relaxations due to
each water in the dimer calculations), as well as less repulsive
solvent polarization. As a result, overstabilization of the
polarization terms leads to a 13 kcal/mol underestimation of
the blue shift in the dimer calculations. Evenmore disturbing is a
lack of consistency in the individual solvatochromic shifts
between the entire system and dimer calculations. For example,
the dimer calculations suggest that the most significant
contribution to the solvatochromic shift is from W3, followed
by W2, while the full system calculations show that W1 provides
by far the largest contribution. There is also no correlation
between the pairwise electrostatic terms and the corresponding
solvatochromic shifts (even though the total electrostatic term is
very similar to the total solvatochromic shift, most probably by
coincidence). For example, the largest pairwise electrostatic
contribution to the solvatochromic shift comes from W4, which
is predicted to produce the smallest overall solvatochromic shift.

Figure 3. Total separable components of the interaction energies of the central (QM) water molecule with each of the four other waters in the ground
electronic state, shown in (a,b), and in the first excited state, shown in (c,d). The system is computed as one entity (“full system”, i.e., theQMwater and
four EFP waters) in plots (a,c). Four dimers (each containing the QM water and one EFP water) are computed separately in (b,d). The interaction
energy color scale is ±12 kcal/mol.
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Figure 4. Decomposition of solute−solvent interaction energies in (a) ground and (b) electronically excited states and (c) solvatochromic shifts in
water pentamer. Energies of separable electrostatic (elec), solute polarization (solute pol), solvent polarization (solvent pol) terms, and their sum
(total sep) are shown for a full QM/EFP system and individual QM/EFP dimers.

Figure 5. (a) Uracil molecule and density di"erence plots for (b) n → π* and (c) π→ π* electronic transitions, shown at 0.002 isosurface values.
Detachment density is shown in orange; attachment density is shown in cyan.
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These comparisons hint at a much larger amount of the many-
body interactions in the electronically excited state, whichmakes
the dimer analysis of the solvatochromic shifts unreliable. It
should be emphasized that these many-body interactions are
mainly driven by the response of the QM wave function rather
than that of the polarizable solvent, such that these conclusions
would remain unchanged even in the case of a nonpolarizable
solvent in an electrostatic QM/MM model.
As a side note, the data in Table 1 suggest that in the

electronically excited state, the nonseparable term dH cannot be
easily related to the solute polarization term, neither by
magnitude nor sign (see Supporting Information for the
corresponding discussion). However, its magnitude is still
relatively minor, and the most logical solution is to exclude the
dH term from the analysis of the individual solvatochromic
shifts.
Hydrated Uracils. The two lowest singlet excited states of

uracil solvated in water are analyzed below. The electronic
structure of uracil in a water environment was studied
previously.37,65−70 The lowest excitation in the gas phase is a
dark n → π* transition; the second excited state is a bright π →
π* transition (see Figure 5). In the case of the zero-order
approximation and state-specific corrections, the solvatochro-
mic shift is induced solely by a change in the static charge
rearrangement of a solute. (In the linear-response approach, the
additional solvatochromic shift due to a polarizable environment
is caused by a transition density.) Analysis of the static charge
distributions of the gas-phase uracil (visualized as density

di"erence plots in Figure 5b,c) suggests that upon n → π*
excitation, the electron density is shifted from carbonyl oxygen
O8 toward carbons C6 and C2 and to a lesser extent to nitrogens
N3 and N5. There is a smaller charge rearrangement in the
bright π → π* state, with electron density depleting nitrogenN3,
carbon C1, and oxygens O7 and O8 toward carbons C2 and C6.
Both oxygens in uracil donate electron density when forming H-
bonds with water, while the nitrogens accept electron density
when forming H-bonds with water solvent. Thus, the n → π*
excitation is expected to be destabilized in the water solvent
(since the excitation removes the electron density from oxygen
O8 and adds the density toward both nitrogens), with the water
molecule H-bonded to O8 being a major source of a blue shift. A
weak destabilization of the π → π* state is expected due to water
H-bonded to O7, but waters H-bonded to N3 and O8 would
contribute to a weak redshift. The average values of the n → π*
and π →π* solvatochromic shifts predicted by QM/EFP are
0.43 and −0.25 eV, respectively, in agreement with this analysis
and theoretical and experimental work.37,65−74 Details of these
calculations are listed in Supporting Information.
Figure 6 shows the contributions of selected first-shell water

molecules to the interaction energies and solvatochromic shifts
of uracil solvated by a shell of water molecules of increasing size.
These results are obtained at the geometries extracted from a
single QM/EFP1 MD snapshot. To model water shells of
di"erent radii, water molecules beyond particular distances (e.g.,
3 and 6 Å) from uracil atoms are stripped o". In the ground state,
water H-bonding with N centers of uracil, shown with blue and

Figure 6. (a) First shell of water molecules strongly interacting with uracil and their individual (b) ground-state interaction energies and
solvatochromic shifts in (b) n → π* and (c) π →π* excited states of uracil computed in the presence of a given water molecule only (“dimer”), in the
presence of eight first-shell water molecules (“W1−W8”), and in the presence of other water molecules within a particular distance from uracil (3−15).
All values are in kcal/mol.
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light-blue colors in Figure 6b, is significantly stronger than that
with oxygen. The largest contribution to the blue shift of the n→
π* state arises fromwaters H-bonded to O8 (shown with orange
colors in Figure 6c), as anticipated from the analysis of the
density di"erence plots in Figure 5b. The water molecules near
C2 and N3 also destabilize the n → π* state, while the water
molecules near O7 and N5 provide no or weak stabilization. For
the π → π* state (Figure 6d), the water molecules H-bonded to
N3 and N5 shift the excited state toward lower and higher
energies, respectively, in agreement with expectations from the
density di"erence plots. However, the waters H-bonded to O7
and O8, while expected to destabilize the π → π* state, in reality
provide small shifts of di"erent signs. This might be rationalized
by a partial interaction of those waters with the electron densities
of nearby carbons C4 and C6 and non-negligible and nonlinear
solute polarization contributions.
Figure 6 also shows the dependence of individual fragment

interaction energies and solvatochromic shifts on the presence of
surrounding water molecules. As follows from these plots, the
individual water contributions converge in the presence of ∼9 Å
of water shell, suggesting non-negligible and long-range
polarization e"ects. Changes in the individual contributions
from the dimer to the fully solvated value can be as much as 3
kcal/mol for the ground state and exceeding 1.5 kcal/mol and
2.5 kcal/mol for the n→ π* and π → π* states, respectively. As a
result, the di"erence between the sum of the dimer interaction
energies and the contributions of these eight waters in a fully
solvated system is ∼15 kcal/mol for the ground state, ∼3 kcal/
mol for the n→ π* state, and almost∼5 kcal/mol for the π → π*
state. Overall, Figure 6d demonstrates a striking interplay of
polarization e"ects in the π → π* state, which might explain the
challenges of its accurate description discussed in the
literature.65
Figure 7 presents the decomposition of interaction energies

and solvatochromic shifts of uracil into physical energy
components, computed at the same structures as those of the
data shown in Figure 6. As expected, in the ground electronic
state of uracil (Figure 7a), the uracil−water interactions are
dominated by electrostatics (∼−60 kcal/mol); however, both
solute and solvent polarization terms contribute significantly.
The nonseparable dH component is the only repulsive term; the
magnitude of dH is∼1.5 times smaller than themagnitude of the
solute polarization energy. A sum of separable contributions
(electrostatics, solute, and solvent polarizations) overestimates
the total interaction energy by ∼20%. It qualitatively reproduces
the changes in the total energy with the increase in the solvation
shell size. Overall, all interaction components show monotonic
behavior with the increase of the solvation shell radius; the
results at the 6 Å hydration shell are within 1 kcal/mol from the
results at the 12 and 15 Å water shells.
Figure 7b,c shows the decomposition of solvatochromic shifts

for n → π* and π →π* electronic excited states, respectively.
Since these are vertical shifts, i.e., the e"ect of geometry
relaxation of uracil in water solvent is not accounted for, all
observed trends should be considered qualitative. As was
discussed earlier, the n → π* state is strongly destabilized by the
water solvent, with the total solvatochromic shift exceeding 20
kcal/mol. Similar to the ground-state interaction energy, the n
→ π* solvatochromic shift is dominated by the electrostatic
term, with the solvent polarization being non-negligible.
However, the solvent electrostatic and polarization e"ects are
halved by the wave function relaxation represented by the
nonseparable dH term, while the separable solute polarization

term is negligible. Di"erently from the ground-state interaction,
in the case of solvatochromic shifts of excited states, there is no
clear correlation between separable solute polarization and dH
terms. However, the dH term and total separable energy scale
similarly with the size of the water shell, suggesting that this
relation might be qualitatively true for individual water
molecules as well.
Analysis of solvatochromic shifts in π → π* reveals a picture

quite di"erent from that of the n→ π* shifts. The π → π* state is
destabilized by electrostatic interactions in the first hydration
shell that are counteracted by mid- and long-range interactions.
The e"ect of water polarization is negligible. Interestingly, the
sign and magnitude of the solvatochromic shift in π → π* are
determined by the attractive solute polarization termwith a non-
negligible midrange component. Additionally, the distance

Figure 7. (a) QM−EFP ground-state interaction energy and
solvatochromic shifts for (b) n → π* and (c) π → π → π* excited
states of uracil as a function of the surrounding water shell size. Energy
decomposition in electrostatic (light blue empty circles), solute
polarization (orange crosses), solvent polarization (light orange
empty squares), total separable contributions (dark blue filled circles),
nonseparable dH component (gray triangles), and total energies (red
rhombuses). All values are in kcal/mol.
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dependence of the solvatochromic e"ect is much more
pronounced in π → π* than in n → π* (even though note
that the vertical energy scale di"ers by an order of magnitude in
the plots of the two states).
To further elucidate the distance dependence of solvatochro-

mic shifts, Figure 8 shows decompositions of the ground-state
interaction energy and the n → π* and π →π* shifts into
contributions of individual water molecules. The energy
decomposition is performed for a single snapshot containing a
12 Å water shell. A similar analysis of the data averaged over ten
structural snapshots is shown in Figure S1 in Supporting
Information. While averaging quite expectedly eliminates some
fluctuations in the data, distance dependences of interaction
energies and shifts still preserve characteristic “wiggles”
originating due to the water structure around the uracil. To
highlight the dependence of the solvatochromic shifts on water
structure, the radial distribution function between nitrogen and
oxygen atoms of uracil and water oxygens is provided in Figure
8d. As follows from Figure 8a, the ground-state uracil−water
interaction energy is governed by water contributions in the first
hydration shell, corresponding to the ∼2.8 Å peak in the uracil−
water radial distribution function, i.e., waters participating in H-
bonding with uracil. The interactions with the water molecules
in the second hydration shell (∼3.0 ÷ 5.5 Å) can be both
stabilizing and destabilizing. The interaction energy converges
to within 1 kcal/mol only beyond 12 Å. As for the contributions
of individual waters, interactions of 1 kcal/mol occur even at a 7
Å uracil−water separation.
The electrostatic component of the n → π* solvatochromic

shift (Figure 8b) is almost a mirror image of the ground-state
electrostatic energy. Namely, most of the neighboring waters
strongly destabilize the n → π* state (as they stabilized the
ground state), with a nonmonotonic convergence of the
electrostatic component and an overall solvatochromic shift
beyond 12 Å. Polarization components are converged within 0.5
kcal/mol beyond 7 Å.
As mentioned above, the decomposition of the π → π*

solvatochromic shift, shown in Figure 8c, is very intriguing. One
can notice a nonmonotonic change of various energy
components with distance. Most of the short-range electrostatic
contributions of individual water molecules are repulsive, while
the mid- and long-range electrostatic interactions are slightly
attractive. On the other hand, the largest e"ect of solute
polarization is achieved due to the waters located in the first and
partly second hydration shells. The total separable energy, which
in the case of the π → π* state is dominated by these two energy
terms, strongly fluctuates with the distance. Despite a relatively
small magnitude of the total solvatochromic shift, the
convergence of the shift with distance is slow, with ∼1 kcal/
mol fluctuations observed at 10 Å from uracil.

■ CONCLUSIONS
We developed a new pairwise energy decomposition analysis
targeting the solvatochromic shifts of solvated chromophores.
The energy decomposition is implemented for the polarizable
QM/EFP method and provides a decomposition of solvato-
chromic shifts both in the contributions of individual solvent
molecules and in the electrostatic, solute polarization, and
solvent polarization energy components. The new tool allows
analysis of specific solute−solvent interactions in the ground and
excited states, which opens new avenues for functional design of
materials with target photochemical properties. We envision the
application of the developed energy decomposition scheme for

Figure 8. Contributions of individual solvent water molecules to (a)
QM−EFP ground-state interaction energy and solvatochromic shifts in
(b) n → π* and (c) π → π* excited states of uracil. Energy
decomposition in electrostatic (light blue empty circles), solute
polarization (orange crosses), solvent polarization (light orange
squares), and total separable energies (dark blue filled circles). All
values are in kcal/mol. (d) Radial distribution function g(R) between N
and O atoms of uracil and water oxygens.
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the mechanistic analysis of the optical properties of photoactive
proteins and photovoltaic materials.
Analysis of solvatochromic shifts in considered model systems

suggests that the solute polarization, i.e., a response of the
quantum wave function to the electric field of the surrounding
solvent, might be strongly nonadditive. Additionally, individual-
molecule solvatochromic contributions are a"ected by the
presence of several shells of other solvent molecules, pinpointing
the importance of proper accounting and analysis of long-range
polarization e"ects in excited-state calculations of solvated
systems.
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