arXiv:2206.00576v2 [math.MG] 19 Jun 2022

INTERPOLATION, PREKOPA AND BRUNN-MINKOWSKI
FOR F-SUBHARMONICITY

JULIUS ROSS AND DAVID WITT NYSTROM

ABSTRACT. We extend Prekopa’s Theorem and the Brunn-Minkowski Theo-
rem from convexity to F-subharmonicity. We apply this to the interpolation
problem of convex functions and convex sets introducing a new notion of “har-
monic interpolation” that we view as a generalization of Minkowski-addition.
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1. INTRODUCTION

1.1. Interpolation of Convex Sets. Let Ag and A; be two bounded convex
subsets of R™. There is a natural interpolation between these obtained by setting

A = tA + (1 - t)AQ for t € [0, 1] (11)
where A+ B :={a+b:a € A b e B} is Minkowski-addition, and the scaling is

defined by tA := {ta : a € A}. The celebrated Brunn-Minkowski Theorem implies
that with this interpolation the map

t — —logvol(A,)

is convex.

It is natural to ask if anything similar can be said for the interpolation of infinite
families of convex subsets of R™. So suppose 2 C R™ is open and bounded with
smooth boundary, and for each 7 € 92 we are given a compact convex subset
A, C R™ that varies continuously with 7. The question is how can we interpolate
this family to give a compact convex set A, C R™ for each x € Q in a nice way?
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A naive answer would be to simply take the fibers of

convex hull ( U {r} x AT> COxR™ (1.2)
TEON

but, unless one assumes that 2 is strictly convex, it will in general not be the case
that this agrees with the given sets A, over 9f2. Furthermore even if 2 is strictly
convex the interpolation (L.2)) does not respect Minkowski addition of the boundary
data.

Our proposed solution is different and can be described using the harmonic
measure dy, on 0f) taken with respect to x € Q.

Definition 1.1. Define
Ay ::/ Ardp,(7) for x € Q,
a0
and call the family {A;}.cq the harmonic interpolation.

This harmonic interpolation involves a set integral which may be unfamiliar to
the reader but poses no difficulties in the setup we will be considering. For instance,
one may think of this as a Riemann integral which is a limit of Riemann sums taken
under the operation of Minkowski-addition. We will prove the following:

Theorem 1.2 (Brunn-Minkowski Inequality for Harmonic Interpolation). With
the harmonic interpolation, the map

x — —logvol(A,)
is subharmonic on €.

Observe that in the special case Q = [0, 1] the harmonic measure with respect

tote Qis

th = (1 — t)60 + toq
where 0, is the Dirac measure at p, so Ay = [, Azdpui(x) = (1 —t)Ag +tA; as in
(TI). Thus our theorem generalizes the classical Brunn-Minkowski Theorem since
being subharmonic in one real variable is the same as being convex.

This harmonic interpolation has other amenable features namely it depends lin-
early on the boundary data (with respect to Minkowski-addition) and is compatible
with affine transformations of R”. These two features do not characterize the har-
monic interpolation uniquely for the same would hold if one replaces the harmonic
measure on Jf) with any other measure, but one can characterize it through a
mean value property analogous to that of harmonic functions. We expect that the
harmonic interpolation also has nice “regularity properties” analogous to that of
elliptic regularity, but we will not consider that further in this paper.

1.2. Interpolation of Convex Functions. The functional analog of the Brunn-
Minkowski Theorem is given by Prekopa’s Theorem, a version of which can be
stated as follows: if ¥ (¢,y) is a convex function on [0, 1] x R™ then the function

t— — 1og/ e_w(t’y)dy

is convex. And just as the Brunn-Minkowski Theorem has implications for the in-
terpolation of convex sets, Prekopa’s Theorem has implications for the interpolation
of convex functions.
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To discuss this, suppose that ¢y and ¢, are two convex functions on R™. The
naive interpolation between these is the combination t¢1 + (1 — )¢ for t € [0, 1],
but this has the disadvantage that (¢,y) — t¢1(y) + (1 — t)go(y) typically fails to
be convex on [0,1] x R™. So instead consider the interpolation

¢ = (1 —t)¢p +1¢7)"
where the star denotes the Legendre transform
¢ (u) = sup {y-u—¢(y)}.
yeR™

As the Legendre transform is an involution on convex functions, ¢; = (1 —t)¢§+ ¢F
and it is easy to check that
Y(t,y) = ¢e(y)
is convex so Prekopa’s Theorem applies.
Once again we can consider interpolating infinitely many convex functions ¢, on
R™, parametrized by points 7 in the boundary of a bounded domain 2 C R™ with
smooth boundary. We assume always that (7,y) — ¢, (y) is continuous. Define

Oy = </69 (bf.d,ux(T)) forx e

where again dy, is the harmonic measure on 0f) with respect to the point z.
Definition 1.3. Set
Y(@,y) = ¢a(y) for z € Q,y €R™

which we refer to as the harmonic interpolation of the data {¢;}recon-

Now % will in general not be a convex function so we cannot apply Prekopa’s
Theorem as stated. However 1 has another form of positivity, namely:
(1) For each z € Q the function y — v(z,y) is convex and
(2) For each affine function T' : R® — R™ the function z — ¢(z,'(x)) is
subharmonic on €.

Theorem 1.4 (Prekopa’s Theorem: Version I). Suppose ¢ : @ x R™ — RU{—o0}
is upper-semicontinuous and satisfies (1) and (2). Then the function

T — log/ e_w(w’y)dy

is subharmonic on 2. In particular this applies to the harmonic interpolation of a
family of convex functions.

We are aware of two different proofs of this statement. First there is direct proof
that uses the classical Prekopa Theorem (which will appear in a forthcoming com-
panion paper [31]). Second there is a more flexible proof (given in this paper) that
considers this as a special case of a statement that replaces subharmonicity with a
more general positive notion described below.

There is a close connection between this interpolation of convex functions and the
previously discussed interpolation of convex sets. Given a compact convex A C R™
the indicator function of A is

_J 0 onA
XA=\ o on A°
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and the support function of A is
ha(u) == sup{z - u},
z€A
so by definition x 4 and h 4 are the Legendre transform of one another. Using linear-
ity of the map A — h4 we will see that the harmonic interpolation of the functions
{xA, }reoq is precisely the indicator function of the harmonic interpolation of the
sets A,. Moreover since

/ e X4dy = vol(A)

our generalization of Brunn-Minkowski’s Theorem (Theorem [[L2)) follows from our
generalization of Prekopa’s Theorem (Theorem [T4]).

1.3. Berndtsson’s Complex Prekopa Inequality. Our version of Prekopa’s
Theorem also quickly yields the following statement for plurisubharmonic functions,
originally due to Berndtsson [3].

Theorem 1.5. Let X C C™ be open and assume that ¢ is plurisubharmonic on
X xC™. Let w; = xj+1iy; be the coordinates on C™ and assume that ¢(z, z+iy) =
Y(z,x). Then

Z —log/ e VED) gy
is plurisubharmonic in X.

There is also a closely related version of this where instead of being independent
of the imaginary part of w we instead take ¥ to be independent of the argument of
w. The link with what we have said so far comes from the fact that the hypotheses
imply that ¢ satisfies (1) and (2) above so Theorem [ 4lapplies. In fact Berndtsson’s
Theorem is really equivalent to Theorem [[L4] when Q C C ~ R2.

1.4. The Prekopa and Brunn-Minkowski Theorems for F-subharmonicity.
We have stated our results so far in terms of convexity and subharmonicity, but
they can be cast in the much wider context of “generalized subharmonicity”. To
discuss this we recall some notions introduced and studied by Harvey-Lawson.

Let F be a closed non-empty proper subset of the set Sym? (R™) of symmetric
n x n matrices and P C Sym?(R") denote the positive semidefinite matrices. We
say that F'is a Dirichlet set if

Aec Fand PeP= A+ PeF.

A smooth function on an open X C R" is said to be F'-subharmonic if at each point
its Hessian lies inside F'.

One can extend F-subharmonicity to upper-semicontinuous functions f : X —
R U {—o0} using the so-called viscosity technique. Call a smooth function g in Q
a test function for f at x € Q if g is smooth and g > f near z and g(z) = f(x).
Then we say f is F-subharmonic if for any test function for g at x the Hessian of
g at x lies in F.

We refer the reader to §2 for more background to F-subharmonicity includ-
ing various examples. For now, the reader may note that if ' = P then F-
subharmonicity becomes the usual notion of convexity. On the other hand if
F is taken to be the set Fs,p symmetric matrices with positive trace then F-
subharmonicity reduces to the usual notion of subharmonicity.
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Now given such a Dirichlet set F C Sym?(R") we will define a product Dirichlet
set FxP C Sym? (R™*™) with the following property:

An upper-semicontinuous function 1) : X xR™ — RU{—o0} is F'*P-subharmonic
if and only if
(1) For each x € X the function y — ¢ (z,y) is convex and
(2) For each affine linear T’ : R” — R™ the function = — ¢ (z,T'(z)) is F-
subharmonic on X.

The parallel with the discussion in the previous section should be clear (in fact
what is written there is precisely this construction when F is taken to be Fyyp).
With these definitions we can state our general form of Prekopa’s Theorem.

Theorem 1.6 (Prekopa’s Theorem for F-subharmonicity). Assume that F C
Sym?(R") is a convex Dirichlet set and that 1 : X x R™ — R U {—oc0} is F » P-
subharmonic. Then the function

T —log/ e V@Y dy.

is F-subharmonic on X.

In turn this gives the following generalization of the Brunn-Minkowski Theorem.
For this we need to generalize the notion of a convex subset K, which we take as
the existence of a defining F' x P-subharmonic function. The precise statement is:

Theorem 1.7 (Brunn-Minkowski inequality for F-subharmonicity). Let X C R"™
be open. Assume that F' C Sym?(R") is a Dirichlet set that is a convex cone over
0. Suppose that K C X x R™ is closed and bounded and such that
(1) (Int K); = Int(K,) and is non-empty for all x € X.
(2) There is an F' * P-subharmonic function p on a neighbourhood of K such
that K = {p < 0}.

Then the map 2 — —log vol(K ) is F-subharmonic on X.
Also from Prekopa’s Theorem we can deduce easily a minimum principle.

Theorem 1.8 (Minimum Principle for F-subharmonicity). Let X C R™ be open
and assume that F C Sym?(R") is a Dirichlet set. Let V C R™ be convex and
suppose that ¢ is F' x P-subharmonic on X x V. Then the function

x — inf(z,y)
y
is F-subharmonic.

Bringing this back to interpolation, suppose again 2 C R™ is open and bounded
with smooth boundary and we are given a family of convex functions ¢, : R™ — R
such that (7,y) — ¢-(y) is continuous. We then have an interpolation of this data
given by the Perron envelope

. X _ ( is upper-semicontinuous on § x R™,
= sup {C " F % P-subharmonic on Q x R™ and ®|pourm < ¢ |- (1.3)

Under suitable boundary convexity of € (that is defined in terms of F') and a
mild technical assumption on the data ¢, (see Definition [[0.1]) will see that this
envelope is F'x P-subharmonic and ®|goxrm = ¢. In particular for each x € Q the
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map y — ®(z,y) is convex, and thus we have an interpolation of the boundary data
¢ for each such Dirichlet set F' to which our Prekopa Theorem applies. Moreover we
will show in Proposition [[0.8 that when F' = Fy,; then ® is precisely the harmonic
interpolation discussed above.

1.5. Comparison with other work. We refer the reader to Gardner’s survey [16]
for an account of the classical Brunn-Minkowski Theorem and Prekopa’s Theorem
(also called the Brunn-Minkowski inequality and the Prekopa or Prekopa-Leindler
inequality respectively). The reader will also find there many connections to other
inequalities in geometry and analysis.

The complex version of the Brunn-Minkowski and Preokopa Theorems is a theme
in work of Berndtsson [3H8] where it has in particular found applications to posi-
tivity of vector bundles and Fano manifolds (see also [28] for a survey). This has
since been taken up by others (e.g. Cordero-Erausquin [I3] and Nguyen [27]).

The ideas of F-subharmonicity we use are taken from the works of Harvey-
Lawson (e.g. [I7H23]) who in turn are building on various parts of the viscosity
approach to differential equations (e.g. Krylov [25]). The idea of proving the Brunn-
Minkowski and Prekopa Theorem’s in this context appears to be new, although it
does have some overlap with existing ideas (some more of of which are described
below). For instance looking closely one can find overlap between a particular case
of our product Dirichlet set and the version of the Prekopa Inequality found in [10]
(compare in particular Proposition B8 and [10] (4.7)]).

The minimum principle for plurisubharmonic functions goes under the name of
the Kiselman Minimum Principle [24]. The authors of this paper have previously
proved a minimum principle for F-subharmonicity [32] that is slightly stronger that
Theorem [[.§ in that it applies also to subequations F' that may depends on the
gradient as well as the Hessian part (see also Darvas-Rubinstein [I4] for earlier work
in this direction).

The authors do not have sufficient expertise to survey the huge amount of work
on interpolation, so instead the reader is referred to [9[1IL12,29,[30] for just a few
examples where this is studied. In this paper we focus on interpolation of con-
vex functions on finite dimensional vector spaces, but there has been considerable
interest in functional analysis on interpolation in infinite dimensions (see [26] for
an introduction). Emphasizing in particular the complex setting, Semmes [33] de-
scribes various aspects of the interpolation problem that are closely related to the
work in this paper.

There is also some overlap with the “generalized subharmonicity” work of Slod-
kowski [34H39] (who also uses the term “harmonic interpolation”), although the
authors find that casting these ideas within the framework of F-subharmonicity is
much clearer.

1.6. Future Directions. The theory of F-subharmonicity extends to the complex
case (where one considers the complex Hessian) as well as to Riemannian manifolds.
We hope to consider whether our Prekopa Theorem holds in these settings in a
future work.

1.7. Organization. The next section contains a brief account of the pieces from
the theory of F-subharmonic functions that we will need. In §3] we define with some
care the product of Dirichlet sets, and give some examples. The smooth case of
Prekopa’s Theorem for F-subharmonicity is then given in §4lusing a formula for the
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Hessian due to Ball-Barthe-Naor [2]. The general case (so without the smoothness
hypothesis) is proved in §5lusing an approximation argument. Then in §6land §7lwe
show how this implies our Brunn-Minkowski Theorem and Minimum Principle for
F-subharmonicity. In §8 we give a simple but very explicit example of the Brunn-
Minkowski theorem in action, and in §we show how our work implies Berndtsson’s
Prekopa Theorem. Finally in §I0] we discuss the interpolation problem for convex
functions and convex sets, and prove Theorems and [[.4

1.8. Acknowledgements. The authors thank Bo Berndtsson, Ruadhai Dervan,
Tommy Murphy, Lars Sektnan and Xiaowei Wang for helpful conversations. We
also thank Tristan Collins and Sebastien Picard for sharing with us their provi-
sional work on geodesics in the space of m-subharmonic functions and Richard
Rochberg for pointing out interesting references on interpolation. The first author
is supported by the NSF grant DMS-1749447. The second author is supported by
a grant from the Swedish Research Council and a grant from the Géran Gustafsson
Foundation for Natural Science and Medicine.

2. BACKGROUND ON F'-SUBHARMONICITY

2.1. Basics. We will need only a small amount of the theory of F-subharmonicity
most of which can be found in [I8]. Let Sym?(R™) denote the set of n x n symmetric
matrices and let P = P,, denote the subset of positive definite symmetric matrices.

Definition 2.1 (Dirichlet sets). A subset F C Sym*(R") is called a Dirichlet set
if it is non-empty, proper, closed and

F+PCPF.

A convex Dirichlet set is such an F' that is convex as a subset of Sym?(R™), and it
is a cone over 0 if A € F and t > 0 implies tA € F.

Definition 2.2 (F-subharmonicity). Let X C R" be open, F C Sym*(R") be a
Dirichlet set, and f : X — RU {—o0} be upper semicontinuous. We call g a test
function for f at xg € X if g is defined on a neighbourhood of zg, is smooth and has
g > f on this neighbourhood and g(x¢) = f(zo). We say that f is F-subharmonic
if for all zp € X and test functions g at zyp we have Hess,,(g) € F.

The set of F-subharmonic functions on X is denoted by F(X).

Observe that by definition if f(xg) = —oo then there can be no test function at
so the condition there is vacuous; in particular the function f = —oo is trivially F-
subharmonic. Clearly being F-subharmonic is a local condition, by which we mean
that if {X4}aeca is an open cover of X then f € F(X) if and only if f € F(X,) for
all a. Tt is not hard to show [I8, p17] that if f is smooth on an open X C R™ then

f € F(X) if and only if Hess,(f) € F for all z € X.

Remark 2.3 (Comparison with other terminology). It is also possible to consider
generalized subharmonicity that depends not only on the Hessian but also on the
gradient as well as the value of the function at a given point by considering (suit-
able) subsets F' of the space of second order jets. This is the point of view taken
in [I9] (and also our previous work [32]) in which such an F is referred to as a
subequation. Certainly Dirichlet sets are examples of subequations (more precisely
in the terminology of [19] they would be called a “constant coefficient subequation
that depend only on the Hessian part”)
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The following lists some of the basic properties satisfied by F-subharmonic func-
tions.

Proposition 2.4.

(1) (Maximum Property) If f,g € F(X) then max{f, g} € F(X).

(2) (Decreasing Sequences) If f; is decreasing sequence of functions in F'(X)
(so fi1 < f;j over X) then f :=1lim; f; is in F(X).

(3) (Uniform limits) If f; is a sequence of functions on F(X) that converge
locally uniformly to f then f € F(X).

(4) (Families locally bounded above) Suppose F C F(X) is a family of F-
subharmonic functions locally uniformally bounded from above. Then the
upper-semicontinuous regularisation of the supremum

[ = supper
is in F(X).
(5) (Convexity) If F' is convex then F(X) is convex.

Proof. The first four statement are elementary [I8, pl6]. The final one, which is
more involved to prove, is [I8, Remark B.9]. O

2.2. Dirichlet Duality.

Definition 2.5. Let F' C Sym?(R") be a Dirichlet set. The Dirichlet dual of F is
defined to be

F =~ (=Int(F)) = —(~ Int(F))

where ~ means set-theoretic complement (see [I8, Sec 4]).

It is easy to check that F is also a Dirichlet set. The key property we will use of
this is the following [18, Definition 4.4,Remark 4.9]: if u € F(X) and v € F(X) is
smooth then u 4 v is subaffine.

2.3. Boundary Convexity. Let F' C Sym?*(R") be a Dirichlet set and B €
Sym? (R™). The ray set with vertex B associated to F is given by

Fp:={AcSym2(R"): 3 : B+ AA € F forall A > Ao}

H
Although Fp may not be closed, its closure is independent of choice of B and is
called the ray set associated to F' and denoted F'. Then is also a Dirichlet
set [I8] §5] and if F is a cone over the origin, then F=F.

Now let 2 C R™ be open and smoothly bounded. A local defining function for
0N near T € 0N is a smooth function p defined on some neighbourhood of 7 such
that Q = {p < 0} and Vp # 0. Let T = T,09Q denote the tangent space to the
boundary.

Definition 2.6. We say that € is F-convex if for all 7 € 09 we have Hess, p|r =
B|r for some B € Int(?).

We refer the reader to [I8, §5] for more about boundary convexity, in particular
how it can be described in terms of the second fundamental form of the boundary
and the existence of a global defining function for © [18, Theorem 5.12].
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2.4. Some examples of convex Dirichlet Sets.

Example 2.7 (Convexity). If F = P is the set of positive definite matrices then
F' is a convex Dirichlet set that is a cone over the origin. Then F-subharmonic
functions are precisely the convex functions [I8, Prop 4.5]

Example 2.8 (Subharmonicity). Let Fy,, = {A € Sym?(R™) : tr(A) > 0}. This is
a convex Dirichlet set which is a cone over 0, and the Fj,;-subharmonic functions
are those that are subharmonic in the usual sense.

Example 2.9 (Dirichlet sets given by constraints on eigenvalues). Suppose that
E C R” is symmetric (i.e. invariant under permuting the factors of R™). Write
A(A) for the vector of eigenvalues of a symmetric matrix A (taken in any order)
and set
Fp:={A e Sym*(R"): \(4) C E}.

If one assumes that E is closed and that &/ +R%, C E then Fg is a Dirichlet set
(see [19, Sec. 14]). The reader will observe that this generalizes the previous two
examples, and clearly gives much more.

We claim that if E is chosen to also be convex then Fg is convex. This fol-
lows from the fact [I5, Corollary 1] that if g : R™ — R is a symmetric convex
function then the matrix function §(A) := g(A(A4)) is also convex. Any convex E
can be written as an intersection of half spaces {f; < 0} where f; : R* — R is
linear. For any permutation o € ¥, let f7(x1,...,7,) = f(o(1),- -+, To(n)) and
set g; = maxgeyx, {f7}, Then each g; is convex and E = (1),{g; < 0}. So since the
corresponding matrix functions ¢; are also convex, we conclude that Fg is convex.

3. PrRoODUCTS OF DIRICHLET SETS

3.1. Definition of products. In this section we define product of Dirichlet sets.
To do so fix positive integers n,m. Then any A € Sym? (R™"*™) can be written in

block form as
B C

where B € Sym*(R™), D € Sym*(R™) and C' € M,,x,,. We set w(A) := D and for
I'e Mpyxn
irA:= (I,1)"AI,T) =B+ Cr +17ct +DI7. (3.2)

Definition 3.1. For F' C Sym?(R") and G C Sym?(R™) define
FxG:={AeSym*R""™) :w(A) € Gand itA € FforallT € My, } -

It is easy to verify that if F' and G are Dirichlet sets then so is F'x G. We will
be most interested in the case that G = P and F is convex in which case one of the
conditions that define this product can be dropped.

Lemma 3.2. Assume F' is a convex Dirichlet set. If if A € for all I' € My, ,, then
m(A) € P. In particular

FxP:={AeSym*(R"™™) :i;A € FforallT € My,xn}.
Proof. We will show that if the first statement does not hold then actually F' is not

proper (which is forbidden in the definition of a Dirichlet set). So suppose there is
an A € FxP written in block form as in (81)) but with D ¢ P, i.e. thereisaw € R™
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with w? Dw = —1. Next fix linear maps I'; : R” — span(w) C R™ fori =1,..., N
taken so that (), ker(I';) = {0}. We then have B+ CT'; + I'7C + I';DI'l" € F for
each of these I';. So by convexity of F'

— 1 T ~T T
E._B+N21:CI‘Z-+FZ-C +I7Dr; e F.

Now consider any B’ € Sym?(R"). We claim that by rescaling each I'; if necessary,
that B’ — E € P. From this it follows that B = E+ B’ — E € F +P C F which
means F' = Sym?(R") which is absurd

For the claim suppose v € R™ is a unit vector. Then I';(v) = A\;w for some \; € R
with at least one of the \; non-zero. Then B’ — E =Y, I'7DT; + A where A is a
sum of terms that are constant or linear in I';. Then putting § := v7 Av we have

v (B' - E)yv=— ZUTFZTDFﬂ) +0=— Z/\ZZwTDw +0= Zx\f + 0.

Now, replacing each I'; by tI'; for some large t replaces each \; with t\; and so
the (strictly positive) quadratic term dominates the term § which is O(t), making
vI(B' — E)v strictly positive. Moreover we can do this uniformly over all unit
vectors v. So the claim is shown and the proof is complete. (I

The following characterizes F x P-subharmonic functions (and confirms that the
definition from this section agrees with that from the introduction).

Proposition 3.3. Assume that F C Sym*(R") and G C Sym?(R™) are Dirichlet
sets. Let X C R" and Y C R™ be open and f: X XY — RU{—oo} be upper-
semicontinuous. The following are equivalent

(1) f is F x G-subharmonic
() x> f(z,yo + I'z) is F-subharmonic for all yg € Y and " € M,,,x,, and
y — f(zo,y) is G-subharmonic for all zy € X.

Proof. See [32, Proposition 3.12]. O

Remark 3.4 (Products of Subequations that depend also on the gradient part).
It is possible also to consider products of subequations that depend on the entire
jet rather than just the Hessian part (the authors previously considered this in [32]
where we use the notation F#G instead of F' x G.).

To describe this, given
P1 m-+n
= eR
! (pz)

itp=p1 + 1" pa.
Then for F C J? = R ® R @ Sym*(R™) we defined
F#P = {(r,p, A) € RxR"xSym?*(R"*™) : 7(A) € P and (r,i}p,ipA) € F for all T'}.

and for T' € M,,,«n set

3.2. Characterization of Products. When G = P and F is convex we have a
more concrete characterization of F' x P. To discuss this, observe first that any
affine subspace in Sym?(RR™) is given by the kernel of a function of the form ¢(B) =
tr(UB) — ¢ for some non-zero U € Sym?(R") and ¢ € R. We say that an affine
function ¢ : Sym?*(R") — R is a supporting hyperplane of F if ¢ > 0 on F and
there is some point A € F with ¢(A) = 0.
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Definition 3.5. Let F' C Sym?(R") be a closed and convex. The null space of F
denoted by either nul(F) or nul(F'),,«, is defined to be

nul(F) := {C € My, xn : UC = 0 V supporting hyperplanes B — tr(UB) — c of F'}.
In many cases nul(F') is trivial, for instance we have the following.

Lemma 3.6. Suppose that F' C Sym? (R™) is a convex cone Dirichlet set and that
{B € F :tr(B) = 1} is compact. Then nul(F") = {0}.

Proof. The statement is trivial when n = 1, so assume n > 2. Since F' is a cone
over 0 it can be written as an intersection of subspaces

F= (){B:tr(BU) >0}
Ueud

Suppose for contradiction there is a non-zero C' € nul(F), which by rescaling we
may assume tr(CCT) = 1. Then for any U € U we have UC = 0. Fix a E
with CE # 0 but tr(CE) = 0 and consider B = \CE + CCT for A\ € R. Then
UB = 0 so B € F and moreover tr(B) = 1. But this contradicts compactness of
{Be€F:tx(B)=1}. O

Example 3.7. If ' = P or if F = Fy then nul(F) = {0}. However there
are examples where nul(F') is non-trivial (for instance consider the Dirichlet set

¢ ) with tr(B) > 0)

. . L B
consisting of symmetric matrices in block form ( ct D

Proposition 3.8. Suppose F' C Sym?(R") is a convex Dirichlet set. Consider the
block matrix

B C n
A:—<Ct D)GSme(R )

with D € R. Then A € F x P if and only if either

(1) D>0and B—CD™'Ct* € F or
(2) D=0and C € nul(F) and B € F.

The proof will be by reducing to the case that F' is a half-space.
Lemma 3.9. Let U € P be non-zero, let ¢ € R and set
$(B) = tr(UB) for B € Sym?(R™)
Fix B € Sym*(R"), C € R" and D € R. Then
#(B+CT +TTC+TTDI) > cforall T € R™ (3.3)

if and only if either

(1) D>0and ¢(B—CD71CT)>cor
(2) D=0and UC =0 and ¢(B) > c.

Proof. Since U € P is non-zero we can write U = VTV for some non-zero V € P.
We will use throughout that if B € P then ¢(B) = tr(UB) > 0.
Assume now that conditions (1) and (2) hold and set

f(@) :=¢(B+CT +TTC? +T'DI).
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Case 1: D > 0 Suppose first that V is such that ¢(I'" DT') = 0. Using that D > 0
this implies 0 = tr(VIVTTT) = tr((VIT)TVTT) and so VI'T = 0. Thus we in fact
have
H(CT +TTCT) = tr(VIV(CT +TTCT)) = tr(VCTVT) + tr(VITCTVT) = 0.
So
f(0) = é(B) = ¢(B—CD'CT) > c
where the last inequality uses (1).

Suppose next that V is such that ¢(I'7DT) # 0. Then in fact ¢(T7DI') > 0
since TTDI" € P. Thus f(I') — oo as ||T|| = co. So the minimum value of f(T) is
attained at a critical point. Any such critical point 'y satisfies for all A that

0= Dflr,(A) = (CA + ATCT + ATDT + T DA). (3.4)

In particular this will hold when A = D='CT 4+ I'y. After some manipulation and
cancellation this implies

0=¢(CD'CT +CTy+THOT +TE DIy)
which in turn gives
f(To) =tr(B+CTy+TiCT +TEDLy) =tr(B—-CD™'CT) > ¢
where the last inequality uses (1). Thus we have f(I') > ¢ for all T.
Case 2: D =0 Again fix I and consider
f(@) :=¢(B+CT +TTCT +T'DI) = ¢(B) + ¢(CT +T'CT).
Since we are assuming (2) holds we have VIV C = UC = 0. Thus
H(CT +TTCT) = tr(VIV(CT +TTCT) = tr(VIVCT) + tr(TTCTVTV) = 0.
Thus in fact

fT)=¢(B) 2 ¢
where the last inequality uses the last part of (2).

For the converse suppose that (33]) holds. If D > 0 then this in particular holds
for Ty = —D71CT giving ¢(B — CTD~1C) = f(Ty) > c. Suppose then D = 0.
Applying this with T' = 0 gives ¢(B) > 0. On the other hand for any T' the fact
that D = 0 means we have ¢(B + CT + I''C*) = 0 and since I' can be scaled
arbitrarily this implies ¢(CT + I'7'C) = 0. In particular this applies when I' = C*
and so 0 = ¢(CCT) = p(VITVCCT) and so VC = 0 and thus UC = VIVC =0 as
well. O

Lemma 3.10. Let F C Sym?*(R") is closed convex and F + P C F. Then F can
be written as an intersection of half spaces given by supporting hyperplanes of the
form

{B:tr(VVTB) > ¢}
where each V € P.

Proof. As F is closed and convex we know that it can be written as an intersection
of half spaces given by supporting hyperplanes, each of which can be written as

{B:tr(UB) > ¢}
for some U € Sym?(R™).
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Now we must have tr(UB) > 0 for all B € P. For if By € F' is fixed and B € P
then By + AB € F for all A > 0 so tr(UBy) + Atr(UB) > ¢ for all A > 0 which
implies tr(UB) > 0. Thus U lies in the dual cone to P, and P is self-dual, so in
fact we have U € P. Thus we can write U = VTV for some V € P and the proof
is complete. ([

Proof of Proposition[3.8. By Lemma [B.I0 we can write F' as an intersection of half
spaces of the form

F,={B:tr(UsB) > ca}

for some non-zero U, € P and ¢, € R. It is easy to check then that FF x P =
Na(Fy * P) and that nul(F) = Ny nul(F,). Thus we may assume from now on that
F' is given by

F={B:tr(UB) > ¢}

where U € P is non-zero and ¢ € R. And this case is covered precisely by Lemma
0.9l (I

For higher m we get a similar statement.

Proposition 3.11. Suppose F' C Sym?(R") is closed and convex and F +P C F.
Consider the block matrix

B C n+m
A:_<CT D)ESme(]RJr )

Then A € F x P if and only if
D e Pand C(I — D'D) €nul(F) and B—CDVC' € F
where D denotes a pseudo-inverse of D.

Proof. The proof is essentially the same as the above and we sketch the essential
changes. In fact a look at the proof of Proposition [3.8 shows that to prove this case
it is sufficient to show that Lemma (3.9) continues to hold with conditions (1) and
(2) of the statement replaced with the condition that D € P and UC(I—D" D) =0
and ¢(B — CDTC?) > c.

Assuming that condition holds, and with the notation as in the start of the proof
of that Lemma, we consider two cases depending on the vanishing of ¢(I'" DT"). If
#(I'TDT') > 0 then exactly the same argument holds shows that f is minimized at a
critical point Ty that must satisfy (3.4 for all A and now putting A = DYCT + T
gives 0 = ¢(CDYCT + C(I + DTD)l'g +T§(I + DD')CT 4 2I' DI'y). Using the
assumed condition this becomes ¢(CDTCT +CTo+TFCT +T¥ DTy) = 0 and then
after some manipulation f(I'g) = ¢(B — CD*CT) > c.

Xr 0

If $(T'*DT) = 0 then we write D = E < " ET where ¥, is strictly positive

0 0
. . n I 0\ ., o T R
diagonal and F is orthogonal, so D™D = FE 0 0 E'. Writing B'T = g the
condition ¢(I'"DI') = 0 implies, after some manipulation, that RV* = 0. From
this another manipulation gives ¢(CT + I'*C') = 0 and so f(I') = ¢(B) > c.
O
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4. PREKOPA THEOREM: THE SMOOTH CASE

Let X C R™ be open and suppose 2 C X x R™ is a Borel subset. For x € X we
let
Q. :={y eR™: (x,y) € Q}.
Suppose now ¢ : Q — [—00, 00| is upper-semicontinuous and such that for each x
the integral me e~ (@Y dy exists (possibly infinite). In the case we have in mind, for
each x the map y — ¥ (z,y) is convex and thus continuous, so this last hypothesis
certainly holds.

Definition 4.1. The marginal of 1 is defined to be
M()(z) :== Mo (¥)(z) := —log / e VY@V dy for z € X.
Qy

Now suppose X C R™ is open and #(z,y) : X x R — R be sufficiently smooth
and such that for each € X the function e~ ¥®¥) is integrable over R. To ease
notation let ¢ := M (1)) be the marginal function so

e~ %@ :/e_w(w’y)dy. (4.1)
R

We wish to compute the first two derivatives of ¢. The first derivative is easy since,
under suitable regularity assumptions, we may differentiate under the integral sign.
Getting a useful formula for the second derivative is more challenging, and the
following calculation is taken from [2] (but is only considered there in the case
that X is a subset of R, i.e. when n = 1). By means of terminology we say that
a function on u(z,y) on X x R™ with values in some normed vector space has
polynomial growth in y if there is an integer ¢ such that

lu(z, v)|| = O(J|ly||?) uniformly over X.

Proposition 4.2. Assume v : X x R — R is C? and that

(1) There is a constant ¢ > 0 such that 9,4 > c¢ for |y| sufficiently large
(uniformly over X) and
(2) dy1 and Hess()) have polynomial growth in y.

Define
1 y y
[(z,y) = -— <d¢(x)/ e V@) gy —/ e_w(w’”)dmd)(:zr,v)dv> . (4.2
€ — 00 — 00
Then
(1) T and 9,I" have polynomial growth in y.
(2) ¢ is C?,
_ e (d)dy
and
Hess(¢) = S /671/’(8 0% (a,T)dy + / e~ Vir Hess(v)dy (4.4)
fR e”l’dy - Y Y - T
where

it Hess() = Vg + Y2y + FTZ/}?C;/ + Th,, T
(so i} is precisely as defined in (3:2)).
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Proof. The statement is local in X, and so in the following we will allow X to be
shrunk without future comment. The first thing to note is that the conditions we
are placing in v are certainly enough to differentiate under the integral sign in (1)
so the first derivative of ¢ is given by (@3]). Using this gives

—6% (d¢(:v) /_ yoo e V@V dy — /_ yoo e_w(m’”)dmz/}(x,v)dv) (4.5)
1 & >
— <d¢(x)/u e V@) gy —/y e_w(m’”)dmz/}(x,v)dv) . (4.6)

From this it is easy to check that I' has polynomial growth in y. For instance to
control the second integral in (6] note that for v > y > 0 our hypotheses on
tell us that ¢(x,v) > ¥(z,y) + c(v — y) and d9(z,v) = O(y?) so

! )/ e V@ g p(x, v)do < C’/ e~V yldy = O(y9)
y y

[(z,y)

e*’lﬂ(z,y

where the last equality is elementary integration by parts. The first integral in (£.6))
is similarly controlled, and to control I' for y < 0 one argues the same way using
(@3). Thus I' has polynomial growth in y. Computing 9,I", a similar argument
shows that 9,I" also has polynomial growth in y.

Now fix a reference point zop € X. We define the so-called “transportation
function” T'(z,y) by requiring that

1 T(z,y) 1 Yy
—,qs(m—)/ e du = *¢(Io)/ e~V du, (4.7)
(& (&

— 00 — 00

The fact that such a T exists follows from the fact that for each fixed z the function

% defines a density on R with total mass 1 (this is by the definition of ¢).

Observe from its definition we clearly have

T(I07 y) =Y,
and thus
0y T (z0,y) = 1. (4.8)
We will need some specifics about the regularity of T'. Set
(2,y,2) = LI e~V@W gy — L e~ V@) gy
v e=9@) J_ e—¢(o) |
so T is defined implicitly by
O(z,y, T(z,y)) = 0.
o= (w,2)

Since 8z¢ = o=
is smooth and

is non-vanishing, the implicit function theorem gives that T’

. dwq)(wa Y, T(.’II, y))
0.9(x,y,T(z,y))

Now

1 4 z
de® = —— ( do, e Y @W gy, — e V@V p(z, u)du
e_¢(m)

— 00 — 00
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so evaluating at xg,y gives

1 Y — xo,v Y — x,v
d.T(x0,y) = =) <d¢m0/ e V(@00 gy —/ e V@ )dm@[}(xo,v)dv)

= I'(wo,y)

where T' is as defined in (£2)). Moreover by differentiating ([9) and arguing as we
did for I" one can check that 0,,,,T (20, y) has polynomial growth in y (this is left
as an exercise to the reader).

We are now ready to compute the Hessian of ¢. First differentiate (1) with
respect to y to get

e_i(m) e V@ T@) g T (2, y) = e_d)l(mo) e~ (oY) (4.10)
Then taking the logarithm of (£I0) and differentating with respect to z; gives
00, 6(2) — 01, (0, T(0,)) — 0,00, T, )00, Tlary) + 2 V),
' ' ' 0yT (x,y)

and then differentiating with respect to x; yields
+(0,T)*(0,T0; ., T —92,,T92 ,T)

TiTiy
where this is all computed at the point (z,7T(z,y)). Evaluating at zo and using
that T'(xo,y) = y and 9,T (zo,y) = 1 and I'(zo,y) = dT(xo, y) this becomes

020,60 = 03 0402 WL 40% WUt 0T Ti+0,00; , T—0,T0; . T+0,T:0,T;
(4.11)
all evaluated at (zo,y).
The first four terms of the right hand side of this add up to the (4,7) entry of
i¥ Hess(¢) and the last term is the (4,5) entry of 9,I'79,T. So, for all y

Hess(¢)(x0) = i3 Hess(¢) + 9,T19,T + A (4.12)
where

A(?J)ij = y@[’aijmile:wo - agjminlw:wo'
The plan is to multiply (ZIZ) by e~ % and integrate with respect to y. To this end

note

e V@OV A(y) = 0, (e Y EONH2 | T(x,y))

TiTj

and so .
/e—w(wo,y)A(y)dy: e~ V(@o.y) 52 T(z0,y) v= -0

TiTj
R y=—0o0

(this last equality uses that 0,,.,T'(x0,y) has polynomial growth in y). Note also
that I and 0,I" having polynomial growth in y along with our assumptions on
imply that the integrals on the right-hand side of (£4) are finite. Then as (£.12)
holds for any (o, y) we may multiple by both sides by e~%#(#0:%) and then integrate
over y to give the result we want (£4) at the point . (I

Theorem 4.3 (Prekopa’s Theorem for Smooth Functions). Let F' C Sym?*(R") be
a convex Dirichlet set and X C R™ be open. Suppose that ¥(z,y) : X x R™ - R
is C? and F x P-subharmonic and satisfies
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(1) 0y, > ¢ > 0 for all ¢ uniformly over X and
(2) di and Hess(t)) have polynomial growth in y.

Then Mx ygm (1) is F-subharmonic.
Proof. To ease notation set ¢ := Mx xgm (¢).

Consider first the case m = 1. Then the conditions (1) and (2) are precisely those
that allow us to apply Proposition[42l The assumption that 1) is FxP-subharmonic
says that for any I and any (z,y) € X x R we have

i7 Hess () (z,y) € F
In particular this holds for I'(x, y) defined in [@2]) and thus the quantity

1 /
— )k
—— | e Vit Hess(y)dy
JreVdy Jr :
is an average of elements of F'. Hence as F' is convex and closed this also lies in F.
On the other hand the quantity

1 _
ooy L& @ @y

is clearly positive semidefinite, and thus from ([@4]) we deduce that Hess(¢), € F.
Thus ¢ is F-subharmonic, completing the proof when m = 1.

The statement for higher values of m is easily proved by induction since we can
integrate in the y direction one variable at a time. The reason that this work is that
if P,,, denotes the subset of semipositive matrices in Sym?(R™) then by associativity
of products [32, Appendix B]

FxPy=F%(Ppn-1xP1) =(F *Pp_1)*P1.
Then we write X := X x R™~1 and for z = (T, 915y Ym—1) € X and Ym € R set

b(2,ym) = ¥(x,y).
Our hypothesis on 3 tell us that 9 satisfies the regularity conditions of Propo-
sition and is (F * Pp,—1) x P1-subharmonic. Thus if we set

¢:= MXXR(w)
then ¢ is F * P,,_1-subharmonic on X. Moreover ¢ is C2, and the formulae for its
derivatives given by Proposition tell us we may apply the inductive hypothesis
to (. Thus Mxygm-1(¢) is F-subharmonic. But this marginal function is ob-
tained from ¢ by first integrating over the y,, variable and then over the remaining
Y1y -3 Ym—1, i.e.
Mx xrm (¥) = My ypm-1(C)

which proves the induction step. ([l

Remark 4.4 (Subequations that depend on the gradient part). There is a condi-
tion on F' we can make that allows us to extend the above Prekopa’s Theorem to
subequations that depends also on the gradient part. Let X C R™ be open and
suppose F' C J2(X) is a convex primitive subequation, independent of the constant
part and also that

(p,A) € F= (p+q,A+qq") € F for all ¢ € R™. (4.13)
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Assume now ¢ is as in the statement of Theorem and we claim that M () is
F-subharmonic.

It is sufficient to prove this when m = 1 (for then the proof of higher m follows
as above). Let ¢ = M (v)) as before and define T' exactly as in ([2]). Then from the
definition of products (see Remark B4)) at each point (zg,y) we have

(Y +TT 0,0, 0% Hess(1)) € F.
and ({LI3) implies
(6 + D745, — 0,17, it Hess(v) + (9,1,)7 (9,1)) € F.
We then multiply this by e~% and integrate over 3. Observing that
e (T, = 9,TT) = =0,(e~*T7)
this extra term integrates to zero, and from @344 we deduce (d, ¢, Hess(¢)) € F.

5. PREKOPA THEOREM: THE NON-SMOOTH CASE

Theorem 5.1. Let F be a convex Dirichlet set and let V' C R™ be open and convex,
and suppose ¢ : X x V — RU {—o0} is F x P-subharmonic. Then Mxxv () is
F-subharmonic.

Proof. Notice first that part of 1 being F x P-subharmonic includes that 1 is
upper-semicontinuous, and so by Fatou’s Lemma we get that Mx .y (1) is also
upper-semicontinuous. The proof will proceed by a number of approximations.

Step 1: We may assume without loss of generality that ¢ is bounded from
below.

To see this we may as well assume X is bounded, and let u be a bounded F-
subharmonic function on X (this can be done easily by selecting any A € F and
setting u(x) = x7 Ax). Then consider v, := max{y,u — n} so ¥, \, ¥ pointwise
as n — oo. Each 1, is bounded from below and F' * P-subharmonic, and hence
if we know the theorem holds under this assumption we have that M (v,,) is F-
subharmonic and decreases to M (1), implying that M (1)) is F-subharmonic.

Step 2: We may assume in addition that V' is a bounded open convex set and
that 1) is defined on a neighbourhood of V.

To see this write V = Un V. where each V,, is bounded open and convex and
so that a neighbourhood of V,, is contained in V. Then Mxxv, (1) decreases to
My (v), so if we know each Mxxv, () is F-subharmonic the same is true for

Mx v (¥).

Step 3: We may assume that V' = R™ and that for ||y| sufficiently large
¥ = A|ly||? + v(z) for some constant A and bounded F-subharmonic function v.

Let V C R™ be bounded, open and convex. By affine transformation, we may
as well assume 0 € V. Let vy be the gauge function of V' given by

Y (y) =inf{A:y € A}
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so v is well defined, convex, is O(||y||) for ||y|| large and v» <1 on V and vy > 1
on V°. Thus we can find constants A, B so that the convex function

p = max{yy — 1, Aljy|* + B}

satisfies p <0 on V and p > 0 on V° and p = Al|y||? + B for ||jy|| sufficiently large.
Now consider
On(z,y) = np(y) + u(z)
where u is a bounded F-subharmonic function chosen that that u < on V' (this is

possible as we may as well assume that X is bounded, and we are already assuming
that ¢ is bounded from below). Then ¢,, is F x P-subharmonic. We set

wn = maX{?ﬁa ¢n}

Note that 1, is well defined on all of X x R™ for n sufficiently large (since 1 is
assumed to be defined on a neighbourhood of V' and just outside V' we will have
¢n > 1 for n sufficiently large). Moreover 1, is F * P-subharmonic. Thus v,
satisfies the additional hypotheses described in Step 3, so if the result holds under
these hypotheses then M (v,,) is F-subharmonic.

Clearly v, increases to 1 on X x V and to oo on X x R™\ V. Thus Mx v ()
increases to My v+(¥) = Mxxv (1), i.e.

MX><V(7/}) = sup MX><V(1/}n)-

But as we already observed, Mx xv (%) is upper-semicontinuous and so we can re-
place this supremum with its upper-semicontinuous regularization. Thus Mx xv (¥)
is F-subharmonic.

Step 4: We may assume in addition that ) is continuous.

This follows from the general principle of sup-convolution. Assume X is a ball
in R™ and % satisfies the conditions in Step 3. For small € set

1/}n(x7y) = sup {1/}($/7y/)

— ooz =2/ + ly — 9/} for (z,) € 5X xR,

(o' y')EX XR € 2
General properties of sup-convolution imply that v, is F'x P-subharmonic, con-
tinuous and that 1, \, ¥ pointwise. In fact since 1 = A||y||*> + v(z) for large ||y||
the same holds for each v, (albeit for different A, v). For the reader’s convenience
these properties are proved in Appendix [Al Thus M (1,,) decreases to M (1) so if

we know each M (v,,) is F-subharmonic the same is true of M (v).
Step 5: We may assume in addition that ¢ is smooth.

Consider the mollification 1. of @ obtained from a mollifier that is th Let
ap : R — R be a smooth mollifier, set a(z,y) := I, jo(z;)a(y;) and consider
the mollifier ¢ = a, * 0. The 1. is an average of translates of ¥ each of which
remain I’ x P-subharmonic since F' is assumed to be constant-coefficient. And as
F % P is closed and convex, and so v, is F' * P-subharmonic. Moreover 1. has the
same asymptotic behavior as ¢ for large ||y|| and converges to v locally uniformly
as € — 0. This implies that M (¢.) converges locally uniformly to M (v)), so if we
know the result for such smooth functions then M (¢) will be F-subharmonic.
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Step 7: We are left now with a smooth F' x P function ¢ : X x R — R™ that
for ||y|| sufficiently large is equal to Al|y||? + v(z) for some smooth F-subharmonic
function v. This v certainly satisfies the condition from Theorem[A.3land so for such
1 we have already proved that M(¢) is F-subharmonic completing the proof. O

6. THE BRUNN-MINKOWSKI THEOREM AND THE MINIMUM PRINCIPLE
Let X C R™ be open and K C X x R™. We always will assume that
Ky ={yeR": (z,y) € K}
is measurable, and define
Bg(x) := —logvol(K,).

Thus By is precisely the marginal function Mg (0) of the zero function.

6.1. Semi-continuity of Marginal Functions. The following gives some topo-
logical conditions on K that ensure the marginal function is upper-semicontinuous.

Lemma 6.1. Suppose K C X x R™ is bounded and such that for each z
K, is convex with non-empty interior and (Int K),, = Int(K;). (6.1)

Suppose also 9 is upper-semicontinuous on K and bounded from below and for each
x € X the integral fK e~ Y@ dy exists. Then M () is upper-semicontinuous on
X.

Proof. Fix xy € X and let € > 0. Fix a point in Int(K,) which we may as well take

to be 0. Let € > 0 and choose a compact V' C Int(K,) so that vol(V') > vol(K,)—e

(this is possible as K, is convex, so we can take the closure of t K, for ¢ slightly less

than 1). Then using (6.1 we deduce there is a ball around zg so B x V' C Int(K).
Then

lirninf/ efw(z’y)dyzliminf/ e_w(z’y)dy
Ky 1%

T—T0 T—To

Tr—rTo

> / liminf e~ ¥®¥ dy by Fatou’s Lemma
1%

> / e ¥@0Y) dy as 1 is upper-semicontinuous
1%

:/ e*w(zo,y)dy_F/ e*w(zo,y)dy
K Koo\V

x0

> / e %@ gy — Ce as 1 is bounded from below.
Kag
Thus x — f K. e‘w(w’y)dy is lower-semicontinuous at xg, and since xy was arbi-
trary it is lower semicontinuous on X. Thus Mg (1) is upper-semicontinuous. [

Remark 6.2. The previous lemma is far from optimal. For instance we can pro-
duce examples of unbounded sets K for which Mg (1) is upper-semicontinuous as
follows. Suppose that K, is an increasing sequence of subset of X x R™ and sup-
pose ¥ is defined on K := [JK and for each = that me e ¥@Y)dy exits. Then

Mk, (1) decreases pointwise to Mg. So if each My, for n sufficiently large is
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upper semicontinuous on some open U C X then Mg is upper-semicontinuous on
U.

6.2. The Brunn-Minkowski Theorem. We continue to assume X C R" is open.

Theorem 6.3 (Brunn-Minkowski Theorem for F-subharmonicity). Assume that
F C Sym2(R") is convex Dirichlet set that is a cone over 0. Suppose that K C
X xR™ is closed and bounded and such that there is an F'xP-subharmonic function
p on a neighbourhood of K such that K = {p < 0}. Then the upper-semicontinuous
regularization of By is F-subharmonic.

Proof. Observe first that fixed € X the function y — p(z,y) is convex and
K, ={y: p(z,y) <0}, which shows that K, C R™ is a bounded convex subset of
R™.

Say that p is defined on an open W continaining K and fix o € X. Then K,, C
Wz, C R™. Since K, is compact we can find a convex V, so K, C Vg, C Wy,
Then as K is closed and bounded we deduce that K, C V;, for all x in some small
ball around xy. Thus, since we can shrink X, there is no loss in assuming that
there is a convex set V' C R™ such that p is defined on X x V.

Now consider

b = max{np, 0}
which is F' x P-subharmonic.

Thus by Prekopa’s Theorem (Theorem [B.1) Mx v () is F-subharmonic. But
¥y, is identically 0 on K and increases to oo on X x V '\ K as n increases, and thus

M (3,) increases to By . Hence the upper semicontinuous regularization of By is
F-subharmonic. O

Proof of Theorem[I.7, Combine Lemmal6.Iland Theorem[6.3]since the former guar-
antees that By is upper-semicontinuous. O

Remark 6.4. (1) We do not know if for such sets K the function By is auto-
matically upper-semicontinuous, or what reasonable assumptions on F' and
K will guarantee this. When F' = P this holds as then K is convex, and
we will later see examples where this holds when F' = Fj;.

(2) This Brunn-Minkowski theorem extends easily to other sets in the following
way. Suppose K = |J K, is bounded where K, are increasing. Assume each
By, is F-subharmonic on X (instance K,, could satisfy the hypothesis of
the above theorem). Then By is F-subharmonic on X (for locally in this
set we have that By, decreases pointwise to Bg).

(3) Asis clear from the proof, we actually have another version of Prekopa’s the-
orem namely under the same assumptions on K, if ¢ is F'x P-subharmonic
on a neighbourhood of K then Mg (1)) is F-subharmonic on X (to see this
run the same argument but with ,, = max{np, ¥ }).

(4) In particular one can replace the Euclidean volume in the Brunn-Minkowski
statement with any measure that is log-concave (i.e.a measure that isis e "
times the Lebesgue measure for some convex function u : R™ — R) by using
instead 1, = max{np, u} in the above proof.

It is possible to relax the condition that F' is a cone over 0 at the cost of a weaker
conclusion.
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Theorem 6.5 (Brunn-Minkowski Theorem for F-subharmonicity IT). Assume that
F C Sym?(R™) is convex Dirichlet set. Suppose that K € X x R™ is closed and

bounded and such that there is an F' % g-subharmonic function p on a neighbour-
hood of K such that K = {p < 0}. Assume that By is upper-semicontinuous and
v is F-subharmonic on X. Then v + Bk is F'-subharmonic.

Proof. Let v’ be any F-subharmonic function on X. Replacing v with max{v,v'—j}
for j € N shows we may without loss of generality assume that v is bounded from
below.

So fix a v € F(X) bounded from below and fix any B € F. Let ¢(z) be a
quadratic form on X with Hessian always equal to B. Then shrinking X if necessary
and subtracting a constant from ¢ if necessary we may arrange so ¢ < v on X.

By definition F' % P, there exists a ng such that at any point (z,y) € K we have
nHessyp+ B € FxP for all n > ng. Since K is compact we can take this
n uniformly over all K implying that np 4+ ¢ is F' x P-subharmonic. The function
¥y, = max{np+q,v} is F*P-subharmonic. Observe that 1),, increases pointwise to
oo on K¢ and identically v on K. The proof now proceeds as in that for Theorem
upon noticing that My (v) = e~*®) vol(K,) so —log Mg (v) = v + Bk. O

7. THE MINIMUM PRINCIPLE

That the minimum principle can be deduced from Preokopa’s Theorem is well
known, and for convenience we include the full statement and proof.

Theorem 7.1. Let X C R™ be open and assume that F C Sym?(R™) is a convex
Dirichlet set that is a cone over 0. Let V' C R™ be convex and suppose that ¢ is
F x P-subharmonic on X x V. Then the function

x — inf(z,y)
Y
is F-subharmonic.

Proof. This follows the argument given in [3]. Replacing ¢ with max{¢, —j} and
letting 7 — co we may assume that 1 is bounded from below, and then adding a
constant we may assume ¢ > 0. Now for p > 1 set ¢, := ¢ + %|y|2 (which is again
F x P-subharmonic since F' is assumed to be a cone) and put pi, into Prekopa’s
theorem to deduce that = — log M (py,) is F-subharmonic where

M(pyp) = —log/

m

1
e—pw(w,y)—\y\2dy — _5 log He—wp (P2

(and we observe this is is finite for each x even if V is unbounded due to the |y|?
term). Then using that the L? norm converges to the L> norm as p — oo we con-
clude that pM (py,) (which is still F-subharmonic) decreases to —log||e™ %L =
inf, ¢ as p — oo, completing the proof. (I

8. A SiIMPLE EXPLICIT EXAMPLE

With variables (z1,22) € R? and y € R, consider then the quadratic

AT a T
Vw1, 20,y) = (21, 22,9) [T p b | 22
a b 1 Y
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Observing that ,, = 1, by Proposition 3.8 we know ¢ is F,; x P subharmonic
if and only if

2
0 < txtine = ityupvn) = (3 1) - (5 52))

that is, if and only if|
A p—a®—b*>>0. (8.1)
Now fix £ > 0 and set
K :={y <k} CR>.
Let 7 : R3 — R? be the projection to the (x1,r2) plane. Then for each (71, x3) €
m(K) the slice K(;, 4,) is an interval [y, y*] given by the roots of the quadratic
y — ¥(x1,x9,y). Explicitly

yt = —(azy + bxy) + \/(axl +bxg)? — (\2? + px3 + 273122 — K)
and so V'(x1,22) := vol(K (4, 4,)) is given by

V(zy,xe) =y —y = 2\/(a:1:1 +bx2)? — (A\2? + pad + 21z70 — K).
Then )
Br(x1,22) := —logV(z1,22) = —log2 — B log W
where
W= (axy + bao)? — (Na? + pad + 272122 — K).
Now a direct computation gives
2By, = W 2(Wo )2 =W W0, = WHN = a®) + W2(W,,)?
and similarly for the zo variable, and thus

1 S
S A+ 1= 0 = B2+ SW(Way)? + (Wa,)).

Since the second term in this expression is automatically positive, we see that 1
being F' * P-subharmonic (which is equivalent to (81)) implies that Bk is subhar-
monic as expected from the Brunn-Minkowski Theorem.

ABg =

9. PREKOPA’S THEOREM FOR PLURISUBHARMONIC FUNCTIONS

We now show our version of Prekopa’s Theorem proves the following statement
for plurisubharmonic functions, originally due to Berndtsson [3].

Theorem 9.1. Let X C C" be open and assume that ¢ is plurisubharmonic on
X xC™. Let w; = xj+1iy; be the coordinates on C™ and assume that ¢(z, z+iy) =
¥(z,2). Then

Z —log/ e VED) gy

is plurisubharmonic in X.

Proof. First we note that since a function is plurisubharmonic if and only if it is
subharmonic along all complex lines, if it is enough to consider X C C. Another
classical fact is that a function on C™ which is independent of y is plurisubharmonic
if and only if it is convex in z, so our hypotheses imply ¢ (z, x) is convex in z.
Now let I' = 'y 4+ p be an affine map from C to R™. It is easy to see that the
linear map I'g can be extended to a complex linear map I'y¢c : C — C™, and so
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I" extends to the complex affine map I'c := I'gc + p. Since ¢ is plurisubharmonic
and independent of y we get that ¢(z,T'(z)) = ¥(z,'c(2)) is subharmonic in z. We
thus see that 1(z, z) is Fsyp * P-subharmonic so our Prekopa Theorem applies, and
the result follows. O

10. INTERPOLATION

10.1. The Perron Envelope. We are now ready to discuss the application to
interpolation of convex functions and to interpolation of convex sets. Let X C R™
be open, and F' be a convex Dirichlet set. Suppose 2 C X is open and smooth
bounded, and that we are given a continuous

¢: 00 xXxR™ =R

such that ¢, (-) = ¢(7,-) is convex for each fixed 7 € 9. The goal is to interpolate
this to a family of convex functions on  x R™, which we achieve through the
following envelope

® ;= sup{¢ € USC(Q x R™) : {|axrm is F * P-subharmonic and (|paxrm < ¢}
(10.1)
where USC/(X) denotes the set of upper-semicontinuous functions X — RU{—o0}.
For any convex function n we will write n* for its Legendre transform

n*(u) = sup {y-u—mn(y)}
yeR™

Definition 10.1. We say that {¢%},caq is locally comparable if

(1) for all ug € R™ we have |¢%(u) — ¢% (u)| < C uniformly over 7,7 € 9Q (in
this definition we allow the possibility that ¢*(u) is infinite in which case
the condition requires that ¢,/ (u) is infinite for all 7).

(2) for each 7 € 99 the set of u such that ¢7 is finite is open in R™ (and by
(1) this set is independent of 7)

ﬁ
Proposition 10.2. Assume ) is strictly ?-convex and strictly F'-convex and that
{d%}reoq is locally comparable. Then ® is F' x P subharmonic, and ®|sqxgm = ¢.

Proof. This is a standard proof and will follow [I8], §6] closely (in fact the only reason
that [I8] §6] does not apply directly is that we are working on the unbounded set
Q x R™).

ﬁ
In detail, since we are assuming that  is strictly F'-convex, there is a globally

defined F-subharmonic defining function p on Q. It is shown in [I8, (5.4)] that
there exists an € > 0 and R > 0 such that C(p — ¢|7 — z|?) is F-subharmonic on Q
if C > R.

Now fix (70,90) € 992 x R™ and let 6 > 0 and B be a ball around yo. By
continuity of ¢ we can choose C' large enough so that

O(7,y) + Cp—elm —m0|*) = ¢(7,y) — Ce|r —10|* < p(70,y) +0 for (7,y) € 92 x B.
Now let ¢ be a function as in the right hand side of ([0 and set
w=C+Clp— el —mof?)
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which is subaffine on € x R™ and upper-semicontinuous on € x R™. By the maxi-
mum principle, for each y € R™ we have supg, {y} W = SUDgOx [y} W- So applying
this for each y € B and using the previous inequality we have

sup w = sup w < ¢(19,y) +9
OxB 90X B

or said another way

((z,y) + Clp — elx — 70|*) < é(70,y) + 6 for (z,y) € A x B.
Taking the supremum over all such ¢ yields

®(z,y) + Clp — elz — 10f*) < ¢(70,) + 0 for (z,y) €A x B

Now let © be the upper-semicontinuous regularization of ®. So taking the upper
semicontinuous regularization

O(z,y) + Clp — €|z — 70/|*) < ¢(70,y) + 0 for (z,y) € A x B.

In particular, evaluating at (70,%0) gives ©(70,%0) < ¢(70,40) + ¢ and so letting &
tend to zero we in fact have ©(70,y0) < ¢(70,y0). Since 79, yo are arbitrary, this
means O is a candidate in the right hand side of (I0LT) from we deduce that & = O,
so ® is in fact upper-semicontinuous. Thus ® is F' x P-subharmonic on 2 x R™ and
satisfies ® < ¢ on 9Q x R™.

To prove the other inequality fix 75 € 902 and yo € R™. Since € is assumed to be
strictly F-convex, there is a F-subharmonic defining function p and an € > 0 such
that for C' >> 0 the function C(p — €|z — 79|?) is F-subharmonic. Fix § > 0 and let
uop € R™ be such that ¢(70,y) > uo - (¥ — o) + ¢, (yo) (i-e. ug is a subgradient of
¢r, at yo) and set

9(y) == o - (¥ — yo) + P, (Y0)-
We claim that for C' > 0 we have
g(y) + C(p — €|T — 10]?) < ¢-(y) + 6 for 7 € 9Q,y € R™. (10.2)

Given this for now set

u(y) = g(y) + Clp — elr —[*) =4
Then v is F' x P-subharmonic on 2 x R™ and vgaxrm < ¢. So v is a candidate for
the envelope defining ® and thus ® > v. Evaluating this at (79, yo gives

®(70,90) > v(70,Y0) = ¢(70,y0) — 9.

Letting 6 — 0 this shows ®|spqxrm > .

For the claim, note first that by our choice of uy we have ¢ (uo) + ¢r,(v0) =
Yo - up. Now the hypothesis that {¢%},coq is locally comparable means that there
is a C” such that ¢3(ug) < @3 (ug) + C’ for all 7 € 9€2. Thus from the definition of
the Legendre transform this implies that for all y we have

Y- uo — ¢r(y) < @5, (wo) + C" = yo - uo — ér, (o) + C’

which rearranges to ¢, (y) > g(y) — C’. This means that as long as 7 is a bounded
distance away from 7y we can arrange so that (I0.2]) holds for C sufficiently large.

So it remains to consider 7 close to 79. By definition ug is a subgradient of ¢,
at yo, and using Definition [[0.1(1) for each 7 there is a y, € R™ so that ug is a
subgradient of ¢, at y,. Then if (I0.2)) holds at (7,y,) then it holds at (7,y) for
all y.
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We claim there is ball B around yg such that y. € B for all 7 close to 79. But this
is clear, for we know that ¢ (ug) is finite, and hence by Definition [I0.1(2) this holds
also for u close to ug. Hence ¢, — g tends gets large when ||y|| tends to infinity. In
particular there is a large ball B around yq such that ¢,, — g is strictly positive on
OB. Then by continuity of (,y) — &,(y) we get that ¢, — g is strictly positive on
0B for T sufficiently close to 79. But this implies that wug is a subgradient of ¢,, for
some y, € B.

Thus we need only show ([I0.2) holds for 7 close to 7y and y in some given ball
B around yp. But it is clear that (I0.2]) holds at 7 (for all y) and so by continuity
this holds for 7 close to 79 and all y in B completing the proof.

O

10.2. Legendre Duality. There is a useful dual description we can make for this
interpolation. For a function ®(7,y) in two variables we write ®* for the Legendre
transform in the second variable, so

*(z,u) = sup {y-u— 0(z,y)}.
yeR™

ﬁ
Proposition 10.3. Assume () is strictly ?—convex and strictly F'-convex. Then
the envelope ® from ([0.)) satisfies

—®*(z,u) =sup{f € USC(Q) : f € F(Q) and f(7) < —¢*(u) for 7 € 9Q} (10.3)

Proof. This is essentially tautological given our minimum principle. Let S denote
the right hand side of (I03). For fixed u the function ®(z,y) —y - u is F x P-
subharmonic, so by the minimum principle (Theorem [T1)) a(x) := inf, {®(z,y) —
y - u} is F-subharmonic on Q. One checks also that « is upper-semicontinuous
on ) and using that ®|pq x R™ < ¢ (Theorem [0.2)) it is easy to verify that
a(r) < —¢*(z,u). Thus —®*(z,u) = —sup, {—P(z,y) +y - u} = inf, {®(z,y) —y-
u} < ax) < S giving one inequality.

The other inequality is elementary. Fix u, f be as in the right hand side of
([I03) and set ¢(z,y) := f(z,y) + y - u. Then ¢ is F x P-subharmonic on 2 x R™
and upper-semicontinuous on  x R™ and f < ¢*(u) over 9 implies ¢ < ¢ on
O xR™. This ® > (= f(z,y) +y-u,so —f(z,y) > —P(z,y) + y - u. Taking the
supremum over all y gives —f(x) > ®*(x,u) and then taking the infimum over all
such f yields —S > ®* completing the proof. O

So said another way, Proposition shows that the data for ®* is contained
in a family (parametrized by w) of Dirichlet problems for F-subharmonicity on €.
Moreover since taking the partial Legendre transform is an involution, we see that
this family of Dirichlet problems contains enough information to recover ®.

Consider next above picture in the special case that F' = Fyyup, SO0 Fsyp-sub-
harmonicity the usual notion of subharmonicity. Then the assumption on the F-
subharmonicity of ) is vacuous by the following statement.

Lemma 10.4. Any open bounded Q C R™ with smooth boundary is strictly Flys-
convex and strictly Fg,-convex.

Proof. Since F;:b = Fsup we need only prove the first statement. Let f be a smooth
strictly convex function on R with f(0) = 0 and f(¢) > 0 for t > 0 and f(¢) < 0
for t < 0. Let U be a tubular neighbourhood of 9Q? and é(z) : U — R be the
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signed distance to 92 chosen to be negative inside €2 and positive outside. Then
for A > 0 one can compute the Hessian of p := f(Ad(x)) and see that this is strictly
subharmonic near 9{2. Moreover p is strictly negative just inside 952, so taking
max{p, e1|z|> — €} for small ¢; we get a strictly subharmonic defining function for

O

Turning back to the interpolation for each 7 € 2 there exists the harmonic
measure dw, on 02 with the following property: if ¢ is a continuous function on 2
then the solution to the Dirichlet problem

—Af=0and f = ¢ on 9
is given by
f(r) = [ oy)dw(y).

o0

Corollary 10.5. With ® defined as in ([0 and F = Fy, and © open bounded
with smooth boundary we have

(7, u) = - @7 (u)dw. (7)

Proof. The right hand side of ([I03) is the solution of the Dirichlet problem for the
Laplacian with boundary data —¢*(x,u). Thus Proposition gives the result
we want. (|

10.3. Interpolation of Convex Sets. We now apply this to interpolation of con-
vex sets. Given a convex set A C R™ let

|0 yeA

XA = x ¥ ¢ A
denote its characteristic function, which is a convex function on R™ (in the extended
sense). Its Legendre transform is called the support function of A and is given by

ha(y) := sup {y - 2}
zEA,

Suppose once again ) C R" is assumed to be bounded with smooth boundary
and F C Sym” (R™) is assumed to be a Dirichlet set. Suppose that for each 7 € 99
we are given a non-empty compact convex set A, C R" that varies continuously
with respect to the Hausdorff metric. For k£ € N consider the function

Brok 1=, () = eHetEAD) 1

which one observes is continuous with respect to 7 and for each fixed 7 ¢, i increases
pointwise to xa. as k tends to infinity.

Now let F' C Sme(R") be a convex Dirichlet set. Then the corresponding
envelope is

@y, :=sup{¢ € USC(QxR™) : (|qxrm is F *P-subharmonic and ¢|saxrm < ¢rk}
(10.4)
We set
O :=sup P : 2 x R™ - RU {0}
k

Definition 10.6. The F-interpolation of the data {A,} is given by setting
A, ={y e R™ : &(x,y) <0}
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Theorem 10.7. Each A, is a convex subset of R™ that agrees with the given
boundary data.

Proof. For fixed x the function y — @ (z,y) is convex, and hence the same is true
of y = ®(z,y) (in the extended sense) so A, is convex. It agree with the boundary
given boundary data since ®|oaxrm = @ and so |oaxrm = XA, - [l

When F = P the hypothesis on (2 is that is be strictly convex. Then the above
interpolation agrees with the naive interpolation obtained by taking the convex hull
of Urcon{7} x A.. When F = F,,;, we get the harmonic interpolation from the
introduction as we will describe next.

10.4. Harmonic Interpolation. We specialize to the case F' = Fy,;,. With Q and
{A.} as in the previous section, consider the integral

S = A-dw
Ele)

which will again be a convex subset of R". This can be thought of in a number of
ways, for instance since we will always assume A, varies continuously (with respect
to the Hausdorff metric say) we may as well consider this as a limit of Riemann sums
weighted with respect to the measure dw with the Riemann sum being understood
as taken with respect to Minkowski addition (see [I] for some background into the
integral of set-valued functions) In any case since the function A — hy4 is linear
(with respect to Minkowski addition) we have

hS = / hAwa
o0

Proposition 10.8. Let F' = Fy,; and © C R™. Then the F-interpolation of {A;}
agrees with the harmonic interpolation defined in the introduction. That is

A, = Ardw, (1)
o0
In particular for the harmonic interpolation, the function z — —logvol(A;) is

subharmonic.

Proof. Set B, = [, Ardw, (7). Applying Corollary [0.3 for for each k gives

%—Aﬁmmm)

As k increases the function ¢, increase to xa, pointwise, and so ¢*, decrease
pointwise to h4_. Furthermore ®; increases to ® pointwise and so ®;, decreases to
®*. Thus taking the limit as £k tends to infinity and using the monotone convergence
theorem

O*(z,u) = / ha,(u)dwy(T) = hp,
o0
So taking the Legendre transform

®(z,y) = x5.(v)

Thus A, = {xB, < 0} which implies A, = B, as claimed. Finally using that the
harmonic measure is continuous with respect to = shows that z — —logvol(A,) is
continuous, and hence it is F-subharmonic by our Brunn-Minkowskii Theorem. [



INTERPOLATION, PREKOPA AND BRUNN-MINKOWSKI FOR F-SUBHARMONICITY 29

APPENDIX A. SUP-CONVOLUTION

The following sup-convolution construction and its properties are essentially
standard. We will need them for possibly unbounded functions that have prescribed
behavior at infinity.

Proposition A.1. Let X C R" be an open ball and F' a Dirichlet set that is a
cone over 0. Let ¢ be an F' x P-subharmonic function defined in a neighbourhood
of X x R that is bounded from below suppose and such that there are constants
R, A and a bounded F-subharmonic function v on X with

P(z,y) = Allyl|? + v(z) for |ly[| > R.
For € > 0 define

1 1 1
Ye(z,y) = sup (¥’ y) = ol —2'|* = |y = y/|I°} for (z,y) € 5 X xR.
(z’,y")EX xR 2¢ 2e 2

Then for e sufficiently small,

(1) e is continuous.

(2) Ye(z,y) = Aclly||? + ve(x) for ||y|| > R+ 1 for some positive constant A,
and some F-subharmonic function v,

(3) e \y ¥ pointwise as € — 0.

(4) e is F * P-subharmonic.

Proof. If (z,y) € $X x R then v (z,y) + = ||lz[|* + 5 [y[|* equals

1 1
= sup  {y@,y) - P (lz = 21> = ll=]1*) - B (ly=v'?=lvl*)} (A1)
(z’,y") X XR ¢
_ / 1 / 1 / 1 /12 1 /112 A
= sup Y@y +-z-2+-yy— )= Y} (A.2)
€ € 2€ 2€

(z',y")EXXR
and this is a supremum of linear functions in (z,y) and thus is convex. Hence
Ve(z,y) + =|z]|* + 5 ||yl| is certainly continuous, and thus so is 1.

For the remaining properties set

1 1
A AN PN e — 12 ey — 012
u(e',y) = v(@y) - o-lle = 2'I” = -lly ~ v/
SO

Ye= sup u(z,y).
(z',y')EX XR

As 1 is bounded from below and uppersemicontinuous we can fix an M so that
[(z,y)| < M for ||y]| < R+ 2 and z € X. Observe also that certainly 1. > 1.

To prove (2) fix |ly]| > R+ 1. Then any ||y/|| < R has ||y —¢'|| > 1 and so for €
sufficiently small

1
u(e!y') < M~ o < AR+ 0(2) < AlylP +(z) = ¥(,0) < vele,v).
On the other hand for ||y’|| > R we have

1 1
u(@',y') = Aly'[I?> + v(@) — =z — 2'I” — = lly = /II>.
2€ 2€
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For € sufficiently small this is concave in ¢’ and so has a unique maximum that
occurs at some point (that depends on y). Thus the maximum of u(z’,y") can be
calculated by elementary means and results in

ve(,y) = Aclly||* + 9(x) for [lyl > R +1 (A.3)

where A. is a positive constant for e sufficiently small, and 9(z) = sup,.¢x v(z) —
3 |lz — #’||* which is F-subharmonic. This proves (2).

Claim: Set ¢ := v4Me. Then for ||y|| < R+ 1 and e sufficiently small
the = sup uw(@',y') (A.4)
lle—a2/||<d,lly—y’ <6
To show this suppose le — 2| > 6 or|ly—y| >0. If||y] < R+ 2 then
w@y) < M -5 < -M < P(x,y) < ¢e(z,y). And if |y/| > R+ 2 then
ly—9'll > 1 and so u(a',y') < M — 3= < =M < 4p(x,y) < ¢pe(x,y) for e < 1. This
proves the claim.

Y]

Now (A.3)) certainly implies 9, \, 9 as € — 0 for ||ly|| > R+1. And (A4) and the
fact that 1 is upper-semicontinuous and § — 0 as ¢ — 0 we conclude that ¥, \ ¢
on |ly|| < R+ 1 as well. This proves (3).

Finally (4) follows easily since for ||y|| > R then v is a convex function of y so it
is F * P-subharmonic there. On the other hand for |y|| < R+ 1 we have

1 1
=, s pletry+o) = ol - o ls)®
I]<8,llo’]I<8 2¢ 2

Since F is constant coefficient (and independent of the constant part) the function
(z,y) = Y(z+7,y+0)— o=||7]|*— 5 |s|? if FxP-subharmonic. Hence this supremum
is as wel, and thus 1, is F' x P-subharmonic for ||y|| < R+ 1 as well.

O
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