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Abstract—The integration of resistive random-access memory
(RRAM) with emerging monolithic 3D (M3D) integration tech-
nology offers the promise of lower cost per bit and higher memory
density than current technologies. Multiple bits per RRAM cell,
i.e., multi-level cell (MLC), further enhances memory density
and reduces power consumption. However, MLCs are susceptible
to errors due to power supply noise (PSN) within the power
delivery network. In addition, monolithic inter-tier vias (MIVs)
in M3D-integrated MLC designs are prone to manufacturing
defects as they penetrate through a device tier between memory
cells and access memories. These defects impact the voltage
level at the inputs of an MLC, resulting in incorrect read/write
operations. Therefore, testing and fault diagnosis for M3D-
integrated MLC RRAM is important to detect defective cells and
facilitate yield learning. We present a detailed analysis of RRAM
faulty behaviors in the presence of PSN and MIV defects. We also
introduce a March sequence to detect faults due to PSN noise
and quantify the magnitude of noise and defects. Experimental
results for MLC RRAM cells demonstrate the effectiveness of
the proposed test and diagnosis solution.

I. INTRODUCTION

As Moore’s Law approaches its physical limits, monolithic

3D (M3D) has emerged as a promising alternative to continue

power, performance, and area improvements. One of the major

applications of M3D lies in the adoption of compute-in-

memory architectures featuring non-volatile memory, multiple

device layers, and inter-layer vias. Among emerging non-

volatile memory technologies, resistive random-access mem-

ory (RRAM) has been demonstrated to be compatible with

M3D to significantly reduce the cost per bit and increase the

memory density [1]. Furthermore, multi-level cells (MLCs)

can be implemented with RRAM technology by employing

conductance relaxation, which enables the storage of multiple

bits in a single memory device [2].

However, the advantages of MLC RRAM are accompa-

nied by new challenges. During the manufacturing process,

RRAM devices are exposed to process variations [3]. These

variations are manifested as differences in oxide thickness and

doping concentrations among RRAM devices within an array,
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leading to deviation from intended behaviors. Power supply

noise (PSN) is another critical issue for RRAM devices. In

conventional planar RRAM devices, functional operations can

experience up to 10% PSN-induced voltage droop [4] [5].

3D-integrated devices are more susceptible to PSN than 2D

counterparts due to the long detour from power sources to local

receivers and the increased current density [6]–[8]. The PSN-

induced voltage droop increases the complexity of reliably

achieving multiple conductive levels in an MLC RRAM.

Moreover, interconnects between device tiers in an M3D

design, i.e., monolithic inter-tier vias (MIVs), can suffer from

high defect rates as they need to traverse through inter-tier

dielectrics. Surface roughness within the dielectrics can create

voids in MIVs during fabrication, leading to open defects. A

diagnosis strategy for distinguishing MIV defects from process

variations in an M3D-integrated RRAM has been proposed

in [9]; however, the impacts of MIV defects on MLC RRAM

devices remain unexplored. To fully exploit the potential of

M3D-integrated MLC RRAM architectures, there is a need for

a testing scheme that can detect and diagnose issues related

to both PSN and fabrication processes.

In this paper, we propose a new testing framework for M3D-

integrated MLC RRAM. Our method is able to detect all

faults arising from manufacturing defects and PSN. Moreover,

root-cause fault origins can be identified based on the output

signatures obtained from the proposed algorithm. The main

contributions of this paper are as follows:

• We provide a comprehensive characterization of MLC

RRAM under the impacts of PSN-induced voltage droop

and MIV defects.

• We propose a March testing algorithm that ensures the

detection of all faults induced by PSN and fabrication

defects.

• We demonstrate how the outputs generated by our solution

can be harnessed to pinpoint the origins of faults and assess

the size of MIV defects.

The rest of the paper is organized as follows. Section II

provides background regarding M3D integration and MLC

RRAM switching mechanisms. Section III presents character-

izations and fault modeling of M3D-integrated MLC RRAM

in the presence of PSN and MIV defects. In Section IV, the

proposed March testing algorithm is provided and a discussion
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is presented on how to utilize output signatures for diagnostic

purposes. Finally, Section V concludes the paper.

II. BACKGROUND

A. M3D Integration

M3D integration is a promising technology that provides

substantial improvements in computing power and energy

efficiency compared to conventional 2D devices. In an M3D

device, all tiers are fabricated sequentially on the same

wafer; this is achieved through recent breakthroughs in low-

temperature manufacturing processes [10]. These processes

are necessary to ensure the fabrication of upper tiers without

causing damage to devices and wires in lower tiers. M3D

implementation relies on fine-grained MIVs to establish con-

nections among the components within each device tier, which

allows the incorporation of multiple tiers within a single

chip [11]. Compared to through-silicon vias (TSVs) in to-

day’s 3D integration technologies, MIVs have a much smaller

physical footprint with negligible induced capacitance. These

advantages facilitate the close packing of device tiers [12],

leading to a significant reduction in total wirelength and a

subsequent decrease in power consumption compared to TSV-

based 3D integration.

M3D integration has been explored in memory-on-logic

architectures to achieve improvements in energy efficiency

and memory density [1] [2]. Among emerging non-volatile

memory technologies, RRAM has been shown to be ideal

with M3D integration due to its simple structure and compat-

ibility with atomic-layer deposition techniques [13]. However,

M3D-integrated RRAM suffers from high defect rates due

to immature manufacturing processes. Furthermore, an M3D

architecture experiences severe PSN-induced voltage droop

due to the need for current to traverse upper-tier power delivery

networks (PDNs) to supply lower-tier devices. The increased

conduction path and high current demand lead to excessive

IR-drop [6]. These unique defects in M3D integration are

ignored by prior work as they do not exist in conventional

planar devices. This motivates us to develop a new test and

diagnosis strategy for MLC RRAM with M3D integration.

Such a framework is key to identifying defective RRAM

devices and facilitating yield learning.

B. MLC RRAM

In an RRAM device, a memristor serves as the primary

storage component. The fundamental structure of a memristor

consists of a metal-insulator-metal (MIM) stack, where a thin

dielectric layer is situated between the top electrode (TE)

and the bottom electrode (BE). To form a functional RRAM

device, the memristor is usually integrated with an access tran-

sistor to create a one-transistor-one-resistor (1T1R) structure

within a crossbar array, as shown in Fig. 1. When the RRAM

is selected, the corresponding access transistor becomes active,

allowing current to flow through the memristor for write and

read operations. Conversely, when the RRAM element is not

selected, the access transistor is deactivated to prevent sneak-

path current and reduce power consumption.

Vbit Vsource

BE

TE

Oxide Layer

Vword

Fig. 1: Schematic of a 1T1R RRAM device, where V 2+
o is the

positive-charged oxygen vacancy, CF is the conduction filament, and
Vbit, Vword, and Vsource are the applied voltages at the bit line, the
word line, and the source line, respectively. This figure is adapted
from [9] and redrawn.

After fabrication, a memristor exhibits an exceptionally

high equivalent resistance value. To make the RRAM cell

ready for normal operations, a forming process is utilized. In

this process, a positive voltage is applied across the TE and

BE. This voltage knocks out oxygen atoms from the lattice,

leading to the accumulation of oxygen vacancies within the

dielectric [14]. Such an accumulation creates the formation

of a conduction filament (CF), which facilitates the flow of

current through the insulating layer. Therefore, the RRAM

cell transitions into a low-resistance state (LRS). This process

is referred to as the “SET” operation. Conversely, when a

negative voltage is applied across the RRAM, the oxygen ions

recombine with the oxygen vacancies. This recombination pro-

cess ruptures the CF; therefore, less current can flow through

the device, causing the RRAM to enter a high-resistance state

(HRS), denoted as the “RESET” operation. For reading the

data stored in an RRAM, a small pulse, which is insufficient

to alter the resistance state within the cell, is applied to the

device.

The storage of multiple bits within a single RRAM device

to create an MLC RRAM is made possible by precisely

controlling the position of the CF. Strategies for achieving

multi-level switching are outlined as follows [14]:

• Controlling compliance current: For a 1T1R RRAM

device, the manipulation of multiple resistance states can be

accomplished by regulating the current compliance during

write operations. This control involves adjusting the voltage

applied to the gate contact of the access transistor.

• Controlling write voltage: During write operations, the

speed at which the CF moves is directly proportional to the

voltage applied across the device. Therefore, within a fixed

pulse width, intermediate resistance states can be obtained

by modifying the write voltage applied to the TE and the

BE.

• Controlling pulse width: In an RRAM device, CF tra-

verses the insulator to complete the state transition. By

precisely controlling the pulse width, the CF can be retained

in the desired location after the write duration, leading to

intermediate resistance values.
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TABLE I: Parameters used in SPICE simulation for multi-level
switching with the memristor model in [15].

Parameter Value Description

tox 12 nm Oxide thickness
Fmin 1.4× 109 V/m Minimum electric field to switch state
Rth 2.1× 103 K/W Thermal resistance

Ea 0.6 eV
Average activation energy

for oxygen vacancy generation
a0 0.25 nm Atom spacing

Twrite 225 ns Pulse width for write operations
Tread 50 ns Pulse width for read operations
Rwire 12.78 Ω Wire resistance [16]
Cwire 0.046 fF Wire capacitance [16]
VSET 3.6 V Voltage for SET operation

VRESET −3.6 V Voltage for RESET operation
VRead 0.8 V Voltage for read operation
V w0
g 2.7 V Gate voltage for w0 operation

V w1
g 2.2 V Gate voltage for w1 operation

V w2
g 2.0 V Gate voltage for w2 operation

V w3
g 3.0 V Gate voltage for w3 operation

III. FAULT MODELING OF M3D-INTEGRATED MLC

RRAM

In this paper, we modulate compliance current by adjust-

ing gate voltages to achieve multi-level switching. We carry

out SPICE simulations using the experimentally calibrated

memristor model from [15] with 3x3 arrays in both tiers of

an M3D-integrated RRAM. We use the partitioning method

for [2], where access transistors are divided into two tiers

and memristors are fabricated in the top-tier back-end-of-line.

Without loss of generality, we discretize each memristor into

four logic levels, with each logic level representing two bits of

data: 00, 01, 10, and 11. To simplify the notation, we employ

a compact representation where logic levels are denoted by

indices from 0 to 3. We utilize a scheme that evenly distributes

the memristor state based on the location of the CF to achieve

uniform state assignment in MLC RRAM. This approach helps

in maximizing the margin between adjacent logic levels [4].

Let L be the distance between TE and BE and CF (t) be

the depth of CF at time t. In our scheme, the reading of

logic-0 (L0) occurs when 1 ≥ CF (t)
L > 0.75; logic-1 (L1)

is read when 0.75 ≥ CF (t)
L > 0.5; logic-2 (L2) is detected

when 0.5 ≥ CF (t)
L > 0.25; logic-3 (L3) is identified when

0.25 ≥ CF (t)
L ≥ 0.

Table I presents the parameters employed in our SPICE

simulations to achieve multi-level switching, where “w0”

corresponds to the write operation for L0, “w1” pertains to

the write operation for L1, “w2” is associated with the write

operation for L2, and “w3” denotes the write operation for

L3. Note that in an MLC RRAM, the operations w0, w1, and

w2 start with an initial SET operation to switch the memristor

into the LRS, followed by a subsequent RESET operation with

the appropriate gate voltage. In contrast, the operation w3 is

equivalent to a single SET operation.

Fig. 2 illustrates the resistance values of the RRAM during

various write operations. Clearly, after the write time period,

the RRAM can enter four distinct logic levels corresponding to

their respective write operations. However, due to the division

Fig. 2: Multi-level switching for an MLC RRAM, where R is the
resistance value of the RRAM device.

of the resistance range into four levels, the separation between

adjacent logic states is closer compared to a conventional

single-bit device. This makes an MLC RRAM more sensitive

to voltage fluctuations and PSN inside the PDN. Moreover,

MIV defects in an M3D-integrated RRAM impact the voltage

experienced across the memristor, leading to faulty behaviors.

These defects are unique to M3D integration and have not

been addressed in prior work. In this section, we perform a

comprehensive characterization and fault modeling of M3D-

integrated RRAMs in the presence of PSN and MIV defects.

A. PSN-induced Voltage Droop

During write operations, PSN leads to voltage droop in the

PDN. This phenomenon has a direct impact on the voltage

across the memristor and the voltage received at the gate

contact of the access transistor. Conventional single-bit RRAM

designs typically ensure resilience against PSN-induced volt-

age droop of up to 10% [4]. However, this level of voltage

droop can lead to erroneous behaviors in an MLC RRAM. To

simulate and analyze this scenario, we systematically vary the

voltages applied to the bit line (i.e., VSET and VRESET ) and

the gate voltage during various write operations. The variations

range from 0% to 10% of nominal values, with increments of

0.1%.

Fig. 3 presents the characterization of an RRAM in the

presence of PSN-induced voltage droop following different

write operations. Fig. 3(a) displays the resistance value distri-

bution after the w0 operation with concurrent voltage droop

in VRESET and V w0
g . In all cases with voltage droop up to

10%, the resistance values remain within the L0 range without

causing any faulty behavior. This outcome aligns with expec-

tations because the w0 operation is functionally equivalent to

the RESET operation in a single-bit RRAM device, which is

designed to withstand such levels of voltage droop. Similarly,

the PSN-induced voltage droop does not induce any faulty

behavior during w3 operations. In every scenario, the RRAM

successfully attains its LRS, as demonstrated in Fig. 3(d).

However, faulty behaviors are manifested during both the

w1 and w2 operations, as shown in Fig. 3(b) and Fig. 3(c). To

assess the impacts of PSN-induced voltage droop in both the

RESET voltage and the gate voltage, we plot the logic levels

in the presence of voltage droop in these voltages. Fig. 4(a)

and Fig. 4(b) demonstrate the logic levels after the w1 and
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(a) (b) (c) (d)

Fig. 3: Resistance value distributions in the presence of PSN-induced voltage droop: (a) resistance distribution after w0; (b) resistance
distribution after w1; (c) resistance distribution after w2; (d) resistance distribution after w3.

(a) (b)

Fig. 4: Logic levels in the presence of PSN-induced voltage droop:
(a) logic levels after w1; (b) logic levels after w2.

w2 operations, respectively. When V w1
g and V w2

g experience

voltage droop exceeding 5% of nominal values, the compliance

current is insufficient to complete the desired state transition

within the write time window, even if no voltage droop exists

in VRESET . When the voltage droop in gate voltages is near

5%, a reduction in VRESET decreases the voltage difference

across the memristor, impeding the movement of the CF.

These defects make the RRAM unable to reach the intended

state with the write strength supplied by the internal circuitry,

leading to slow-write (SW) faults.

The above characterization of RRAMs clearly shows that

PSN-induced voltage droop can cause the memristor to transi-

tion into an unintended state, yielding undesired output signals

during read operations. These faulty behaviors can be modeled

by extending the concept of SW faults in single-bit devices

in multi-level manners. For the w1 operation, voltage droops

in V w1
g and VRESET make the RRAM unable to reach L1

and stay in L2. This situation can be modeled as a SW1-

L2 fault. Similarly, a SW2-L3 fault can occur due to PSN-

induced voltage droop occurring during the w2 operation.

These fault models are of considerable importance in the

design and implementation of a dependable MLC RRAM

array. Therefore, such faults should be taken into account when

designing testing and diagnosis algorithms.

Fig. 5: RRAM characterization in the presence of MIV defects.

B. MIV Defects

MIVs in an M3D design are susceptible to defects because

they penetrate through the inter-tier dielectric. The presence

of voids in the dielectric can lead to open defects within

these MIVs. In M3D-integrated RRAM, an MIV is used to

establish a connection between the drain contact of an access

transistor and the BE of a memristor. Therefore, an MIV

open defect is functionally equivalent to the introduction of

an additional resistance, denoted as Ro, in series with the

memristor. This additional resistance can impact the voltage

across the memristor during write operations due to charge

sharing.

To characterize RRAM behaviors in the presence of MIV

defects, we carry out SPICE simulations with different write

operations and vary Ro with step increments of 10 Ω. Note

that in these simulations, we maintain nominal values for

VSET , VRESET , and gate voltages. This is because if Ro with

nominal voltages leads to a fault, Ro under conditions where

PSN-induced voltage droop occurs would exacerbate the issue

and also result in faulty behaviors. Therefore, simulating with

nominal values is sufficient for analyzing the effects of MIV

defects.

Fig. 5 demonstrates the RRAM characterization results with

MIV defects after different write operations. Note that the x-

axis is scaled logarithmically; therefore, discrete points appear

to be continuous when Ro is spread over several orders of

magnitude. In our simulations, we apply all write operations

with memristors initially set to the LRS, which is the default

state following the forming process. For the w0, w1, and w2

Authorized licensed use limited to: Arizona State University. Downloaded on October 08,2024 at 19:34:14 UTC from IEEE Xplore.  Restrictions apply. 



TABLE II: Faulty behaviors in the presence of MIV defects.

Operation Size of Ro Fault model

w0

1830 Ω ≥ Ro > 980 Ω SW0-L1
3510 Ω ≥ Ro > 1830 Ω SW0-L2
4010 Ω ≥ Ro > 3510 Ω SW0-L3

Ro > 4010 Ω Stuck-at LRS

w1
1180 Ω ≥ Ro > 330 Ω SW1-L2
1950 Ω ≥ Ro > 1180 Ω SW1-L3

Ro > 1950 Ω Stuck-at LRS

w2
1120 Ω ≥ Ro > 380 Ω SW2-L3

Ro > 1120 Ω Stuck-at LRS

w3
58040 Ω ≥ Ro > 9360 Ω Stuck-at L2
94920 Ω ≥ Ro > 58040 Ω Stuck-at L1

Ro > 94920 Ω Stuck-at L0

operations, the introduction of Ro decelerates the movement

of the CF, and it cannot reach the intended location within the

write time. This scenario becomes severe as the magnitude of

Ro increases, causing CF to stay at an unintended logic level

and lead to a SW fault. The w0 operation exhibits the highest

resilience to the effects of Ro because it benefits from the most

robust write strength, provided by the highest gate voltage.

However, even for the w0 operation, a SW fault is manifested

when Ro is larger than 980 Ω. When Ro reaches a sufficiently

large magnitude, the internal circuitry’s write strength is not

able to displace the CF. Therefore, the memristor becomes

perpetually stuck in the LRS.

Table II shows the summary of faulty behaviors caused by

MIV defects. When Ro reaches a magnitude that traps the CF

in the LRS for the w0, w1, and w2 operations, the resistance

level of the RRAM becomes dominated by the magnitude of

Ro, which can be observed from the outcomes after the w3

operation. This scenario can be explained by the fact that the

equivalent resistance of a 1T1R cell is composed of the on-

resistance of the access transistor, the MIV open Ro, and the

inherent resistance in the memristor. The on-resistance of the

access transistor is minimized to have a negligible impact on

normal operations, while the memristor remains fixed at the

LRS, which is relatively low in resistance compared to Ro.

Therefore, the logic level of a defective RRAM predominantly

depends on the size of Ro. As the magnitude of Ro increases,

the defective RRAM can manifest a range of faulty behaviors,

including being stuck at logic levels spanning from L3 to L0.

IV. FAULT DETECTION AND DIAGNOSIS

A. Proposed Algorithm

In this section, we provide the details of the proposed

testing algorithm that can be implemented using memory built-

in self-test with March testing schemes, a widely recognized

approach in memory testing known for its high fault coverage.

The March testing schemes apply a systematic sequence of

operations to a given memory device before transitioning to the

next device. Note that in addition to faulty behaviors discussed

in Section III, conventional fault models for planar 1T1R

devices remain applicable to the testing of MLC RRAM [17]

[18]. These fault models include stuck-at fault, deep fault, SW

fault, fast-write (FW) fault, and coupling fault. We consider all

of these fault models and faulty behaviors in the formulation

of the proposed March-type algorithm, which is outlined as

follows:{ ⇑ (r3,w3,w0);⇑ (r0,w0,w3)
⇓ (r3,w0);⇓ (r0,w3);� (w1, r1,w3,w2, r2)

}
(1)

where r0, r1, r2, and r3 denote the read operations, with each

corresponding to the expected logic level L0, L1, L2, and

L3, respectively. The symbols ⇑ (⇓) indicate the increasing

(decreasing) address order, while � denotes that the address

order may follow either an increasing or a decreasing order.

B. Fault Detection with the Proposed Algorithm

The proposed algorithm consists of five March elements,

each enclosed within parentheses. We assign a label “Ma” to

each March element a and describe how these elements detect

each fault type as follows:

• Stuck-at faults: Stuck-at logic-i faults are detectable by

performing a wj operation and a subsequent rj operation,

where i �= j. These faults can be sensitized by write

operations in M1, M2, M3, M5, and they can be detected

by read operations in M2, M3, M4, M5.

• SW faults and FW faults: SW faults and FW faults with

the intended logic level i are detectable by performing

a write operation wi and conducting a subsequent read

operation ri. SW and FW faults can be sensitized by the

write operations in M1, M2, M3, M5 and be detected by

read operations in M2, M3, M4, M5. Note that FW faults

are not manifested during w0 and w3 operations. This

is because the resistance states remain unaltered in the

intended logic level when they reach the HRS and the LRS

during w0 and w3, respectively, even if these states are

reached early during the write period.

• Deep faults: Deep faults can occur at logic levels character-

ized by the highest and lowest resistance values, i.e., L0 and

L3, respectively. Deep faults are induced by variations in

the length and cross-sectional area of the memristor, making

it unable to transition within the write time [17]. In the

proposed algorithm, Deep-L0 faults are sensitized by two

consecutive w0 operations in M1 and M2, followed by the

w3 operation in M2; the read operation r3 in M3 serves to

detect Deep-L0 faults. For Deep-L3 faults, as the RRAM

is initially in the LRS state following the forming process,

operations {w3, w0} in M1 are adequate for sensitizing

these faults; subsequently, read operation r0 in M2 can

detect Deep-L3 faults.

• Coupling faults: Coupling faults are manifested when

an undesired state change occurs in a victim cell due to

a write operation applied to another aggressor cell. We

represent coupling faults as CpF(x, y)↑ (CpF(x, y)↓), where

x denotes the write operation wx executed on the aggressor

cell, and y is the initial state of the victim cell. The symbols

↑ (↓) indicate whether the address of the victim cell is

higher (lower) than the address of the aggressor cell. In the

proposed algorithm, CpF(0,3)↑ is sensitized by {w3, w0}
in M1 and detected by r3 in M1; CpF(3,0)↑ is sensitized

by {w0, w3} in M2 and detected by r0 in M2; CpF(0,3)↓
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TABLE III: Fault-detection dictionary of the proposed March testing
algorithm.

Fault types/origins
M1 M2 M3 M4 M5

r3 r0 r3 r0 r1 r2

Stuck-at L0 0 0 1 0 1 1
Stuck-at L1 0 1 1 1 0 1
Stuck-at L2 0 1 1 1 1 0
Stuck-at L3 0 1 0 1 1 1

SW0 0 1 0 1 0 0
SW1 & FW1 0 0 0 0 1 0
SW2 & FW2 0 0 0 0 0 1

SW3 0 0 1 0 0 0
Deep-L0 0 0 1 0 0 0
Deep-L3 0 1 0 0 0 0

CpF(0,3)↑ 1 0 0 0 0 0
CpF(3,0)↑ 0 1 0 0 0 0
CpF(0,3)↓ 0 0 1 0 0 0
CpF(3,0)↓ 0 0 0 1 0 0

PSN-induced voltage droop 0 0 0 0 1 1
MIV defects 1 1 1 1 1 1

is sensitized by w3 and w0 in M2 and M3, respectively,

and detected by r3 in M3; CpF(3,0)↓ is sensitized by w0

and w3 in M3 and M4, respectively, and detected by r0 in

M4. Note that the detection of these four CpFs is adequate

to identify all coupling faults, as the aggressor is written

to a logic level farthest from the state of the victim. These

CpFs cover all scenarios where the aggressor and victim

cells are in intermediate states.

• PSN-induced voltage droop: The PSN-induced voltage

droop can cause a defective RRAM to stay in a neighboring

logic level after w1 or w2 operations. The tests for SW

faults cover these types of faulty behaviors.

• MIV defects: As demonstrated in Table II, MIV defects

can lead to either SW faults or stuck-at faults depending

on the magnitude of Ro. Such fault types are covered by

the proposed March algorithm.

The details of fault detection with the proposed algorithm are

presented in Table III, where “1” and “0” denote whether the

respective fault types can or cannot be identified through the

associated read operation.

C. Fault Diagnosis

In addition to fault detection, the output signatures generated

by the proposed March algorithm can be used for diagnosis

based on the RRAM characteristics elaborated in Section III.

For PSN-induced voltage droop, concurrent variations in

VSET , VRESET , and gate voltages lead to SW faults that

are manifested during w1 and w2 operations, with no faults

emerging after writing the RRAM to L0 and L3, as shown

in Fig. 3. Furthermore, RRAM cells affected by PSN-induced

voltage droop typically remain at a logic level one step lower

than the intended logic level following w1 and w2 operations.

Leveraging these behavioral patterns, we can pinpoint

the root cause using the output signatures based on Equa-

tion (1). Let R1-R6 denote the logic levels detected during

the six read operations in the proposed algorithm. When

(R1, R2, R3, R4, R5, R6) = (L3,L0,L3,L0,L2,L3), the de-

fective cell is susceptible to severe PSN-induced voltage

droop. Therefore, when a large number of RRAM cells within

TABLE IV: Output signatures in the presence of MIV defects.

Size of Ro (R1, R2, R3, R4, R5, R6)

380 Ω ≥ Ro > 330 Ω (L3,L0,L3,L0,L2,L2)
980 Ω ≥ Ro > 380 Ω (L3,L0,L3,L0,L2,L3)
1180 Ω ≥ Ro > 980 Ω (L3,L1,L3,L1,L2,L3)
1830 Ω ≥ Ro > 1180 Ω (L3,L1,L3,L1,L3,L3)
3510 Ω ≥ Ro > 1830 Ω (L3,L2,L3,L2,L3,L3)
9360 Ω ≥ Ro > 3510 Ω (L3,L3,L3,L3,L3,L3)
58040 Ω ≥ Ro > 9360 Ω (L2,L2,L2,L2,L2,L2)
94920 Ω ≥ Ro > 58040 Ω (L1,L1,L1,L1,L1,L1)

Ro > 94920 Ω (L0,L0,L0,L0,L0,L0)

an M3D-integrated array exhibits such a set of output sig-

natures, it indicates that the PDN design is not sufficiently

robust to support MLC switching. This insight is invaluable for

providing early feedback to the foundry to aid in optimizing

both the PDN design and the manufacturing processes.

For RRAM devices with MIV defects, different sizes of

Ro can lead to varied behaviors during each write operation.

Table IV lists the output signatures when MIV defects are

present, where signatures highlighted in red indicate that faults

are successfully detected by the corresponding read operation.

Note that the range of Ro ≤ 330 Ω is not listed as no fault

occurs within this range.

From Table IV, it is clear that each range of Ro yields its

unique output signature. Note that RRAM cells experiencing

an MIV defect in the range of 980 Ω ≥ Ro > 380 Ω exhibit

the same output signature as those affected by PSN-induced

voltage droop. However, a key distinction lies in the fact that

PSN has no impact on the RRAM after the w3 operation,

while an MIV defect introduces additional resistance to the

RRAM. Such additional resistance influences the resistance

value being read out during read operations.

Let Rref be the equivalent resistance of a defective RRAM

with Ro = 380 Ω. By performing an additional w3 operation,

followed by a read operation, the resistance value of the

RRAM, denoted as R, can be compared to Rref . If R > Rref ,

an MIV defect is presented. Otherwise, defective RRAM suf-

fers from PSN-induced voltage droop. With this approach and

the distinctive signatures for other ranges of Ro, the outputs

of the proposed March algorithm can effectively pinpoint the

root cause and the size of the defects when MIV defects are

present.

V. CONCLUSION

We have presented a comprehensive characterization of an

M3D-integrated MLC RRAM in the presence of PSN-induced

voltage droop and MIV defects. We have demonstrated that the

PDN designed to be robust for single-bit RRAM devices can

lead to unintended state transitions during MLC switching.

We have also shown that different sizes of MIV defects can

cause various types of faulty behaviors during write operations.

We have proposed a March testing algorithm to detect every

fault type and faulty behavior. We have demonstrated that by

leveraging the output signatures obtained from the proposed

algorithm, the root cause can be successfully pinpointed and

the size of defects can be accurately determined.
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