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Abstract—Similarities between natural languages and programming languages have prompted researchers to apply neural network
models to software problems, such as code generation and repair. However, program-specific characteristics pose unique prediction
challenges that require the design of new and specialized neural network solutions. In this work, we identify new prediction challenges in
application programming interface (API) completion tasks and find that existing solutions are unable to capture complex program
dependencies in program semantics and structures. We design a new neural network model Multi-HyLSTM to overcome the newly
identified challenges and comprehend complex dependencies between API calls. Our neural network is empowered with a specialized
dataflow analysis to extract multiple global APl dependence paths for neural network predictions. We evaluate Multi-HyLSTM on 64,478
Android Apps and predict 774,460 Java cryptographic API calls that are usually challenging for developers to use correctly. Our
Multi-HyLSTM achieves an excellent top-1 APl completion accuracy at 98.99%. Moreover, we show the effectiveness of our design

choices through an ablation study and have released our dataset.

Index Terms—API completion, neural networks, program dependencies

1 INTRODUCTION

Code completion is an important building block for many
software engineering tasks, including code generation and
program repair. Inspired by the success of natural language
modeling [1], [2], [3], [4], [5], neural network based code
completion has received much attention [6], [7], [8]. Early
efforts [9], [10], [11] treated programs as a sequence of
source code tokens and built statistical language models on
the sequential context for the next token generation. While
promising, these approaches are unable to guarantee syntax
and semantic correctness and hence fail to generate high-
quality code [12].

With the increasing data abundance and training re-
sources, more advancements are achieved by increasing the
language model size and training data. For example, the
recently published code generation engines, AlphaCode [13]
and Github Copilot [14], are powered with extremely large
language models pretrained on available GitHub code. To
increase the quality of the generated code, they often generate
a large number of (e.g., 100) candidates and rely on task-
specific filtering or searching techniques (e.g., unit tests) to
find the correct one. However, these approaches that require
well-designed post-processing might not be applicable for
tasks without clear filtering conditions. To improve the top-1
accuracy of the neural networks, program-specific challenges
need to be carefully addressed. Towards this direction,
many studies [7], [15], [16], [17], [18] proposed solutions
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that incorporate program syntax or semantic properties.
Some studies focus on representing programs as structural
representations, such as syntax trees [7], [15], [16], [19], [20] or
graphs that show the program'’s control flow or data flow [21],
[22], [23]. Moreover, some studies applied formal language
grammar (e.g., context-free grammar, attribute grammar)
working with neural networks to guide the code generation
process [17], [24].

Despite these recent advances, the prediction accuracy
in some code completion tasks is low, in particular, the API
completion problem. For example, our experiments validate
that a state-of-the-art commercial code completion tool
Codota [25] only achieves 64.9% accuracy in recommending
the next cryptographic API method. Figures 1 (a) and (b)
have slightly different code contexts and require two distinct
cryptographic API methods. However, Codota gives the
same recommendation for both of them, resulting in an
incorrect suggestion for (b). This indicates that it cannot
identify the slight change in the program context and make
correct suggestions accordingly. Another state-of-the-art
neural network-based API completion solution SLANG [26]
also only obtains an accuracy of around 77.4% in our study.

We choose to focus on cryptographic API completion
because they are well known to be complex, low-level, and
error-prone [27], [28], [29], even for experienced develop-
ers [30]. Thus, a high-accuracy cryptographic API completion
solution would be necessary. Such an effort is complementary
to developing vulnerability screening tools [31], [32] and
benchmarks [33], [34], [35].

In the context of Java cryptographic API completion,
our analysis finds that the root cause of the low prediction
accuracy is the lack of ability to learn program dependencies.
Thus, we design a neural network solution that understands
program dependencies, with the help of specialized static
analysis. We identify two previously unreported program-



9 public class CipherRecTest{
10 public void encrypt(ByteBuffer inB, ByteBuffer outB, SecretKey key
11
12 String algo = "AES/CBC/PKCS5Padding";//Encryption algorithm
13 Cipher c = Cipher.getInstance(algo); //Create a cipher
14 Predict
15 //Expected next API (Feed encryption key)
16 // c.init(Cipher.ENCRYPT_MODE, key);
17 cils
18 init(int i, Key key) 46% void
19 doFinal (byte[] bytes) byte[]
20 b getIV() byte[]
21 L update(byte[] bytes, int i, int il,.. int
init(int i, Key key, AlgorithmPara.. void

9 public class CipherRecTest{

10 public void encrypt(ByteBuffer inB, ByteBuffer outB, SecretKey key
11
12 String algo = "AES/CBC/PKCS5Padding";//Encryption algorithm
13 Cipher ¢ = Cipher.getInstance(algo); //Create a cipher
14 c.init(Cipher.ENCRYPT_MODE, key); //Feed encryption key
15 Predict
16 //Expected next API (Encrypt data from input buffer)
17 X //c.update(inB,outB);
18 C.
19 init(int i, Key key) 46% void
20 Iy doFinal(byte[] bytes) byte[]
21 b getIv() byte[]
update (byte[] bytes, int i, int i1,.. int

init(int i, Key key, AlgorithmPara.. void

(a) A correct example of Codota completion

(b) An incorrect example of Codota completion

Fig. 1. APl completion and accuracy. (a) Codota’s recommendation for Line 17 is correct. (b) Codota’s recommendation for Line 18 is wrong. The
code context for (a) and (b) differs at Line 14, but Codota gives identical predictions for them.

ming language-specific challenges. The first challenge is
how to recognize global dependencies. A code location can
have dependencies that locate far away from the current
location, even out of the current method or class, which is
referred to as global dependencies in this paper. We found
that the impact of global dependencies is often neglected
by existing solutions, especially when they are less frequent.
In our study, BERT and LSTM often fail to recognize the
long but low-frequency dependence sequences when their
shorter subpart is much more frequent but suggests a wrong
prediction. To address it, we design a global dependence-
enhancing mechanism that involves program analysis and a
new neural network HyLSTM. Program analysis extracts the
global dependencies. Our new neural network is sensitive
to these global dependencies, even for low frequency API
sequences.

We also identify a second prediction challenge on the
multi-path nature of program dependencies. There are
many functionally similar APIs that share most of their
predecessors. We found that the existing approaches of
representing program context sequentially have difficulty
distinguishing these APIs and are problematic. We design a
new multi-path neural network architecture to aggregate the
impacts of multiple dependence paths to make predictions.
Our ultimate model is named Multi-HYLSTM.

We extensively evaluate our Multi-HyLSTM design with
Java cryptographic code extracted from Android apps. Our
evaluation as well as case studies demonstrate that our ap-
proach Multi-HyLSTM is effective in making more accurate
API suggestions, substantially advancing the state-of-the-art
solutions.

Our major contributions are summarized as follows.

o We identified two previously unreported challenges for
neural networks to predict code. We experimentally
validated the limitation of common models in learning
program dependencies, including BERT (Bidirectional
Encoder Representations from Transformers) and LSTM
(Long Short-Term Memory) models. We performed an in-
depth manual analysis of the failed test cases to identify
the weaknesses and gave case studies to document these
new challenges.

e We designed a new neural network, referred to as
Multi-HyLSTM, to overcome the challenges of learning
the global dependencies and multi-path dependencies.
Multi-HyLSTM includes two major features, a multi-
path architecture and a global dependence-enhancing

learning module named HyLSTM. This neural network
works together with our program context representation,
API dependence graph construction, and multi-path
extraction algorithm, to accurately capture the program
dependencies for an API call.

o We conducted a comprehensive experimental evaluation.
We collected 64,478 Android Apps and identified 774,460
cryptographic API callsites from them. We conducted
an extensive ablation study to validate the effectiveness
of our design choices. Our solution, Multi-HyLSTM,
outperforms its intermediate counterparts with a high
top-1 accuracy at 98.99%. We also experimentally com-
pared Multi-HyLSTM with two general-purpose API
completion tools SLANG [26] and Codota [25].

We have also published a large-scale Java cryptographic
code dataset ! that can be used as a benchmark to evaluate
API completion model accuracy.

2 PROGRAM
LENGES

In this section, we use examples to illustrate the code
prediction challenges associated with semantic dependencies
in programming languages.

DEPENDENCE SPECIFIC CHAL-

Definition 2.1 (Global dependence). We use global depen-
dence of a program point p to refer to the code instructions
that p depends on but locate outside of the wrapping method
of p.

Global Dependence Challenge. In programs, global depen-
dencies widely exist. Locating far away, they need to be
carefully extracted and covered by the neural network input.
Moreover, we observed that some API patterns (i.e., API call
subsequences) appear much less frequently than their shorter
variants, as demonstrated in Figure 2 (a). The subsequence
(a1,b,c,dy) is a rare case compared with its variant subse-
quence (b, ¢, d2) that does not include the global dependence
a1. However, under the existence of a1, the last token d; is
the correct choice, instead of d,. The high-frequency short
pattern (e.g., b, ¢, d2) makes it difficult for neural networks
to recognize the low-frequency longer impacts from global
dependencies. Our experiments show that both LSTM and
BERT [5], [36] cannot deal with it (Section 4.2).

To address this issue, we present a new sequential model
HyLSTM by modifying the LSTM loss function (Section 3.3.1).

https:/ /github.com/ Anya92929/DL-crypto-api-auto-recommendation
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(a) A high-frequency code pattern
(b,c,dy) and its low-frequency
variant (a4, b, ¢, dy).

initially, HyLSTM gives a larger loss to correct it.

(b) HyLSTM gives the correct prediction for d;. When predicted wrong

(c) Two functional-similar APIs (g, and
g2) in almost identical dependence
context.

(d) Multi-path combination achieves the
accurate prediction

Fig. 2. Examples illustrating dependence challenges in code completion and how we address them.

Our idea is to give a strong signal to the model about the
different patterns. We strategically amplify the importance of
the last token (e.g., node d; and ds) in the entire sequence to
calculate the sequence loss. Our experiments verify that this
new amplified loss function in HyLSTM makes the model
better at identifying low-frequency variants (Section 4.2.1).
We refer to this new loss function as far-near loss.

Multi-path Dependence Challenge. Some functionally similar
API methods are difficult to be distinguished, because
their predecessors overlap substantially. For example, new
String (bytel]) and Base64 .Encoder. encodeToString

(byte[]) both work for encoding byte arrays into a
String after the identical Cipher decryption operations.
The shared dependence paths make them indistinguishable.
As demonstrated in Figure 2 (c), the API methods g; and ¢
work in similar program contexts. They have two identical
dependence paths P; and P». To distinguish them, a critical
path P5; must be captured and highlighted. We present a new
multi-path architecture that can recognize their differences.
Compared with a sequential model that takes a single path or
a mixed context sequence as inputs, our architecture models
every single path separately and aggregates their impacts.

3 OUR APPROACH

We give the API completion task definition and describe our
approach and the details.

API Completion Task. Given a program context C' =
(x1,22,...,2,—1) where C is composed of a sequence
of API elements (i.e., API methods and constants)
(x1,22,...,%n_1), the task is to suggest the next API method
call z,, based on the given context C'

Return type

javax.crypto.Cipher: javax.crypto.Cipher getlnstance(java.lang.String
L ) \ ) \

Class name APl name Argument type

Fig. 3. An example of an embedded API method

Fig. 3 illustrates an example of an API method. We
identify the API signature in Android byte code and regard
every API signature as a unique token, i.e., each line is a
token; each token is delimited by the new line symbol. Our
dataset involves 4,543 tokens, including 3,739 API methods
and 804 constants, covering standard Java cryptography
libraries and associated Android API. Because of this API
signature-based tokenization, our work does not have any
out-of-vocabulary (OOV) situation.

3.1

Our approach takes advantage of both the program analysis
and a neural network to make accurate API completion
predictions. The program analysis part works to gather
accurate dependence relationships between the API calls
of the given program context. With the accurate dependence
information, our neural network part is trained on a large
code corpus to learn the conditional probability p(z,|C).

Instead of making the sequential language modeling, our
approach decomposes the program context C' as a couple
of paths reaching to the targeted location, as shown in
Equation 1.

Overview of Our Approach

R(C):P17P23"'7Pk (1)

where R(.) represents our program analysis preprocessing
in Section 3.2. P; denotes an extracted dependence path.
Next, we calculate the conditional probability as:

p(xn|C) = p(an|(P1, Py, ..., Py))
= M(p(zn|P1), p(en|P2); - .., p(xn| Pr))

where M (.) is a function that accepts the probability given
each path and generates the overall conditional probability.

As Equation 2, our neural network, Multi-HyLSTM,
includes two major components. One calculates the con-
ditional probability given a single path p(z,|P;). The second
component acts as the function M (.) to aggregate the impacts
of every single path.

@)

3.2 Dataflow based Context Extraction

We apply a specialized dataflow analysis to process
the given program context and generate neural network
features. The neural network features are a couple of data
dependence paths between API calls. To make an accurate
analysis, we use the dataflow analysis algorithm of the
static analyzer CryptoGuard [31], which achieves high
precision in cryptographic code screening. By performing
the dataflow analysis, we have multiple steps to get the API
dependence paths from the Android byte code, including
INTERPROCEDURAL BACKWARD SLICING, API DEPENDENCE
GRAPH CONSTRUCTION, and MULTI-PATH SELECTION.

INTERPROCEDURAL BACKWARD SLICING. We perform an
interprocedural backward slicing to gather program slices
from the Android byte code. A program slice is a subset
of program statements that have influences on a speci-
fied value. Our specialized dataflow analysis is conducted
for the purpose of interprocedural backward slicing. The



analysis starts at the program point where a targeted API
method call happens. The analysis traces the data flow
backwardly and collects all the program statements that
have dependence relationship with the starting point. To
guarantee the global dependences are captured, our analysis
is interprocedural, which goes beyond the method boundary
and collects dependence paths across the entire program.
When encountering a code statement invoking a self-defined
method created by the developer, the analysis jumps into the
implementation body of the invoked method and replaces
it with its implementation code. In this way, the extracted
context is composed of the API method calls from standard
libraries and eliminates the self-defined methods that only
exist in the current program. Finally, the obtained program
slice preserves all the code statements contributing to the
targeted API call. All the irrelevant code statements are
removed in the outcome.

API DEPENDENCE GRAPH CONSTRUCTION. Next, we lever-
age the data flow information we gathered during the
dataflow analysis to further construct an API dependence
graph. First of all, we give definitions for the concepts used
in our API dependence graph construction.

Definition 3.1 (API call node). An API call node refers to
an API method call as well as the analyzed information
associated with it. Each API call node records 1) the container
method the API call locates in, 2) the code statement
that includes the invoked API method and the associated
variables (i.e., object reference, arguments, and return values),
3) the control dependence of this invocation statement. An
example is demonstrated as Node 8 in Figure 4.

Definition 3.2 (API dependence edge). An API dependence
edge connects two API call nodes when there is a data flow
from one API call node to the other with no intervening
API call node. The data flow is composed of a variable
chain rq, 72, ... r, where the variable r; is data dependent
on its predecessor 7;_;. The edge records the start and
end variables of this chain, that is, the variable flowing
out of the start API call node and the variable flowing
in the destination API call node. An example of the edge
information is demonstrated in Figure 4.

Definition 3.3 (API dependence graph). An API dependence
graph G = (V, E) is a graph composed of a set of API call
nodes V and API dependence edges E.

The API dependence graph is constructed on the slice
obtained from the interprocedural backward slicing. First, we
treat every code statement in a slice as a regular code state-
ment node. Then, we add data dependence edges between
the regular nodes according to the data flow information.
The data dependence edge exists between two nodes when a
node uses a variable whose value is defined or changed by
the other node. Next, we remove all the nodes that do not
include an API method call or constants from the graph and
only keep the API call nodes. If there exists a path of removed
regular nodes between two API call nodes, we connect the
two API call nodes directly with an API dependence edge. As
a result, we obtain an API dependence graph that explicitly
draws the dependence between API elements.

Definition 3.4 (API dependence path). An API dependence

Node info:

Node id: 8

M: In method 1

S: $r1.<Cipher: void init(int,Key,AlgorithmParameterSpec) > ($r2,8r3,$r4)
Control Dependence: Entry of method 1

Edge info:

Edge from node 13 to 11
Flow Out: $r2 in Method 2
Flow In: $r8 in Method 1

»-| = Selected edge

O Selected node  {

Unselected edge

Unselected node

Fig. 4. Multiple paths selection for API completion. We use the information
associated with the nodes and edges to select paths. The goal is to
maximize the coverage for different nearby branches with minimal paths.

path is a sequence of API call nodes that are connected by
the API dependence edges in an API dependence graph.

MULTI-PATH SELECTION. We extract multiple API depen-
dence paths from the API dependence graph. We analyzed
957,151 graphs involved in the experiment; the number of
paths varies from 1 to 798,598. The median number of paths
is 3 and the majority (66%) of the graphs result in 5 or
fewer paths. To avoid path explosion, we limit the number of
selected paths to 5 in our experiments. We also found five is
sufficient, as more paths bring negligible improvement. We
use a greedy strategy to collect paths in an API dependence
graph backwardly. The detailed algorithm is shown in the
pseudo code (See Algorithm 1) in the appendix. Intuitively,
our goal is to maximize the coverage of different nearby
data and control flow branches with a minimal number
of paths. As illustrated in Figure 4, we start from node 11.
There are three edges to node 11 from nodes 8, 10, and 13.
After examining the associated flow-in variables, we find
nodes 8 and 10 deliver identical variable $r1. Thus, we can
select either one of them. In this example, nodes 8 and 13
are selected. They deliver different variables. We continue
this breadth-first backward traversal until the path budget
is used up. After that, we complete each selected branch
to form a path via the depth-first search to an arbitrary
beginning node. This greedy breadth-first approach outputs
the locally optimal choice at every branch from the nearest to
the farthest. The selected paths are used as neural network
inputs.

Note that our prototype cannot distinguish virtual calls.
The capability of distinguishing virtual calls depends on
how precise the call graph is. We use CryptoGuard built on
Soot to perform the dataflow analysis. When CryptoGuard
constructs the call graph, all the potential virtual calls are
added. Our analysis is context-, flow-, and field-sensitive,
however, due to overhead it does not support any point-to
analysis, which is required to handle virtual calls.

3.3 Our Neural Network Design

We design our neural network Multi-HyLSTM based on a
multi-path architecture. In this architecture, each path is
processed by a sequence model, HyLSTM, and the paths are
then aggregated to the prediction outcome.



3.3.1 Global dependence enhancing learning

The purpose of designing HyLSTM is to improve the single-
path modeling. As shown in Figure 2(a), high-frequency
suffix makes the neural network ignore the beginning global
dependencies. Intuitively, we force the model to assign larger
weights to the beginning tokens (e.g., a; in Figure 2) when
needed, making beginning tokens more influential for pre-
dicting the API (e.g., d1). This is achieved by strengthening
the different supervision signals (the last token) in the entire
sequence.

HyLSTM differs from regular LSTM based language
modeling in its architecture and loss function. We illustrate
the HyLSTM architecture in Figure 5. It includes two parallel
projection layers FC'L; and F'C Ly after the LSTM cells. In
contrast, regular LSTM based sequence learning only has
the FC'Ly layer. We use the output of F'CL; to generate
our target (i.e.,, the recommended API method), given a
dependence path.

sequence loss

i S X2 e
slT SZT Tsn
FCL2 |
ho! hy] Thn_1
LSTM — LSTM LSTM —
f 1 1
LSTM —> LSTM LST™
S L
Xo X1 Xn-1

Fig. 5. Target amplification in HyLSTM with our new far-near loss function.
Through the extra FCL; and o,, similar input sequences followed
by different z,, are supervised by stronger signals to highlight their
differences.

We use h; to represent the LSTM hidden state at the ¢-th
timestep. In the forward propagation, h; is processed by
a fully connected layer FCL, to generate the next token at
every timestep.

51 ho By
72| = softmax( fn Wa + B ) 3)
Sn hn—1 By

where Wy and B; are the weights and bias for FCL,,
respectively. s; represents the output of FCLy at the i-th
timestep.

In HyLSTM, we add a fully connected layer FCL; that
accepts h,_; that is the LSTM hidden state at the last
timestep as Equation 4.

on, = softmax(h,_1 W1 + By) 4)
where W is a weight matrix, B; is the bias vector for FCL;,
and o,, is the output of the projection layer FCL;.

During the backward propagation, our far-near loss
integrates the losses from the two projection layers as in
Equation 5. Thus, the neural network is supervised simul-
taneously by the outputs of both FCL; and FCLy. When a
low-frequency path differs from a high-frequency path at the
n-th step after a shared subsequence, the extra FCL; would
enhance their differences at the hidden state h,,_;, while
maintaining their similarity at other intermediate h;. To the
best of our knowledge, none of the existing related solutions

uses a combination of token-level loss and sequence-level
loss together.

The new far-near loss [}, is defined as:
n

Ih =aL(on,z,) + (1 — ) Z @ )
i=1

where L(-) is the cross entropy loss between the output and
label. We set the weight o to be 0.5 in our experiments.

When low-frequency sequences were initially predicted
wrong due to its misleading high-frequency suffix, HyLSTM
produces a larger loss than regular LSTM to correct it and
treat the beginning tokens more seriously in our evaluation.
Besides evaluating HyLSTM against regular LSTM models,
we also compare it with BERT in Section 4.

3.3.2 Our multi-path architecture

Aggregation

Path ey e, €k
embedding ccoo0e (00000 xxxx
Subnet 1 Subnet 2 Subnet k
[ Hytstm | [ Hystm | - [ HyisT™ |
L o K ¥ i
Y Y X
Token-level ! :
embedding ! XX XX
o000
Py

Fig. 6. Multi-path code suggestion architecture based on aggregating
path embeddings

We further design a new multi-path architecture to
incorporate parallel sequence modeling, aiming to address
the multi-path dependence challenge. As shown in Figure 6,
this architecture includes several identical subnets, each of
which is a model, HyLSTM. These parallel subnets are fol-
lowed by an aggregation layer to output the API suggestion.
Compared with the graph-based neural networks, our multi-
path architecture is not limited by the graph size, thus can
achieve better efficiency and scalability.

The training of our Multi-HyLSTM includes two phases:
single-path pretraining, and multi-path finetuning. To better
calculate the conditional probability p(z,|P;), we pretrain
the subnet (i.e., HyLSTM) on all single paths. Every token
of a path is represented as the word2vec-like embedding
trained on the dependence path corpus. The output layer
of HyLSTM before the softmax activation e; represents the
embedding of the entire path.

€ = hp_1W1 + By (6)
where h,_1, Wi, and B, are the last timestep’s hidden
state of HyLSTM, the weights and bias of F'C'L,, respectively.

The pretrained HyLSTM is used as the initial state
of Multi-HyLSTM. We add an average pooling layer to
aggregate these path embeddings e; into one vector. The
softmax classifier is applied to generate the conditional
probability:

k
p(zn|C) = softmax(z e;/k)

i=1

@)



where C' is the program context, ,, is the predicted API call,
and k is the number of input paths.

Under the multi-path architecture, HyLSTM is jointly
updated with the following layers towards the task-specific
distribution. The multi-path architecture successfully high-
lights the minor difference in the process of code suggestion.
Candidate tokens having similar probabilities in some paths
can now be accurately differentiated. We evaluated this multi-
path architecture on the sequence model BERT and HyLSTM
in Section 4.2.2.

4 EXPERIMENTAL EVALUATION

We conduct API completion experiments on Java crypto-
graphic code to compare the top-1 recommendation accuracy
of our Multi-HyLSTM and alternative approaches.

Dataset and baselines. We collect 64,478 Android apps covering
21 categories from Google Play Store to form our dataset.
We filter these Android apps with a state-of-the-art code
screening tool CryptoGuard [31] and identify 774,460 Java
cryptographic API method callsites that are used properly
in codebase. These Android apps are processed with our
program analysis at each cryptographic API callsite location
to extract their dependence contexts, — the API dependence
paths.

We compare our Multi-HyLSTM with two types of base-
lines on this dataset. First, we compare Multi-HyLSTM with
two state-of-the-art API completion tools SLANG [26] and
Codota [25]. SLANG is an academic API completion solution
that combines static analysis and statistical language models
to generate API method recommendations. We reproduce
the static analysis preprocessing and neural network training
of SLANG. Due to the long preprocessing time of SLANG,
we conduct experiments on a subset of our entire dataset,
16,048 apps from 3 app categories (Business, Finance, and
Communication). Overall, there are 36,029 cryptographic API
callsites identified (see Figure 7). We train SLANG and our
Multi-HyLSTM on the same data for comparison. Moreover,
we compare the trained Multi-HyLSTM with a published
commercial API completion tool Codota [25]. Codota can
be used as a plugin in most of the mainstream IDEs. We
manually evaluate Codota plugin in the Intelli] IDE on 245
cryptographic API callsites (see Table 1) collected from 9
randomly selected Android apps. Our Multi-HyLSTM is also
evaluated on these 245 test cases. Second, we conducted an
ablation study (see Table 5) on the 774,460 cryptographic
API method calls extracted from 107,282 Android apps. The
ablation study evaluates our neural network design. The
Multi-HyLSTM is compared with the intermediate solutions
that remove either of our design choices.

We also tried to compare with the code completion
solution BAYOU [16], NSG [24] and the large-scale pretrained
programming language model CODEGPT [8]. However, the
code of BAYOU and NSG cannot be successfully replicated.
The CODEGPT that is pretrained on the subtoken level is
difficult to be finetuned for our task, because it is hard to
know which subtokens in its output sequence correspond to
our target API method.

For all the training experiments, we randomly select 1/5
of the data as the test cases and train the baselines and our
model with the other 4/5 cases. We train these models for 10

epochs with batch size 1,024. We record the highest accuracy
the model achieves within 10 epochs. Although our baselines
(e.g. SLANG, Codota) are not designed for cryptographic
APIs, we think their data-driven approach should make them
generalize to our domain specific data.

4.1 Comparison with Existing Tools

We compare our Multi-HyLSTM with two state-of-the-art
API completion tools, SLANG [26] and Codota [25]. We show
the average top-1 accuracy across all testcases as defined
in Equation 8, where 7 is the number of testcases and the
binary value accuracy; is the top-1 accuracy of case; (1 for
correct and 0 for incorrect).

n
D il accuracy;

Avg_accuracy = " ®)

Comparison with SLANG. SLANG uses a different program
analysis preprocessing to extract the context (named object
histories) for prediction. It combines the n-gram and RNN
models to generate the probability of the next API method
call. Figure 7 shows the top-1 accuracy of SLANG and our
approach. We choose the hidden layer size of SLANG and
our approach from 128, 256, and 512. With each hidden
layer size setting, we also adjust SLANG with 3-, 4-, 5-gram
model 2. Our approach shows significant advantages over
SLANG in all settings. The highest top-1 accuracy of SLANG
is 77.44%, achieved with RNN-256. The n-gram model shows
no impact on the top-1 accuracy. Our models achieve the best
accuracy at 91.41% under Multi-HyLSTM with hidden layer
size 512, achieving an improvement of 18% compared with
SLANG.
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Fig. 7. The top-1 accuracy of SLANG and our approach on APl comple-
tion

Comparison with Codota. Codota is a commercial Al code
completion plugin, which is adopted by mainstream IDEs in-
cluding Intelli], Eclipse, Android Studio, VS Code, etc. Given
an incomplete code statement with an object with a dot in an
IDE, Codota displays a ranked list of the recommended API
methods associated with the object. We randomly selected
245 cryptographic API method invocations from 9 Android
applications as the test cases. We decompiled the 9 apps into
source code and load them into Intelli] IDE with Codota.
Then, we manually triggered Codota recommendation by

2Raychev et al choose 3-gram and hidden layer size 40 for RNN in
[26]



TABLE 1
The top-1 accuracy of Codota and our Multi-HyLSTM on 245 randomly selected Java Cryptographic APl invocation test cases. Codota gives
recommendations based on the previous code and the return value. We show our accuracy under both conditions (i.e., w/o and with the return value).

Multi-HyLSTM (Our approach) Accuracy

App Category | # of Test Cases | # of apps | Codota Accuracy w/o return value | _ with return value
Business 66 3 66.67% 89.39% 98.49%
Finance 99 3 65.66% 90.91% 97.98%

Communication 80 3 62.5% 86.25% 97.59%
Total 245 9 64.9% 88.98% 97.96%

removing the method name after the dot. Table 1 shows our
approach has a significant accuracy improvement compared
with Codota. The top-1 accuracy of the 245 cases is improved
from 64.90% to 88.98%. Note that codota takes not only the
previous context but also the return value type to decide the
recommendation, whereas our approach only relies on the
previous code. Thus, we further measure our accuracy if the
return type is specified. We manually checked the return type
to filter out the incompatible candidates. Our top-1 accuracy
(last column in Table 1) rises to 97.96% if the return type is
given, resulting in 51% improvement.

4.2 Ablation Study

We conduct an ablation study to evaluate the effectiveness of
the two design components of our neural network, HyLSTM,
and the multi-path architecture. All of these neural networks
work with identical program analysis preprocessing that
extracts the API dependence paths as the neural network
inputs. We noticed that many dependence paths may have
multiple correct choices for the next API method calls.
This could happen when there are branches in the API
dependence graphs. All of them are regarded as correct
answers when counting the accuracy. Therefore, we introduce
a new metric, referred to as in-set accuracy for this ablation
study. We define in-set accuracy as the accuracy of top-1
recommendations that fall in a reasonable next API method
set. The reasonable next API method set is collected based
on all the situations that ever happen in our collected API
dependence graphs.

4.2.1 HyLSTMvs. LSTM

To evaluate the effectiveness of our HyLSTM, we compare it
with two regular LSTM models, the LSTM sequence model
trained with the token-level loss and the LSTM sequence
model trained with the sequence-level loss. The token-level
loss only considers the output at the last timestep, while
the sequence-level loss is the loss calculated on the entire
sequence, including the recurrent outputs at every timestep
during training. As shown in Figure 5, HyLSTM has two
parallel projection layers. One produces the token-level loss
and the other produces the sequence-level loss. HyLSTM
uses our new far-near loss combining both of them. The
three models use identical LSTM cells with a hidden layer
size of 256.

Table 2 shows the average in-set accuracy of our HyL-
STM and the two regular LSTM models. Overall, HyLSTM
achieves the best in-set accuracy at 93% compared with two
LSTM models. We further analyze the capabilities of the three
models by breaking down the test cases into two groups,
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TABLE 2
The average in-set accuracy of HyLSTM for the next API
recommendation. Acc.(U) is the in-set accuracy for the test cases with
unknown features. Acc.(K) is the in-set accuracy for the test cases with
known features. Acc.(A) refers to the in-set accuracy for all the test cases.

LSTM LSTM
Lal =l (token-level loss) | (sequence-level loss)
[Acc(U) | 56.94% | 4321% | 57.13% ]
Acc(K) | 99.86% 99.81% 96.98%
Acc.(A) 93.00% 90.77% 90.62%

the test cases with unknown features and the test cases with
known features. The features refer to the API dependence
paths we extracted from the Android apps. The test cases
with known features mean their extracted input features (i.e.,
API dependence paths) are identical to the extracted features
of certain cases in the training phase. The test cases with
unknown features suggest that there are new dependence
paths that never appear in the training code corpus.

It is more challenging for a neural network to handle
unknown dependence paths. From Table 2, we observe
HyLSTM outperforms the LSTM with token-level loss for
unknown test cases. HyLSTM substantially improves the
accuracy from 43.21% to 56.94% — a 31.78% improvement.
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Fig. 8. The average in-set accuracy of HyLSTM and two regular LSTM
models tested with four new app sets. LSTM-sequence represents the
LSTM model with sequence-level loss, while LSTM-token represents the
LSTM model with token-level loss.

Test on new apps. The excellent performance on the test
cases with known features does not suggest overfitting,
because our model can successfully handle test cases from



TABLE 3
Statistics of the test cases with known and unknown features in different
test sets. Test set 1 is the original test set used in Table 2. 20% of the
API dependence paths extracted from the 16,048 apps are used for
testing while the other 80% are used for training. Test sets 2, 3, 4, and 5
are new apps that are never used during training.

Input a Input b
“PBEWithHmacSHA256AndAES_128" “AES/CBC/PKCS5Padding”

Cipher.getinstance(String) Cipher.getinstance(String)
Cipher.init(int, Key, AlgorithmParameterSpec) ﬂ Cipher.init(int, Key, AlgorithmParameterSpec)

15 vs. 485
Cipher.doFinal(byte[]) Cipher.doFinal(byte[])

50vs. 1308
Next token (Ground truth): 77v5.13653 Next token (Ground truth):
PKCS8EncodedKeySpec.<init>(byte[]) I <java.lang.String.<init>(byte[])>

Prediction (LSTM): ®
<java.lang.String.<init>(byte[])>

Prediction (LSTM): ‘

Subsequence | <java.lang.String.<init>(byte[])>

Teg)set Number of apps gﬁ;rrfé‘:ﬁ:n?;‘;s New App?
1 16,048 92,135 17,512 No
2 107 3,494 1,387 Yes
3 263 13,176 6,020 Yes
4 454 13,111 5,669 Yes
5 2,993 109,836 50,324 Yes

new apps. To validate it, we test the three models with new
apps that are never used in the training phase. We gather
four extra Android app sets from different Android app
categories, weather, social, personalization, and 12 other
categories mixed together. We use the four app sets to reduce
the bias from the app categories. Table 3 shows their statistics
as well as the original test set. Compared with the original
test set, the percentage of the test cases with unknown
features grows in the new test sets. In the original test set
(Test set 1), the unknown group accounts for 15.97% of the
test cases. In the total of the four new test sets, the test cases
with unknown features account for 31.23% of the test cases.

Figure 8 shows the average in-set accuracy on the four
new test sets. The average results of them are displayed in
Table 4. Results show that our HyLSTM outperforms the
two regular LSTM models on all four new test sets. On
test cases with unknown features (denoted by U), HyLSTM
gives an obvious advantage over the LSTM models. This
experiment shows that the accuracy for the test cases with
unknown features substantially increases when testing with
the new apps. Overall, HyLSTM achieves an accuracy of
92.37%, which is substantially higher than the LSTM model
with the sequence-level loss and slightly higher than the
LSTM with the token-level loss.

TABLE 4
The average in-set accuracy of HyLSTM and the two regular LSTM
models tested on four new test sets composed of new Android apps.

LSTM LSTM
BEALTILAL (token-level loss) | (sequence-level loss)
[Acc. (U) | 7640% | 70.78% [ 66.17% ]
Acc. (K) | 99.34% 98.91% 91.77%
Acc. (A) 92.37% 90.36% 83.99%

Case Study 1. This case verifies that our HyLSTM is better
at identifying the global dependence that is low-frequency:.
Figure 9 (a) shows a test case predicted incorrectly by regular
LSTM, but correctly predicted by our HyLSTM. The wrong
prediction of LSTM is due to the more frequent shorter
patterns in Figure 9 (b). In contrast, HyLSTM successfully
differentiates similar inputs (a) and (b).

4.2.2 Multi-path vs. sequential architecture

We compare our multi-path architecture with their single-
path counterparts in API completion. In Table 5, we test

frequency

Prediction (HyLSTM): Prediction (HyLSTM):
PKCS8EncodedKeySpec.<init>(byte[]) <java.lang.String.<init>(byte[])>

(a) (b)

Fig. 9. Case Study 1, (a) A test case that is predicted incorrectly by
regular LSTM and correctly by HYLSTM. (b) A test case that follows the
frequent short pattern thus got correct prediction by both regular LSTM
and our HyLSTM.

two versions of the Multi-HyLSTM design. Multi-HyLSTM
(avg.) uses the average pooling to aggregate multiple paths
embeddings, as described in Sec. 3.3.2, while Multi-HyLSTM
(att.) uses an attention-based aggregation. Multi-HyLSTM
models are compared with its single-path version HyLSTM,
and two other alternative approaches DepBERT and Multi-
BERT. DepBERT is the neural network of BERT [36] pre-
trained on our dependence paths corpus with the masked
language modeling task. Multi-BERT is where DepBERT
replaces HyLSTM. To be fair in our comparison, we also
pretrained our HyLSTM on the same dataset. All of these
pretrained models are finetuned by our API completion task.

Multi-path vs. Single-path. Both Multi-HyLSTM and Multi-
BERT are more accurate compared with their single-path
counterparts. The in-set accuracy is improved from 95.79%
of HyLSTM to 98.99% of Multi-HyLSTM, and from 92.49% of
DepBERT to 95.78% of Multi-BERT. More importantly, multi-
path aggregation gives significant accuracy improvement
on unknown cases— by 11.53% for HyLSTM and 36.50% for
DepBERT.

Average Aggregation vs. Attention Aggregation. We also com-
pare the average aggregation approach with the more
complicated attention-based aggregation in Multi-HyLSTM.
In attention-based aggregation, we replace the averaged
path embeddings 3", e;/k in equation (7) with 3% we;,
where weight w; is the attention learned through training.
Results in Table 5 show no significant benefit of the attention
mechanism. For the unknown cases, the average aggregation
achieves a slightly higher accuracy of 83.02% compared with
80.71% of the attention aggregation. Their overall accuracy is
similar.

Improvement from path embedding. The single-path pretraining
can benefit accuracy, especially for unknown cases. Com-
pared with the basic HyLSTM in Table 2, HyLSTM with
the extra path embedding improves the in-set accuracy by
30.74% for unknown cases.

HyLSTM vs. DepBERT. HyLSTM is better at API completion
compared with DepBERT. HyLSTM increases the in-set
accuracy by 33.57% for unknown cases from DepBERT.
This can be attributed to our specialized global dependence
enhancing learning. With the far-near loss, HyLSTM is forced
to pay more attention to the long but low-frequency API
sequence even if the more frequent shorter dependence
exists.

Case Study 2. Figure 10 demonstrates how the multi-



TABLE 5
Comparison between multi-dependence suggestion and sequential suggestion. U, K, and A stand for the average in-set accuracy for unknown cases,
known cases, and all cases, respectively.

‘ M“lt‘(al‘g_];STM M“"‘(?g}STM (paﬂ?g;izggmg) ‘ DepBERT ‘ Multi-BERT
[[Acc.(U) | 83.02% ] 80.71% ] 74.44% [ 5573% [ 76.07%
[[Acc.(K) | 99.59% ] 99.74% ] 99.84% [ 9948% [ 96.52%
[ Acc.(A) | 98.99% | 99.06% ] 95.79% | 9249% | 95.78%
Input paths: Top 3 suggestions by single path TABLE 6
“AES” Cipher.init(int, Key) ® Number of test cases in the four test sets used in the cross-app

Path1 SecretKeyFactory.getinstance(String)

SecretKeyFactory.generateSecret(KeySpec)

Mac.init(Key)
Cipher.init(int,Key,AlgorithmParameterSpec)

Cipher.init(int,Key,AlgorithmPar

experiments.

“AES/CBC/PKCS7Padding”
Path 2 / €

Cipher.getinstance(String) Cipher.getBlocksize() Number of Number of Number of
Cipher.doFinal(byte[]) App category
test cases known cases unknown cases

16 Cipher.init(int,Key,AlgorithmP Spec) -

Path 3 secureRandom.nextBytes(byte(]) AlgorithmParameters.init(AlgorithmParameterSpec) Social 71588 3’941 3’647
IvParameterSpec.<init>(byte(]) 0 Weather 1,989 993 996
Next token (Ground truth): Prediction (Multi-path): Personalization 8,260 5,356 2,914
Cipher.init(int,Key,AlgorithmParameterSpec) || Cipher.init(int,Key,AlgorithmParameterSpec) Other Categories 64732 41339 23393

Fig. 10. Case Study 2. A test case that needs multiple paths to predict TABLE 7

correctly. The wrong prediction suggested by Path 1 can be fixed after
aggregating the influences from two extra paths.

path model improves over the single path model. The
label Cipher.init (int,Key,AlgorithmParameterSpec
) and Cipher.init (int,Key) are indistinguishable,
given dependence path 1. Fortunately, paths 2 and
3 provide complementary information to correct it.
To determine the wusage of API method Cipher
instead of
Cipher.init (int,Key), the decisive dependence is
the API call IvParameterSpec.<init> (byte[]) (in
path 3) where IvParameterSpec is a subtype of
AlgorithmParameterSpec. Path 2 also provides an ad-
ditional indicator "AES/CBC/PKCS7Padding" considering
the cryptographic knowledge that AES-CBC mode requires
initial vectors for security. The single-path model (e.g.,
depBERT, HyLSTM) cannot make the correct prediction
when the informative dependencies are not covered.

.init (int, Key,AlgorithmParameterSpec)

4.3 Cross-app Evaluation

We further conduct cross-app experiments to confirm Multi-
HyLSTMs prediction capability on new apps, i.e., never
appearing in the training phase. We use the four datasets
extracted from 12 categories, namely social, weather, person-
alization, and other categories mixed together. The test sets
contain up to 50% unknown cases (Table 6). Among the four
datasets from different categories, Multi-HyLSTM achieved
up to 99.61% in-set accuracy with an average of 98.69% (Table
7). Multi-HyLSTM also showed good performance when
only considering the unknown cases, attaining 95.28% to
99.21% in-set accuracy across the four datasets. One possible
reason for the excellent performance could be that, even if
a combination of multiple paths has never appeared in the
training set, the model learned some parts of these paths
during training and is able to make correct predictions using
this knowledge. These results prove that Multi-HyLSTM is
not overfitted to known apps from the training set and is
able to handle unknown cases from new apps, suggesting
good performance in realistic settings.

The average in-set accuracy of the Multi-HyLSTM model in cross-app
settings, where training and testing cases are selected from different
apps. U, K, and A stand for unknown cases, known cases, and all cases,

respectively.
Social | Weather | Personalization Othel.‘
categories
[ Acc. (U) [ 97.23% [ 9528% | 99.21% [ 9732% |
Acc. (K) | 99.95% 100% 99.83% 99.73%
Acc. (A) | 98.64% 97.64% 99.61% 98.86%

4.4 Examples of Sequence Frequencies

We briefly show two example sequences to illustrate the
importance of our HyLSTM design and the new far-near
loss function for countering high frequency influences. In
Figure 11, LSTM predicts this case wrong. The wrong predic-
tion comes from a subsequence that is much more frequent
(5,891 times) than the correct token (4 times). In Figure 12,
LSTMs prediction String.getBytes(String) is wrong. We found
that the 3-gram subsequence (StringBuilder.append(String),
StringBuilder.toString(), String.getBytes(String)) is extremely
frequent (70,244 times) in the training corpus. Our HyLSTM
model predicts both cases correctly.

Input: Sequences Freq.
String.getBytes()

MessageDigest.digest(byte[]) MessageDigest.update(byte[])

o

MessageDigest.update(byte[]) 4

MessageDigest.update(byte(]) MessageDigest.digest(byte[])

MessageDigest.update(byte[])

Next token (Ground truth): .
MessageDigest.digest(byte[]) MessageDigest.update(byte[])
M Digest.update(byte[])

MessageDigest.digest()

5,891

LSTM’s prediction:
MessageDigest.digest()

Fig. 11. An example illustrating that LSTM’s wrong prediction is influenced
by the high-frequency sequence.

We summarize our experimental findings as follows:

o Our Multi-HyLSTM substantially outperforms the state-
of-the-art academic API completion solution SLANG



Input: Sequences | Freq. ‘

StringBuilder: void <init>()
StringBuilder.append(String)
StringBuilder.append(String)
StringBuilder.toString()

StringBuilder.append(String)
StringBuilder.toString()
KeyStore.setCertificateEntry(String, Certificate)

92

Next token (Ground truth):
KeyStore.setCertificateEntry(String, Certificate)

StringBuilder.append(String)
StringBuilder.toString()
String.getBytes(String)

70,244

LSTM’s prediction:
String.getBytes(String)

Fig. 12. Another example illustrating the strong disparity in frequency.

and commercial solution Codota. Multi-HyLSTM
achieves an excellent top-1 accuracy of 91.41%, a 18.04%
improvement over SLANG with the best accuracy of
77.44%. In a manual analysis of 245 test cases compared
with Codota, Multi-HyLSTM achieves the top-1 accuracy
at 97.96%, a 50.94% improvement over Codota with an
accuracy of 64.9%.

Our multi-path architecture excels at recognizing unseen
cases. Multi-HyLSTM and Multi-BERT achieve the in-set
accuracy for unknown cases of 83.02% and 76.07%, im-
proving their single-path counterparts HyLSTM (74.44%)
and DepBERT (55.73%) by 11.53% and 36.50%, respec-
tively.

Our HyLSTM outperforms two regular LSTM models.
It improves the inference capability of the LSTM with
token-level loss by 31.78%.

Performance and runtime. With the distributed training of 8
workers, our training time is significantly improved. Most of
our experiments are completed within 5 hours.
Limitations. First, many static analyses overestimate execu-
tion paths. Thus, some extracted dependence paths might
not necessarily occur, which may lead to a wrong prediction.
However, since our approach relies on multiple paths, we
expect the deep learning model to automatically learn which
path to use by training. Second, the extracted dependence
paths may be incomplete, as we omit recursions in the graph.
We also terminate the path when the depth of call stacks
is beyond 10. However, a previous study experimentally
showed the impact of limited depth exploration to be
negligible in practice [31]. Another limitation is that there
might be difficult to apply static analysis on incomplete
source code that the code developers are writing in IDEs.
The real-world application scenario requires enabling the
partial program analysis that can work with the incomplete
source code.

5 RELATED WORK

We summarize the related work based on the program
representation strategies.

Treating programs as text. Many studies [7], [37], [38], [39], [40]
treat programs as code sequences. Programs are tokenized
into source code token sequences and modeled like textual
sentences. The giga-token models are built by applying n-
gram model [37] or more powerful network models (e.g.,
LSTM, Transformers, GPT-2) [39] on them. However, the
out-of-vocabulary (OOV) issue in program token sequences
is much more severe than in natural languages and requires
advanced tokenization techniques to address [7], [40].
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Extracting syntactic information as context. When treating
programs as text, syntactical errors are common. Therefore,
abstract syntax trees (ASTs) and probabilistic context free
grammar (PCFG) are widely adopted to enforce the syntax
correctness [41], [42]. However, PCFG is found insufficient
due to the limited context coverage of ASTs. Bielik ef al. [43]
extend PCFG to probabilistic higher order grammar (PHOG)
by enriching its context. Another direction is to use more
powerful neural networks that can automatically identify
significant dependencies from longer contexts [44], [45].

Extracting semantic information as context. To generate code
following the program semantics, a couple of studies [12],
[17], [21], [46] represent programs as graphs. For example,
Allamanis [12] build a graph that uses AST as the back-
bone and adds different types of edges according to their
dataflows. However, compared with ours, the graph based
approaches are highly limited by the graph size. Besides
graphs, grammar-based production rules (e.g., attribute
grammar (AG) [47]) are incorporated to guide the generation
process on graphs or program sketches [17], [24].

Then, according to different completion targets, we
summarize the code completion work as follows.

Completing API methods. Some studies focus on the comple-
tion of invoked API methods to improve the productivity
of developers and solve API related problems [26], [48],
[49], [50]. Program analysis techniques are often applied to
extract API sequences from source code to build language
models. Nguyen et al. presented a graph representation of
the object usage model (GORUM) to represent interactions
between different objects and associated methods [51]. They
built Hidden Markov models for the state of objects and
predict methods [48], [50]. However, these methods may
require building endless Markov models for different object
types. Raychev et al. [26] built RNN and n-gram models on
top of the object histories defined by themselves for API
method recommendation. The object histories consist of the
method call events in the temporal order. Although its top-16
accuracy (96.43%) is pretty good, it only achieves a top-1
accuracy of 69.05%.

Completing variable names. There are a couple of solutions
that target to complete the correct names for variables in
codebase [12], [52], [53], [54]. Allamanis et al. defined two
tasks VARNAMING [54] and VARMISUSE [12] that focus on
completing a code snippet with a “hole” at the location of
a variable. In their approaches, other variables in the local
context are extracted as candidates. These candidates are
ranked with statistical language modeling combined with
program analysis focusing on the variable definition and
usage.

Completing general tokens. Some studies treated different
functional tokens (e.g., variables, API calls, etc.) identically
and aim to generate an entire code block or function by
continuously generating the next tokens [6], [7], [14], [55].
These approaches often rely on large language models [3]
pretrained with huge amounts of online code. In the code
generating process, optimized search strategies, such as beam
search, are often used to dynamically rank the growing
sequence candidates. However, the generated sequences are
usually evaluated with the BLEU score [56] that is designed
to measure the similarity of two natural language sequences.



This might be problematic since the correctness of the code
sequence is not guaranteed [57].

6 CONCLUSIONS

Data-driven code suggestion approaches need to be deeply
integrated with program-specific techniques, as code and nat-
ural languages have fundamental differences. We proposed
new neural network based API completion techniques to
capture program dependencies. We compared our approach
with the state-of-the-art API completion tools and conducted
extensive studies to evaluate the effectiveness of our two
design choices, the multi-path architecture and global depen-
dence enhancing learning. Our results confirmed that our
approach is effective at capturing the program dependencies
for API completion tasks. Our future work will focus on
enabling real-world code completion applications to help
developers in real-time. Towards this direction, the static
analysis needs to be available on incomplete code and the
neural network inferences to be efficient to meet latency or
throughput requirements.
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APPENDIX

We provide the pseudo code for our multi-path selection

algorithm.

Algorithm 1 MultiPathSelection(k, G, s): Select ¢ (i < k)
paths originating from the s, with the constraint of being as

non-overlapping as possible

1: Input: (k, G, s), where k is the path budget, G is an API
dependence graph, and s is the starting node in G. fg

NN RN RNRKNR R R 2 2 2 92 2 = =
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N

denotes the data fact flowing from node a to node b}

Output: C, where C includes i data-flow paths (i < k).}

let () be a queue
.enqueue(s)
mark s as visited
while @ is not empty and Q.length+C.length < n do
n = ().dequeue()
if n has no predecessor then
Collect the path from s to n into C'
end if
for all predecessor p of n in Graph G do
if p is not visited and f,,, is not recorded then
@.enqueue(p)
mark p is visited, fp, is recorded
if ().length +C'length == n then
break
end if
end if
end for

: end while
: for all node n in Q do

while n has predecessors do
Select a predecessor p of n randomly
n=p

end while

collect a path from s to n into C

: end for
: return
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