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Abstract—The massive ultra-reliable and low-latency communi-
cations (mMURLLC) services are emerging as a new traffic type
to support massive numbers of mobile users (MUs) demanding
the stringent delay and error-rate bounded quality-of-services
(QoS) requirements over 6G. Among multiple 6G mURLLC
services, digital twins (DT) has been widely envisioned as a major
intelligent application to support efficient interactions between
physical and virtual objects. Moreover, multi-tier caching, which
is one of the key distributed computing techniques, stores the
frequently-demanded data items at different wireless network
tiers to efficiently reduce mURLLC streaming delay and data
move. However, how to efficiently cache mURLLC-based DT
data items at different caching tiers of wireless networks and
how to statistically upper-bound both delay and error-rate for
DT communications remain challenging problems. To overcome
these difficulties, in this paper we propose a multi-tier caching
mechanism to support DT communications over 6G mobile net-
works. First, we propose the DT data adaptive collection scheme
applying finite blocklength coding (FBC) to dynamically encode
a physical object into its virtual representation according to the
current network and wireless channel statuses. Second, we de-
velop inter-tier and intra-tier collaborative caching mechanisms,
where DT data items are selectively cached at different wireless
network caching tiers according to their popularities including:
router tier, massive-multiple-input-multiple-output (MIMO) base-
station tier, and mobile device tier. Third, our proposed inter-
tier collaborative caching mechanisms maximize the aggregate c-
effective capacity across all three caching tiers, and our proposed
intra-tier collaborative caching mechanisms minimize the sum of
data transmission delay for all DT data items cached in each
caching tier. Finally, we numerically validate and evaluate our
developed multi-tier hierarchical caching schemes over 6G DT-
enabled mobile networks.

Index Terms—6G, mURLLC, DT, statistical delay and error-
rate QoS bounded provisioning, e-effective capacity, multi-tier
caching, distributed computing, FBC.

I. INTRODUCTION

HE next-generation wireless networks are expected to
support emerging target monitoring and controlling ap-
plications, such as robotics and autonomous vehicles, as the
key data traffics to guarantee mobile users’ (MUs’) stringent
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transmission delay and error-rate bounded quality-of-service
(QoS). However, the complexity of these applications grows as
they integrate automation and intelligence, and the associated
management costs have already become a significant challenge
for network operators. To address this issue, digital twins (DT)
has been widely recognized as an emerging tool to enable the
monitoring, controlling, or even the optimization of large-scale
physical systems in real-time. The DT consists of (i) a physical
entity/object, (ii) a virtual/digital representation corresponding
to the physical entity/object, and (iii) the wireless communi-
cation links between the physical and virtual twins.

One of the main challenges for DT is how to establish
two directional real-time and high-reliability communications
links between the physical and virtual twins for achiev-
ing timely interactions between them. Due to the massive
geographical coverage scale and complex environments of
mobile users (MUs), the new challenges for disseminating
DT data content items with stringent low-delay and low-
error-probability requirements need to be overcome. To over-
come these difficulties, massive ultra-reliable and low-latency
communications (mURLLC) [1] has been proposed as a key
technique to generate the ultra real-time, reliable, and high
data-rate wireless networking environments for supporting
immersive and inter-operable DT data streaming. On the other
hand, the physical-virtual synchronization of DT for complex
heterogeneous services, such as the metaverse and virtual
reality (VR)/augmented reality (AR) in 6G, requires inten-
sive computational operations and significant consumption of
networking resources. To address these issues, multiple-tier
computing (MTC) techniques [2—4] have also been developed
to support DT data communications by providing distributed
computation, processing, and storage capabilities at different
tiers of wireless networks. Using MTC-based edge computing
architectures, wireless networks store the frequently-demanded
DT data at different wireless network tiers along network-
edge devices to efficiently reduce DT streaming delay and data
move [5]. Leveraging the advanced caching techniques to store
the frequently accessed DT data content items and even the
mobile-applications software at edge nodes, the corresponding
computation tasks can be executed at the network edge to
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Fig. 1. The distributed computing-based system architecture model for our proposed digital-twin-enabled multi-tier caching 6G mURLLC
mobile wireless networks supporting statistical-QoS provisioning between the physical twin and the virtual twin, which are able to cache the
frequently requested DT data-content items in routers (Tier 1), massive-MIMO-BS (Tier 2), and/or mobile devices (Tier 3) along the edge
of our DT-enabled multi-tier caching networks according to DT data and signaling’s statistical-QoS requirements.

reduce the latency, thus improving QoS performances.

There exist some works investigating DT communications
using distributed computations in 6G wireless networks. The
work of [6] integrated DT communications with 6G wireless
networks to migrate real-time data processing and computation
to the edge plane, and then, developed a blockchain empowered
federated learning framework running in the DT wireless
networks for collaborative computing, improving the reliability
and security of the system and enhancing data privacy. The
authors of [7] proposed a fairness-aware latency mitigation
framework in the DT aided edge computing with URLLC,
which jointly optimizes various communications and compu-
tations parameters, namely, bandwidth allocation, transmission
power, task offloading portions, and processing rate of user
equipments and edge servers. A new paradigm DT network
was developed by [8] for industrial Internet of Things (IIoT)
systems through building network topology and the stochastic
task arrival model. Then, the authors of [8] also formulated
the stochastic computation offloading and resource allocation
problem and minimized the long-term energy efficiency by
leveraging Lyapunov optimization technique.

However, how to optimize the DT data items caching scheme
using the distributed computing techniques to guarantee both
delay and error-rate bounded QoS performance for DT applica-
tions still remain challenging open problems. To address these
challenges, in this paper we develop the adaptive encoding
scheme to flexibly collect the digital data from its physical
entity and design the collaborative and distritbuted multi-tier
hierarchical caching mechanisms to store the frequently down-
loaded DT data items at different tiers of wireless networks
for guaranteeing their communication statistical-QoS. First,
we propose the collaborative multi-tier hierarchical caching

mechanisms to support the DT transmissions, where we selec-
tively store highly demanded DT data content items at different
network edge caching tiers (i.e., routers, massive multiple-
input multiple-output (massive MIMO) base station (BS), and
mobile devices, respectively) according to popularities of the
DT data items. Second, we develop the e-effective capacity to
measure the performance metrics for wireless communications
to support the statistical delay and error-rate bounded QoS
provisioning for a cached DT data’s transmission. We also
optimize the packet length of a DT data item according to
the network status and wireless channel conditions. Third,
we propose the inter-tier collaborative caching mechanisms
to maximize the aggregate e-effective capacity as the DT
data caching gain across three caching tiers, and propose
the intra-tier optimal caching algorithm to minimize the total
transmission delay for all cached DT data items at each caching
tier, respectively.

The rest of this paper is organized as follows. Section II
establishes system models for our proposed DT-enabled multi-
tier caching architectures. Section III develops the DT data
adaptive collection scheme to encode the physical twin into
a data packet with the finite blocklength. Section IV pro-
poses inter-tier and intra-tier collaborative hierarchical caching
mechanisms. Section V validates and evaluates our developed
schemes through numerical analyses. This paper concludes
with Section VI.

II. THE SYSTEM MODELS

As shown in Fig. 1, the system architecture model of our
proposed digital-twin-enabled multi-tier caching 6G mURLLC
mobile networks consist of the following three major com-
ponents: (1) Physical Entity, (2) Virtual Representation, and
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(3) Digital-Twin-Enabled Multi-Tier-Caching 6G mURLLC
Mobile Networks under Statistical-QoS Provisions. Along with
real-time data collection, data adaptation captures the actual
mobile network status (e.g., number of MUs, statistical QoS
of MUs’ requested DT data items) and accurately models
the physical twin’s behaviors, enabling DT to re-configure
mobile network resources at physical twin (see Fig. 1) for im-
proving their operational efficiencies. However, in these cases
DTs typically impose the highly heterogeneous and multi-
dimensional QoS requirements for real-time data collection and
data adaptation between physical twin and virtual twin.

For achieving timely dynamic state synchronizations be-
tween physical twin and virtual twin, the physical twin’s
data (system states and control information) is trans-
formed/transmitted into/to its virtual twin [9] through data
collection and data adaptation by encoding the physical twin’s
signal into a data block with the finite blocklength. To support
the heterogeneous QoS requirements for DT-specific properties
in our proposed multi-tier hierarchical caching schemes, this
encoded data block is considered as an original DT data item
to be cached at different caching tiers of the hybrid wireline
and wireless networks. Then, based on the real-time wireless
network status (e.g., the wireless channel states, total number
of MUs, and MUs’ statistical QoS requirements on the DT data
item) and physical twin’s behavior updates, the virtual twin
interacts with the physical twin accordingly by adjusting its
digital transformation updated models [10]. Finally, all MUs’
request frequencies for all DT data-content items are then used
to derive the DT data popularity distribution function, which
dictates caching strategies for multi-tier networks’ design and
performance evaluations/improvements. As shown in Fig. 1,
we propose a collaborative multi-tier hierarchical caching
network architecture to support DT data transmissions over
6G mobile wireless networks, which caches the frequently
requested DT data-content items along the edge of hybrid
wireline and wireless networks to significantly reduce DT data
transmission delay, interference, and decoding-error probability
by minimizing the redundant data-move load in the Internet
cloud and core networks.

The edge of 6G wireless networks consists of the following
three hierarchical and non-overlapped caching tiers: (1) Tier 1:
routers, (2) Tier 2: massive-MIMO BS, and (3) Tier 3: mobile
devices. We propose to cache the DT data items at different
caching tiers according to the data item’s popularity (i.e.,
requested frequency). Denote by fTD, fT and f™ the
popularity thresholds for Tier 1, Tier 2, and Tier 3, respec-
tively, and we set f(T) < f0 < T3 for ensuring that we
cache a more popular data item at the cache station closer to
MUs. If the DT data item is cached at Tier 3, an MU retrieves
this data item using device-to-device (D2D) communications
If the DT data item is cached at Tier 2, an MU retrieves this
data item using cellular downlink communications from the
massive MIMO BS. If the DT data item is cached at Tier 1,
an MU retrieves this data by wireline communications among
routers/BSs and then cellular downlink communications from
the massive MIMO BS to the MU.
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III. DT DATA ADAPTIVE COLLECTION AND
HIERARCHICAL CACHING SCHEMES BASED ON MUS’
STATISTICAL QOS REQUIREMENTS

We consider a cellular wireless network with K MUs,
indexed by k, requesting a total number of D DT data items,
indexed by d. Define D £ {1,2,..., D} as the set of all DT
data items.

A. Statistical Delay-Bounded QoS for DT Data Transmission

The statistical delay-bounded QoS guarantees [11, 12] have
been employed in analyzing the stochastic arrival and service
processes over the time-varying wireless fading channels.
One of the key parameter in statistical delay-bounded QoS
guarantees is the QoS exponent for MU k,Vk, denoted by
0 > 0, measuring the exponential decaying rate of the delay
QoS violation probabilities, which can be defined as follows:

log(Pr{Qx(c0) > Qunx})
i,k
where Q(t) is the queue-length process for the kth MU

converging in distribution to a random variable Qx(cc) and
Qum, is the queue length threshold (bound).

A .
= — lim

Qun,k—>00

O

(1

B. Error-Rate Bounded QoS for DT Data Transmission

According to the wireless channel state, we propose the
DT data adaptive collection scheme to convert the physical
entity into its virtual representation by applying the adaptive
source encoding and data collecting. We encode the DT
physical object into its digital twin applying finite blocklength
coding (FBC) for mitigating the transmission delay while
guaranteeing the error-rate bounded QoS. We define the DT
data adaptive collection scheme in the following definition.

Definition 1: We consider a wireless fading channel for
transmitting the DT data, which uses input blockcode set X and
output blockcode set V. We define that an (ng4, D, €;)-code,
Vk e {1,2,...,K},Vd € {1,2,..., D}, for a state-dependent
memoryless channel consists of [13]:

o A set of DT data messages D, which is encoded into an
input blockcode set X = {c1,¢2, -+ ,cp} (e, D— X)
with a total number of D codewords;

o The dth DT data codeword ¢4, which is a data packet with
nq bits (i.e., the packet length is n,), where ng is a finite
integer, Vd € D;

o A fading wireless channel, with blockcode set X and
output blockcode set )V (i.e., X +— ))), transmitting the
DT data item d to the kth MU, Vk; N

o An estimated DT message, denoted by d, decoded by the
MU £k using its received codewords ¢4 € Y (i.e., Y — D);

o The decoding-error probability of the kth MU, denoted
by €r, which is defined as

ekééim{d#i}, )
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where d € D = {1,---,D} is the index of DT data
message, and d is the estimated message for d at MU £k,

with d € D;

where usually €, > 0 if ng < oo. [

C. Statistical Delay and Error-Rate Bounded QoS Provision-
ing for DT Data Transmission

To guarantee the mURLLC for MUs, we apply the concept
of e-effective capacity [1] for both statistical delay and error-
rate bounded QoS provisioning for our proposed DT wireless
networks through the following definition.

Definition 2: The e-effective capacity, denoted by
ECy q(0k, €k, Py), for the kth MU is defined as the maximum
data-packet’s constant arrival rate for a given service process
subject to both statistical delay and error-rate bounded QoS
requirements measured by the exponentially decaying rate,
denoted by 6y, of the delay-bound violation probability and
the non-vanishing decoding-error probability, denoted by ey,
respectively, under the transmit power allocation Py, which is
given as follows [14]:

ECy.a(0k, €x, Pr)
log {ek +(1- ek)e_"de’cR’“<P’“)}

3

ngy,

where ng is the length of the packet for the dth DT data item
defined in Definition 1 and Ry (F) is the data communication
rate for the kth MU receiving its requested DT data under the
power allocation FP.

Since MUs are frequently joining and leaving the cellular
network and each MU has its unique DT data request, channel
conditions, and statistical QoS requirements on delay exponent
0r and decoding error probability €;, we propose to dynami-
cally adapt the DT data collection procedure model, i.e., the
data encoding blocklength ng,, for the virtual representation
of the dth DT data-content item based on MUSs’ statistical
QoS requirements. We propose the adaptive DT data collection
scheme for optimizing the length of the packet n, as follows:

n;} = argn}lalx {ECk,d(Qk,ek,Pk)} (4)
where n; is the optimal ng4 obtained by the DT data collection
scheme. If the requested dth data item is cached at Tier 3,
we set P, = Ppyp, where Ppyp is the transmit power of D2D
communications when an MU receives the requested data from
a peer mobile device. If the requested dth data item is cached
at Tier 2, we set P, = Pgs, where Pgg is the transmit power
when an MU receives the requested data from the massive
MIMO BS. If the requested dth data item is cached at Tier 1,
this data item is delivered using wireline communications from
routers to the massive MIMO BS, and then, the massive MIMO
BS forwards this data item to the MU using cellular downlink
communication with transmit power P, = Pgs. Denoting by
fa the popularity of the dth DT data item, we propose the
following Algorithm 1 for our DT data items hierarchical
caching scheme.
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Algorithm 1 DT Data-Content Items’ Hierarchical Caching Scheme
1: initialize: The popularity f; of the DT data content item d,
popularity thresholds of Tier 1 f™, Tier 2 f™, and Tier 3
fm), MU?’s statistical QoS requirements 6 and ey.
2: if fq is larger than the popularity threshold of Tier 3 (i.e., fa>
™) then
3: The dth DT data-content item is cached at Tier 3.
: Adjust the optimal blocklength n; using Eq. (4) to maximize
the e-effective capacity ECY q(0k, €k, Poop)
5: else if fg is less than the popularity threshold of Tier 3 but is
larger than that of Tier 2 (ie., f™ < fu < f™) then
6: The dth DT data-content item is cached at Tier 2.
7: Adjust the optimal blocklength n; using Eq. (4) to maximize
the e-effective capacity EC, q(0k, €k, Pas).-
8: else fy is less than the popularity threshold of Tier 2 but is larger
than that of Tier 1 (ie., f™ < fa < f™)
9: The dth DT data-content item is cached at Tier 1.

10: Adjust the optimal blocklength n; using Eq. (4) to maximize
the e-effective capacity ECY q(0k, €k, Pas).

11: end if

12: output: The optimal encoding blocklength n); for DT data

collection and adaptation and the optimal caching location.

IV. INTER-TIER AND INTRA-TIER COLLABORATIVE
HIERARCHICAL CACHING MECHANISMS

We propose both inter-tier and intra-tier collaborative hi-
erarchical mechanisms for caching popular DT data items.
The inter-tier collaborative hierarchical caching mechanisms
aim at optimizing the caching lifespan of the cached DT data
items. The intra-tier collaborative caching mechanisms aim
at optimizing the wireless resources allocations (i.e., transmit
power) within each caching tier.

A. Inter-Tier Collaborative Hierarchical Caching Mechanisms

According to each tier’s caching capability and caching
expense, the data content items stored at different tiers have
different caching lifespans, and the cache stations delete their
cached data content items after this lifespan period ends for
replacing the old data content item by a new one. Thus, we
propose that a DT data item’s caching lifespan is a function of
its popularity. Denote by LY (f;),Vi € {r,b,m} the caching
lifespan for the dth data item, which is a function of its
popularity fg, if this data item is cached at Tier 1, Tier 2,
and Tier 3, respectively.

The inter-tier collaborative hierarchical caching mechanisms
aim at optimizing the caching lifespan of each caching tier
to maximize the aggregate e-effective capacity of all MUs
receiving the requested data items from all three caching tiers,
which can be expressed as follows:

K
max Z Z EC’kwd(elmek,PBS)
LO(fa), L (fa) =1 \ depo
LM (f4)
n Z ECh.a(0k, €k, Pas) + Z ECk,d(emek,PDzD))}
deD® deDm

(&)
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st L0 (fa), L (fa), L™ (fa) < L™

where EC}, 4(0k, €k, Poop) can be obtained by using Eq. (3)
and replacing Py, by Poop; ECy q(0k, €k, Pss) can be obtained
by using Eq. (3) and replacing P, by Pgs; D® € D, D™ € D,
and D™ € D are three disjoint sets of DT data items cached
at Tier 1, Tier 2, and Tier 3, respectively; and L™?* is the
maximum caching lifespan.

B. Intra-Tier Collaborative Caching Mechanisms

Based on Definition 2, e-effective capacity is the maximum
data constant arrival rate under a given delay exponent and a
given decoding error probability. Thus, the transmission delay,
denoted by wg), wfib), and wfim), for transmitting the dth DT
data item to the kth MU if this data item is cached at Tier 1,

Tier 2, and Tier 3, respectively, are given by

® g
wy; =w +
d r(fa) ECk,q(0, €k, Pas)
® ng
w, = 6
d ECyqa(0k, €k, Pss) ©
szm) g

- ECy.q(0, €, Poop)

where n); is obtained by using Eq. (4), and wr(fq) is the
transmission delay for wireline communications among routers
and BSs depending on the data item’s popularity f;. Note that
under the adaptive blocklength scheme, e-effective capacities
ECY,qa(0k, €, Poop) and ECY q4(0k, €k, Pps) are functions of
the blocklength n4 according to Eq. (3). Thus, we propose the
intra-tier collaborative caching schemes to minimize the sum
of data transmission delay for all cached DT data items within
each caching tier as follows:

min Z wg) . if the dth data item is cached at Tier 1
Pgs
deDpw
(i STV < fa < fT2),
min Z wfib) , if the dth data item is cached at Tier 2
s Ly
(i.e., f™ < fy < f<T3)),
min Z wfim) ,if the dth data item is cached at Tier 3
Ppop
deDm™
(i'e'5 fd 2 f(T3))’

)

where D®, D®_ and D™ are disjoint sets of DT data items
cached at Tier 1, Tier 2, and Tier 3, respectively; and fTD,
f™ and f™ are defined in Section II.

V. PERFORMANCE EVALUATIONS

In Fig. 2, we compare the e-effective capacity
ECY,q Ok, €k, Pss) under the MIMO baseline BS technique
with our proposed massive MIMO BS techniques. We set the
number of antennas as My 10 for the MIMO baseline
BS, and set the number of antennas as My = 80,100, 120,
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Fig. 2. Comparisons of the e-effective capacity EC}, g (0%, €k, Pgs) under the
MIMO baseline BS schemes with our proposed massive MIMO BS schemes.
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different values of caching lifespan.

respectively, for our proposed massive MIMO BS techniques.
‘We also set the number of antennas on each MU as Mz = 2,
the delay QoS exponent as ), = 107!, the decoding error
probability as e, = 10™%. We also assume that the wireless
channel follows the Nakagami-m fading with the fading
parameter m = 2. Figure 2 shows that the e-effective capacity
ECy q (O, €x, Pss) is a monotonically increasing function
of the number of antennas Mg on the MIMO baseline
BS/massive MIMO BS under the same BS transmit power
allocation, implying that a larger M7 can improve the
communication performance.

In Fig. 3, we show the average transmission delay for
receiving a DT data content item under our proposed multi-tier
caching scheme under different values of the caching lifespan
LO(fy),Vi € {r,b,m}. We set that the popularity of DT
data content items follows the Zipf distribution with the Zipf
exponent 0.5 and there are a total of 1000 DT data content
items. We also set that the transmission delay is 0.05 ms
if an MU receives its requested DT data items using D2D
communications, and we set that transmission delays are 0.02
ms and 0.25 ms if an MU receives its requested DT data
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Fig. 4. Comparisons of the e-effective capacity ECY, q(0k, €, Pgs) under
different values of the decoding error probability €j, and the transmit power
allocation Pgs.

items from a BS and a router, respectively. If a data item is
cached in a cache station of three caching tiers and is within
its caching lifespan, this data item can be delivered to an MU
from this cache station. Otherwise, if the data item is deleted
after its caching lifespan, this data item will be downloaded
through Internet cloud and core networks, yielding a larger
transmission delay. We can observe from Fig. 3 that there
always exists an optimal caching lifespan that minimizes the
average transmission delay. Since the transmission delay is a
decreasing function of the e-effective capacity, the existence
of the average transmission delay indicates the existence of
the optimal solution for Eq. (5). We can also observe from
Fig. 3 that transmission delay monotonically increases as the
delay-bounded QoS exponent 0, increases. This is because 6y,
measures the stringency of the delay-bounded QoS and thus
a channel with a smaller 6 (i.e., loose delay-bounded QoS
provisions) can support a larger data arrival rate, resulting
in a larger e-effective capacity and thus a smaller average
transmission delay.

In Fig. 4, we compare the e-effective capacity
ECy q(0k, €k, Pgs) of the kth MU for our proposed multi-tier
caching scheme under different values of the decoding error
probability €;, and transmit power allocation Pgs. We set that
blocklength n4 1000 and delay-bounded QoS exponent
0, = 1072. We can observe from Fig. 4 that there always
exists an optimal transmit power Fgg that maximizes the
e-effective capacity EC} q(0, €k, Pss). This implicates that
there always exists an optimal transmit power minimizing
each transmission delay in Eq. (6), since the transmission
delay is a monotonically decreasing function of the e-effective
capacity. Therefore, we are able to derive the optimal solution
for the sum of data transmission delay given by Eq. (7).
We can also observe that for the same power allocation,
the aggregate e-effective capacity increases as the decoding
error probability €, decreases. This is because the smaller
€, indicates a better wireless channel quality, and thus, the
wireless network can achieve a larger e-effective capacity.
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VI. CONCLUSIONS

We have proposed collaborative multi-tier hierarchical
caching mechanisms for DT over mURLLC-based 6G mobile
wireless networks, where a popular DT data item can be cached
at different wireless network caching tiers according to its
popularity. We have developed the adaptive data collection
scheme for encoding the physical twin into its virtual twin.
Moreover, we have designed an inter-tier collaborative hier-
archical caching scheme, which maximizes the aggregate e-
effective capacity across all three caching tiers. Then, we have
also developed the intra-tier collaborative hierarchical caching
scheme to minimize the transmission delay for downloading
a cached DT data item from each caching tier through opti-
mizing the wireless resources allocation (i.e., transmit power)
according to the wireless channel condition.
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