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Abstract—This letter introduces the first integrated real-time
intraoperative surgical guidance system, in which an endoscope
camera of da Vinci surgical robot and a transrectal ultrasound
(TRUS) transducer are co-registered using photoacoustic markers
that are detected in both fluorescence (FL) and photoacoustic (PA)
imaging. The co-registered system enables the TRUS transducer to
track the laser spot illuminated by a pulsed-laser-diode attached
to the surgical instrument, providing both FL and PA images of
the surgical region-of-interest (ROI). As a result, the generated
photoacoustic marker is visualized and localized in the da Vinci
endoscopic FL images, and the corresponding tracking can be
conducted by rotating the TRUS transducer to display the PA
image of the marker. A quantitative evaluation revealed that the
average registration and tracking errors were 0.84 mm and 1.16°,
respectively. This study shows that the co-registered photoacoustic
marker tracking can be effectively deployed intraoperatively using
TRUS+PA imaging providing functional guidance of the surgical
ROI.

Index Terms—Medical robots and systems, software-hardware
integration for robot systems, surgical guidance system, transrectal
ultrasound imaging, photoacoustic imaging.
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I. INTRODUCTION

P
ROSTATECTOMY, a surgical procedure in which the en-

tire prostate gland is completely removed, is one of the

common approaches for treating prostate cancer. Different sur-

gical approaches have been adopted for the procedure including

radical prostatectomy, and the procedure with perineal approach

[1], [2]. In particular, robot-assisted laparoscopic prostatectomy

(RALP), in which the surgeon moves the robotic arm through

a computerized control system (e.g., da Vinci surgical robot),

counts for over 80% of the entire radical prostatectomy proce-

dures performed in the United States, as its minimally invasive

surgical approach shortens the recovery time and reduce the

risk of post-operative complications [3]–[5]. Although robot-

assisted radical prostatectomy has increased the surgical dexter-

ity and efficacy over conventional approach, the visualization

of the morphological structure and functional characteristics

(e.g., neuronal network structure surrounding the prostate gland,

prostate cancer) of the surgical region-of-interest (ROI) is de-

termined by solely on the endoscopic camera. The camera view

cannot distinguish between healthy and cancerous tissue, nor

can it determine the location of anatomical structures such as the

nerves. Thus, there has been an emerging demand for additional

imaging modalities that can provide an advanced interpretation

capability [6]–[9].

Transrectal ultrasound (TRUS) imaging is the most widely

used prostate imaging modality since it provides real-time imag-

ing and is easy to be implemented with RALP [10]–[12]. In

addition, photoacoustic (PA) imaging can be combined to pro-

vide additional functional molecular imaging [13]–[16]. Thus,

the use of transrectal ultrasound and photoacoustic imaging with

RALP has the benefit of providing the surgeon additional tools

to improve oncological and functional outcomes.

There have been several endeavors to integrate TRUS imaging

with RALP. In particular, Mohareri, et al. [10] developed a

real-time ultrasound image guidance system during the prosta-

tectomy procedure in which a robotized TRUS system auto-

matically tracks the surgical instrument of a da Vinci surgical
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Fig. 1. Conceptual illustration of registration and tracking using photoacous-
tic markers (PM). The registration (Freg) indicates the frame transformation
between the endoscopic stereo camera frame (EC) and the TRUS frame (TR).
The tracking of PM is conducted by rotating the TRUS transducer based on the
given Freg. [xM, yM, zM]�EC and (u, v) represent the positions of PM in EC
frame and 2D PA image, respectively. r is the radius of TRUS transducer, and
θ is the rotation angle.

robot. The study performs the calibration between the TRUS

transducer and surgical tool tip by determining the tool tip po-

sition using the highest acoustic intensity reflected from the tip.

Moradi, et al. [17] further developed the system by incorporating

PA imaging modality by attaching the optical fiber to the tool tip.

Although these approaches have paved the way for using TRUS

imaging with RALP procedure, there are several limitations

to the approach. In particular, detecting the surgical tool tip

accurately in the ultrasound image is challenging, especially in

the elevational direction, and is dependent on the shape of the

surgical instrument and the manner in which it is pressed on the

tissue. This lowers the calibration performance.

To overcome these issues, a photoacoustic marker (PM)

technique was recently proposed by Cheng, et al. [18]. With

this method, a laser source is used as the marker that can be

detected by both the camera and the photoacoustic sensor. By

having multiple PMs, a frame transformation between the TRUS

and camera frames can be calibrated preoperatively, to enable

the TRUS transducer to automatically track the PM during the

operation (Fig. 1). One can leverage this by attaching a laser

source to the surgical tool and aim the laser point to the tool

tip, to enable TRUS+PA image-guidance at a specific imaging

plane-of-interest. However, this technology has been evaluated

via off-line processing, which has not yet validated in real-time

operation for surgical intervention.

In this paper, we present the first integrated implementation

and demonstration of a TRUS+PA image-guided real-time intra-

operative surgical guidance system based on the PM technique.

A pulsed-laser-diode (PLD) is used as the laser source, to per-

form the registration between the fluorescence (FL) image of the

da Vinci endoscopic camera and the TRUS image. The tracking

is conducted to display the in-plane US+PA images where the

laser is aiming at the ROI. This letter is structured as follows:

In Section II, the system architecture, functional architecture

along with sub-module structures, and algorithms are listed and

described. In Section III, we presented the experimental setup,

the resultant FL and US+PA images, as well as a quantitative

evaluation. Lastly, Section IV summarizes our method and dis-

cusses its limitations and further applications.

II. METHODS

In this system, the tracking of the PM by the TRUS transducer

is enabled by generating the PMs with laser to the surgical

region-of-interest. The PMs are detected by the da Vinci flu-

orescence endoscope camera (Firefly, Intuitive Surgical, Inc.,

Sunnyvale, CA, USA), and its 3-dimensional (3D) position is

localized with respect to FL frame (i.e., EC). The position of

the PM is then transformed to TRUS coordinate system (i.e.,

TR) and the associate rotation angle is derived accordingly. As

a result, the actuator attached to the TRUS transducer will rotate

to the desired angle so that the resultant in-plane US+PA images

are displayed. A detailed description of the system is given in

the following subsections.

A. System Architecture

The overall system architecture is shown in Fig. 2. The pro-

posed surgical guidance system is composed of several mod-

ules including the host computer, da Vinci surgical robot, a

pulsed-laser system, an actuator control module, and a US+PA

imaging system. The black arrows indicate the signaling direc-

tion between the connected modules. In other words, the host

computer will start the PM illumination by starting the laser

excitation through triggering the USB-connected laser system.

The US+PA imaging system is synchronized with the laser

system, and provides the real-time US+PA imaging upon laser

excitation. The endoscopic stereo camera images are streamed

and transferred to the host computer for real-time 3D PM lo-

calization. The actuator control module and the host computer

are connected through TCP/IP protocol for the tracking control,

through which the rotation angle value is transferred from the

host.

Fig. 3 shows the functional flowchart of the proposed sys-

tem. The solid arrows indicate the data transfer direction. Note

that each module runs concurrently and communicates with

other modules in the ROS platform. The host controls the laser

excitation (i.e., PM generation), stereo image processing, PM

localization, frame transformation, and angle calculation. The

laser system generates the laser pulses according to the message

provided by the host.

B. Laser Control System

A fiber-coupled PLD (QSP-785-4, QPhotonics LLC, Ann Ar-

bor, MI, USA) driven by a pulsed laser driver (LDP-V, PicoLAS

GmbH, Germany) is used to generate a 785 nm laser beam.

The driver is operated by a function generator (SDG2042X,

SIGLENT, Shenzhen, China) for excitation. The excitation pa-

rameters of the laser are: 5 kHz, pulse-repetition-frequency
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Fig. 2. The overall system architecture of TRUS+PA image-guided surgical guidance system. DAQ: Data acquisition system; FL EC: Fluorescence endoscopic
camera .

Fig. 3. Functional flowchart of the system. The blue words indicate the
transferred data.

(PRF); 1 usec, pulse width; 4 A, input current. Here, we heuristi-

cally optimized the laser excitation parameter by comparing the

images in which the PM can be simultaneously detectable in both

FL camera and the TRUS transducer. Since the light diverges

at the end of the fiber when it is excited, an anti-reflective

(AR) coated fixed convex lens focused at 24 mm with 5 mm

Fig. 4. Timing diagram of laser excitation.

depth-of-focus, is attached at the output port of the PLD to focus

the laser beam at the target surface.

Fig. 4 illustrates the timing diagram of the laser excitation.

Initially, the host sends a message which indicates starting of

the laser excitation (i.e., laser ON), to the micro-controller

generating corresponding TTL trigger to the function gener-

ator. Consequently, the function generator drives the laser by

producing the excitation pulses. Note that by the time when

the laser excitation message is received by the micro-controller

(i.e., laser ON), 250 excitation pulses are generated, so that

the imaging module can average the PA images to increase the

signal-to-noise ratio (SNR). After all the excitation pulses are

generated, a output trigger is sent back to the host computer via

micro-controller, to indicate the laser excitation is finished (i.e.,

laser OFF).

C. PM Generation

The photoacoustic marker (PM) is generated based on the

photoacoustic effect by the laser excitation, where the optical

absorber converts the excited light energy into thermal energy to

generate corresponding acoustic pressure which can be detected

by a clinical ultrasound transducer. Note that the PM can also
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Fig. 5. PM localization algorithm in FL imaging modality. Block diagram
representing the PM localization workflow. The pre-precoessed images (i.e., FL
images without and with the laser illumination) are subtracted to highlight the
PM (i.e., Laser ON – Laser OFF), and the weighted centroid point was defined
as the PM position.

be detected by the fluorescence imaging. In this study, PM was

generated by a single pulsed laser excitation and corresponding

acoustic wave was received by the TRUS transducer to recon-

struct the PA image.

D. PM Localization Algorithm

To perform frame registration and tracking, the PMs are

localized in each modality (i.e., FL and PA images).

1) Fluorescence Imaging: The da Vinci endoscopic stereo

camera is calibrated with MATLAB stereo camera calibration

toolbox (MathWorks Inc., Natick, MA, USA). The PM is high-

lighted in the left and right camera views by eliminating the

background by subtracting the two consecutive images with

and without the laser excitation (Fig. 5). Here, the images are

pre-processed by labeling with the laser status (i.e., laser ON

or laser OFF), and the program subtracts the two consecutive

images if the state of the laser is changed. Next, the highlighted

PM is first segmented with a certain intensity threshold and fitted

to an ellipse to compute its intensity-weighted centroid within

the ellipse region. As a result, the 3D position of the PM is

derived by triangulating the two centroid points obtained from

both cameras.

Here, the image capture system streams the FL image with

18∼20 Hz frame rate, which significantly exceeds the respiration

rate that a normal adults have at rest (e.g., approximately 0.2 Hz).

In addition, a previous literature reporting the motion frequency

of human eye and finger shows that the speed of motion when

he/she tracks a visual target remains at approximately 5∼8 Hz

[19], which will be potentially identical to the speed of ma-

nipulating the surgical instrument during surgery. Thus, the

subtraction algorithm will be sufficiently effective as the interval

between the two subtracted images (i.e., images with and without

the laser spot) is much shorter than the respiration interval

and hand motion interval (i.e., 50 msec, 5 sec, 200 msec for

the intervals between the two images, consecutive respiration,

and hand motion, respectively). Furthermore, the subtraction

algorithm is simple to be implemented, and robust to be applied

to not only prostate surgery, but also other organs as it only

highlights the PM regardless of other context within the image

(e.g., organ structure, surgical instruments).

2) Photoacoustic Imaging: A photoacoustic image is first

reconstructed with a custom program which conducts radio-

frequency (RF) domain averaging over total acquisitions (i.e.,

250), delay-and-sum (DAS) beamforming, and post processing

for image display. A low-pass filter is applied to remove the

high-frequency noise component. Consequently, the PM was

segmented from the image by applying the intensity and pixel

size threshold. The threshold was determined manually based

on the size of the PM (i.e., 1 ∼ 2 mm in diameter). Note that

a robust PM segmentation algorithm is under development for

further implementation.

E. Actuator Control

The actuator control module consists of a one degree-of-

freedom motorized rotation stage (PRM1Z8, Thorlabs, Newton,

NJ, USA), a dedicated driver (KDC101, Thorlabs, Newton, NJ,

USA) which is controlled with a custom LabVIEW (National

Instrument, Austin, TX, USA) program. The actuator has a

maximum rotation velocity of 25°/sec, with a calculated res-

olution of 0.0005°. In this study, the rotation velocity is set to

the maximum to ensure fast-tracking of the PM. In addition,

a 3D-printed fixture mount is used to rigidly attach the TRUS

transducer to the actuator.

F. Registration

The registration is conducted before performing the tracking.

At least three-point pairs in FL and PA images are acquired and

the registration transformation Freg is computed using Horn’s

method [20]. Based on the PM localization algorithm in each

imaging modality, the 3D position of the PM with respect to

fluorescence imaging (i.e., EC) is calculated in the cartesian co-

ordinate system (i.e., [xM, yM, zM]�EC). The position of PM in the

PA imaging frame was represented as (u, v, θ), which indicates

the lateral and axial positions of the pixel in 2D photoacoustic

image and the current angle of the rotation stage, respectively

(Fig. 1). These are converted to the cartesian coordinate based

on the equation below:
⎡

⎣

xM

yM
zM

⎤

⎦

TR

=

⎡

⎣

u

(r + v) · cos θ
(r + v) · sin θ

⎤

⎦ (1)

where r is the radius of the TRUS transducer. x , y, and z match

with lateral, elevational, and axial direction of TR frame.

Unlike FL imaging, manual maneuvering of the rotation stage

is conducted in order to obtain the in-plane photoacoustic signal

from the PM. By comparing the multiple images with adjacent

orientations, the image with the highest intensity calculated from

each centroid is regarded as the in-plane image, and correspond-

ing coordinates (i.e., (u, v, θ)) are used for the frame registration.
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G. Tracking

The aforementioned PM position in FL imaging is trans-

formed to TRUS imaging coordinate based on the transformation

matrix calculated from the registration. Thus, the position of the

PM in the TRUS imaging coordinate will be

⎡

⎢

⎢

⎣

xM

yM
zM
1

⎤

⎥

⎥

⎦

TR

= Freg

⎡

⎢

⎢

⎣

xM

yM
zM
1

⎤

⎥

⎥

⎦

EC

=

[

Rreg treg

0 1

]

⎡

⎢

⎢

⎣

xM

yM
zM
1

⎤

⎥

⎥

⎦

EC

(2)

where Freg is the frame transformation matrix between EC and

TR frames (Fig. 1).

To perform the tracking in which the TRUS transducer rotates

to the desired angle to display in-plane US+PA image, the angle

is derived from cartesian coordinate system:

θrotate = tan−1
yMTR

zMTR

(3)

H. Dual-Modal US+PA Imaging System

Ultrasound and photoacoustic images are acquired to visu-

alize the morphological structure and the PMs, respectively.

Here, a bi-plane TRUS transducer (BPL 9-5/55, BK Medical,

Peabody, MA, USA) is connected to a commercial diagnostic

ultrasound machine (SonixTouch and SonixDAQ, Ultrasonix

Medical Corp., Canada) for dual-modal US+PA imaging. The

specification of the transducer is: 6.5 MHz, center frequency;

0.43 mm, element pitch; 128, number of elements; 10 mm,

transducer radius r. The acoustic RF data was obtained with

40 MHz sampling frequency. For PA imaging, 250 images are

averaged to increase the signal-to-noise ratio (SNR).

I. Ex-Vivo Tissue Preparation

These experiments are performed using fresh ex-vivo chicken

breast tissue. To enable PM visualization from both imaging

modalities (i.e., FL and PA images), the tissue sample is stained

with an indocyanine green (ICG) dye (TCI, Tokyo, Japan) solu-

tion in 2 mg/ml concentration. The selection of the dye is based

on the fact that the ICG has its peak absorbance and emission

at 780 nm and 805 nm wavelengths, respectively. This matches

well with the excitation laser wavelength and the emission filter

installed in the da Vinci FL endoscopic camera. Note that the

staining is performed for 10 minutes based on the maximum

downtime that will not hamper the surgical procedure.

J. Performance Evaluation

To evaluate the tracking performance, a quantitative evalu-

ation is performed. Based on the frame registration result, the

3D positions of multiple PMs measured in the FL image are

transformed to the TRUS image frame (i.e., TR), and the errors

are measured by calculating the Euclidean distance and the

relative angle from corresponding ground truth PM positions

in the TRUS image frame. The ground truth position of the PM

is collected similarly to what was performed in registration, in

which the in-plane image is determined by manually maneuver-

ing of the rotation stage. The Euclidean distance is measured as

Fig. 6. Ex-vivo Experimental setup mimicking practical surgical scenario. EC:
Endoscopic stereo camera; TRUS: Transrectal ultrasound transducer.

follows:

dist =

√

∑

(

�dtracked −
�dGT

)2

(4)

where �dtracked, �dGT are the tracked and ground truth PM positions

in TRUS image frame, respectively.

III. RESULTS

A. Experimental Setup

Fig. 6 shows the experimental setup with the da Vinci en-

doscopic camera and TRUS transducer mimicking a surgical

procedure. An ICG dye-stained ex vivo chicken breast tissue is

supported by a phantom holder, and the TRUS transducer fixed

to the actuator is located underneath and placed in contacted with

the tissue for the US+PA imaging. The endoscopic camera cap-

tures the experimental scene from the top. Blue light indicates

the fluorescence illumination from the camera module. The PLD

emits the laser to generate the PMs on the surface.

B. PM Visualization in FL and PA Imaging Modalities

The PM generated by the PLD is visualized in both FL and

PA imaging modalities (Fig. 7). The fine-tuning of the laser

excitation parameters enabled creation of a clear marker in FL

images shown as a brighter green dot compared to another region

that is not excited. Moreover, the marker is also presented in the
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Fig. 7. Visualization of PMs in both FL and US+PA imaging modalities after registration and tracking. The photoacoustic image was overlaid on the grayscale
ultrasound image.

normalized PA image at the surface of the chicken breast indi-

cated with the bright solid line shown in b-mode US image. Note

that the images are captured after conducting the registration,

and the marker is tracked by rotating the TRUS transducer.

C. Quantitative Evaluation

Several quantitative evaluations were conducted to assess the

performance of the proposed system.

First of all, we have evaluated the accuracy of the centroid

detection in endoscopic camera. In particular, the laser is aimed

at a random corner of the checkerboard, and the Euclidean

distance between the detected centroid and the corner position

was measured. Note that the Harris corner detection algorithm,

a standard algorithm for corner detection, was used to calculate

the corner position within the checkerboard. Corner position was

measured without any laser excitation. Five measurements were

collected, and the accuracy of centroid detection algorithm was

0.54±0.12 mm.

In addition, the evaluation of registration and tracking were

conducted with three different position sets, and five tracking

tests were performed at each position set. Fig. 8 shows the

representative plot of position set #3, showing the positions of

detected PMs and corresponding ground truth positions (i.e.,

blue and red dots, respectively). Note that the TR frame is

set as the origin. Quantitative measurement of Euclidean dis-

tance represents the registration errors: {0.67±0.18, 1.09±0.38,

0.77±0.34} mm for the three position sets (Table I). In addition,

the expected rotation angle is also derived to evaluate the error of

tracking: {1.13±0.13, 1.21±0.43, 1.14±0.33} degrees for the

three position sets (Table I). The Euclidean distances between

the ground truth and tracked PMs are within acceptable range,

by the fact that a prostate tumor of 5 mm diameter or less is

considered to be insignificant. The registration and tracking

performance are determined by how accurately the PMs are

localized from both FL and PA images. In PA imaging, the

resolution of the rotation actuator (i.e., 0.0005°) is the dominant

factor for accurate localization of the PM as it determines if the

PM is in-plane to the TRUS imaging direction. For instance,

an actuator with a coarse rotation resolution (e.g., 1°) will not

obtain the comparable tracking performance obtained in this

experiment. Besides, the slice thickness of the TRUS transducer

Fig. 8. The positions of tracked PMs (Blue dots) and corresponding ground
truth positions (Red dots) with respect to TRUS-PA coordinate. x-, y-, z-
axis indicate the lateral, elevational, and axial direction with respect to TRUS
coordinate, respectively. Red, green, and blue color of the frame represent x-, y-,
z-, direction, respectively.TR: TRUS coordinate frame; EC: Endoscopic camera
frame.

defines the sensitivity in which the TRUS transducer can receive

the off-axis PA signals from the PM which is within the slice

thickness. Note that the measured slice thickness of the TRUS

transducer is 5.4°. In other words, when the TRUS transducer

is not oriented to the position of the PM, it can still be detected

when the orientation of the TRUS transducer is within the range

of [−2.7, 2.7]°.

Here, further evaluation of the registration performance using

PMs was conducted with target registration error (TRE). 15

laser spots were detected by both endoscopic camera and the

TRUS transducer as shown in Fig. 9(a), (b). Among the 15 point

pairs, four pairs were chosen for calculating the transformation,

and the rest pairs were used to calculate the TRE. Note that

three categories of point pair configurations for transformation
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TABLE I
QUANTITATIVE MEASUREMENT

calculation were defined based on the distance between the laser

spots: (1) Four spots are positioned next to each other, (2) Two

spots are positioned next to each other, and two of these are

combined to form four points, (3) Four spots are all separated.

For example, red, green, and blue squares in Fig. 9(b) indicate the

case 1, 2, and 3, respectively. For each case, 10 iterations were

conducted to obtain the mean TRE and its standard deviation.

The TRE measurement shows that the registration yields better

performance when the laser spots are positioned farther away to

each other: {2.84±1.12, 2.23±1.07, 1.05±0.37}mm for case 1,

2, and 3, respectively (Fig. 9(c)).

IV. DISCUSSION AND CONCLUSION

In this paper, we presented an integrated implementation

of a TRUS+PA image-guided intraoperative surgical guidance

system based on the PMs. The experiment was performed with

a da Vinci surgical robot system which is widely used for RALP

procedures. We demonstrated the real-time tracking of PMs by

the TRUS transducer in an ex-vivo chicken breast tissue study.

The frame registration using PMs was conducted by manually

maneuvering the rotation stage, and the resultant registration

led to accurate tracking of the PMs. The study does have some

limitations that are addressed next and that can be addressed by

future work.

First, automatic registration is needed to improve the effi-

ciency in the operating room. Currently, the user is required to

manually find the in-plane image that can accurately represent

the PM by rotating the actuator. This step will not only be depen-

dent on the user’s subjective opinion or bias, but also requires

some time that is not appropriate for conducting before, or during

the operation. To improve this, our group is developing a ded-

icated algorithm (e.g., golden section search algorithm) which

will efficiently search for the in-plane angle by incorporating a

search algorithm based on the photoacoustic intensity generated

from the PM. In addition, automatic registration will also enable

online re-calibration during the operation if it is needed. For

instance, the position of the endoscopic camera may change

based on the surgeon’s intention, where frequent update of the

registration matrix is inevitable. Hence, the online re-calibration

will allow the system to track the surgical instrument without

compromise.

Second, we would need to generate both stronger optical and

PA signals from the markers. In our experimental setup, the

average power of the laser from the PLD was ∼= 35 µW, which is

much lower than what is used in standard photoacoustic imaging.

As a result, 250 images were averaged in order to enhance the

SNR with imaging up to 2 cm in imaging depth. Considering that

the distance between the TRUS transducer and PMs in practical

Fig. 9. Evaluation of the configuration of multiple PMs for calculating the
transformation. (a) The relative positions of EC and TR, when the TR is at
the origin. The red and blue dots represent the PMs detected by the endoscopic
camera and the TRUS, respectively. x-, y-, z- axis indicate the lateral, elevational,
and axial direction with respect to TRUS coordinate, respectively. (b) x-y plane
view of laser spot positions. A 3∗5 grid of laser spots are roughly spaced at
5 mm and 10 mm in x- and y- directions, respectively. The red (1), green (2),
and blue (3) squares indicate three exemplary cases of point configurations for
calculating the transformation matrix. (c) TRE measurements for each case.

scenario is approximately 50∼ 60 mm, additional averaging will

be inevitable which will further sacrifice the temporal resolution

of the PA imaging. Note that the built-in illuminator of the

endoscope camera has a maximum output power of 124 mW

at 805 nm wavelength which is much stronger than current PLD

setup. Therefore, the laser source with increased power can help

resolve the limitation in both PA imaging (i.e., imaging depth

and temporal resolution) and further improve FL imaging (i.e.,

PM detectability).

Third and finally, the actuator needs to be faster. Note that the

actuator used in this study was originally manufactured for rotat-

ing optical components. The set rotation velocity (i.e., 25°/sec)

is slow for continuous tracking of the surgical instrument.

An in-vivo experiment will be performed to evaluate the

efficacy of the proposed surgical guidance system. Although

this study has shown good results in the ex-vivo setup, there are

several challenges when it is applied in surgery. For instance,

tissure properties will be different when compared to ex-vivo

chicken breast tissue, and this may perturb the PA signals.

Also, the presence of blood in the surgical ROI may disturb

the visibility of PMs in FL imaging.
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The proposed system is not only limited to ICG imaging,

but also capable of imaging other types of contrast agents. In

particular, FL imaging with a voltage-sensitive-dye (VSD) has

recently been proposed by our group to monitor the electrophys-

iological activity in the cavernous nerves bundles surrounding

the prostate in an animal model [21]. Here, the proposed system

can be applied with VSD to monitor the active nerve during

prostatectomy via PA imaging. We envision that the surgical

guidance system can provide the functional information related

to nerve activity to the surgeon, ultimately reduce the risk of

post-operative complications (e.g., erectile dysfunction) induced

by the nerve damage.
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