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Abstract—As one of the most commonly performed spinal
interventions in routine clinical practice, lumbar punctures are
usually done with only hand palpation and trial-and-error.
Failures can prolong procedure time and introduce complica-
tions such as cerebrospinal fluid leaks and headaches. Therefore,
an effective needle insertion guidance method is desired. In this
work, we present a complete lumbar puncture guidance system
with the integration of (1) a wearable mechatronic ultrasound
imaging device, (2) volume-reconstruction and bone surface esti-
mation algorithms and (3) two alternative augmented reality user
interfaces for needle guidance, including a HoloLens-based and a
tablet-based solution. We conducted a quantitative evaluation of
the end-to-end navigation accuracy, which shows that our system
can achieve an overall needle navigation accuracy of 2.83 mm and
2.76 mm for the Tablet-based and the HoloLens-based solutions,
respectively. In addition, we conducted a preliminary user study
to qualitatively evaluate the effectiveness and ergonomics of our
system on lumbar phantoms. The results show that users were
able to successfully reach the target in an average of 1.12 and
1.14 needle insertion attempts for Tablet-based and HoloLens-
based systems, respectively, exhibiting the potential to reduce the
failure rates of lumbar puncture procedures with the proposed
lumbar-puncture guidance.

Index Terms—Wearable devices, augmented reality, ultrasound
imaging, image-guided procedure, spine intervention.

I. INTRODUCTION

OVER 360,000 lumbar punctures (LP) are performed
annually in emergency departments alone within the
United States and the number is still increasing [1], [2].
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During this procedure, the patient needs to bend forward
to enlarge the inter-spinous gap, while the clinician tries
to palpate the lumbar and locate the gap for needle inser-
tion. It can be especially challenging for pregnant or obese
patients who cannot sufficiently bend to open the inter-spinous
gap, and for patients with severe spine malformations such
as scoliosis. These difficulties can lead to prolonged treat-
ment time and missing the initial needle placement. Repeated
attempts may also increase the risk of iatrogenic complica-
tions [3]. According to [4], headache occurs in up to 40%
of patients after lumbar puncture, and about 16% patients
report issues with back pain. Other rarer (< 1%) but more
dangerous complications can also occur, including cranial
neuropathies, nerve root injury, hematoma, CSF leak, menin-
gitis, and prolonged backache and headaches (lasting up to
1 year) [3], [4], [5]. In addition, a traumatic LP procedure,
with an estimated occurrence rate of 10%-30%, can result
in CSF blood contamination which may introduce infection,
confuse diagnostics and delay the proper treatment for the
patient [6], [7].

To overcome these challenges, ultrasound guidance has been
introduced for LP, which is shown to have a higher success
rate (90.0%, with 2.07 needle passes on average), fewer trau-
matic LPs (10.7%), shorter procedural time (6.87 minutes)
and is also radiation-free [8], [9], [10]. However, due to the
complex shapes of the self-shadowing vertebrae and the static
ultrasound scan from a single imaging pose, critical anatomical
features such as inter-spinous gaps are often poorly visual-
ized: (1) high acoustic attenuation from the bones will block
out important anatomical features, (2) bone boundary fea-
tures will not be completely shown in the images for the
parts of the bone surface where the ultrasound beam inci-
dence angle is large and (3) bone boundaries can be shown
blurred with the early-and-late echo imaging artefacts due
to elevational beam thickness and a large incidence angle.
Therefore, the conventional ultrasound guidance approach
can only provide minimum information for potential needle
pathways. Additionally, since clinicians need to hold the ultra-
sound probe in one hand during the procedure, they cannot
use both hands to stabilize the needle and control insertion
depth [7].

Several approaches have been proposed to address these
issues for ultrasound-guided spinal intervention. One of the
most researched ideas is to register preoperative CT or MRI
to the intraoperative ultrasound to provide complementary
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anatomical context information for needle insertion guid-
ance [11], [12], [13]. However, the requirement for preoper-
ative CT or MRI will increase the treatment time and cost.
In [14], an atlas-based registration approach is taken to register
the intra-operative ultrasound with a statistical shape model of
lumbar vertebrae. While this approach may avoid the preoper-
ative imaging requirement, it may not be suf ciently accurate
when targeting patients with severe spine malformations or
pediatric patients due to the limited modeling capability of
the atlas. To completely remove the dependency on the pre-
operative scans while retaining the full anatomical context
information, it is necessary to image the spine from multiple
viewing angles and generate artifact-reduced ultrasound vol-
umes. In the literature, this is proposed to be done freehand
with external tracking devices or using an robot arm hold-
ing the probe [15], [16], [17], [18]. However, it is dif cult
to maintain the image-anatomy relationship in the presence
of patient motion and also may require the use of expensive,
bulky robot arms. An alternative approach is to integrate an
ultrasound element into the needle tip to provide guidance
information from inside the needle and navigate through the
anatomy [19], [20]. While this approach is registration-free
and does not require bulky robot arms, it can only provide
limited guidance information because the imaging feedback is
acquired by rotational sweeping of the needle, which is often
impractical when the needle is in deeper tissues or close to
vital structures. Another approach utilizing augmented reality
is presented in [21], where an ultrasound scan is used to create
a virtual insertion plan to aid the user with spinal insertion,
but this system only displays a holographic planning line that
does not track with patient movement and does not contain
anatomical context from ultrasound images. Similar AR-based
approaches for needle-based spinal intervention have been
presented but each has its limitations, such as utilizing pre-
operative CT which involves ionizing radiation [13], [22], or
still relying on the user’s hand operation for real-time image
feedback during insertion [23].

To address the aforementioned issues, we present a
new lumbar puncture needle guidance system that inte-
grates our wearable mechatronic ultrasound device (an
improved, tracking-friendly version from [24]) with two alter-
native augmented reality (AR)-based navigation interfaces
(HoloLens-based and Tablet-based) and bone surface esti-
mation algorithms [25] to provide accurate, real-time, and
intuitive needle insertion planning and guidance for lumbar
puncture. To the best of our knowledge, we are presenting
the rst completely integrated LP-guidance system with wear-
able imaging hardware, image processing algorithm and Ul
components, that provides all of the following advantages:

« Hands-free automatic image acquisition.

« Does not require a pre-operative CT scan or use atlas-

based registration of spine models.

« Does not require an expensive, bulky industrial robot arm.

« Provides multi-angle imaging of spine anatomy by con-

trolling and measuring the exact geometry of ultrasound
scanning motion.

« Maintains the accurate image-anatomy relationship in the

presence of patient movement.

« Natural integration with image processing algorithms and
AR user interfaces.

We rst introduce the individual system components and
how each piece of hardware is integrated into a complete
system with calibrations in Section II. Next, in Section III,
we describe our quanti cation experiment for overall needle
navigation accuracy and our user study on lumbar phantoms
for qualitative evaluation of system usability. In Section IV,
we provide discussions on experiment and user study results,
followed by a summary of the research ndings and visions
for future work in Section V.

II. METHODOLOGY

The overview of the full lumbar puncture guidance system is
shown in Fig. 1. In this work, we have implemented two aug-
mented reality interface variants for studying the effectiveness
of different AR-guidance strategies. Within the L.P-guidance
system, a central communication laptop is connected to the
image acquisition system and the navigation interfaces for data
communication and control.

A. Wearable Ultrasound System Overview

In [24], we introduced a wearable ultrasound scanner
designed for complex-shaped lumbar imaging which has a
2 degree-of-freedom (DOF) rotating and translating phased
array transducer (Fig. 1(c)) that reduces shadows, increases
the chance of US beams imaging with ideal incidence angles
on bone surfaces and enlarges the eld-of-view for the lum-
bar anatomy. The wearable scanner is designed to be xed
to the patient with bio-compatible adhesive and has a ex-
ible polymer acoustic standoff pad for the bottom part that
conforms to the minor unevenness of the patient’s skin.
In this study, we used an improved version of the scan-
ner with a similar mechanical design housing a custom
2.75 MHz phased array transducer, with an overall dimen-
sion of 110mm(L) x 70mm(W) x 48mm(H) and a weight
of 307 grams. The ultrasound images were captured with an
Ultrasonix SonixTablet.

To integrate the wearable scanner with the two navigation
interfaces, three types of camera markers were attached to the
scanner housing, including AprilTags [26] (19 mm x 19 mm),
QR codes (25 mm x 25 mm), and infrared optical markers.
The scanner housing is 3D printed with engraved markings
so that AprilTags and QR codes can be accurately attached
to known locations in the scanner coordinate frame. The
AprilTags can be tracked by the Tablet camera, and the QR
codes are used by the HoloLens 2.

B. Data Processing Pipeline

Immediately before the LP procedure, our wearable
ultrasound imaging system collects a full scan of the
patient’s lumbar from varying insoni cation windows from
the 2DOF device workspace. Then, the imaging data along
with the positional encodings are transferred to the cen-
tral communication laptop for image processing. The data
will be processed and automatically sent to the Tablet-
based or HoloLens-based navigation interfaces following
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Overview of the proposed lumbar puncture guidance system with two navigation interface variants: (a) Tablet-based solution, (b) HoloLens-based

solution. The system components include (c) Wearable ultrasound image acquisition system, (d) data communication and processing workstation, and (e-f)

two alternative navigation interfaces.

separate intermediate data processing pipelines as shown
in Fig. 2.

Tablet-Interface Data Workflow: The Tablet-based naviga-
tion interface requires a reconstructed 3D ultrasound volume
for needle path planning and guidance. During scanning,
the spatial transformation for each 2D ultrasound image is
recorded by the motor encoders and computed with scanner
kinematics. Given the B-mode image data, corresponding spa-
tial transformation, and pixel spacing information, we are able
to reconstruct a 3D ultrasound volume following the algorithm
described in [27] with the averaged voxel-nearest neighbor
(VNN) method. Currently, our volumetric reconstruction algo-
rithm takes about 90 seconds for the image processing of a
whole scan, which is around 730 images with 9 angled lin-
ear sweeps, on a laptop computer with an Intel i7-12700k
processor and RTX 3070 graphics card.

HoloLens-Interface Data Workflow: 1t is less intuitive to
present the raw ultrasound data to the user in the HoloLens
environment. Instead, we display a hologram of a 3D mesh rep-
resentation of the spine surfaces generated from the ultrasound
image data, as shown in Fig. 2(f). Here, we developed and
integrated the surface estimation algorithm described in [25],
where an aggregated feature extractor is applied on the raw 2D
ultrasound image to generate a bone feature map (Fig. 2(b)),
by taking advantage of the local phase information and the
shadowing information within the image. Then, both the raw

2D US image and the feature map are fed into a spatio-
temporal U-Net to produce a spine surface estimation heatmap.
The network is trained using image data captured on a separate
spine phantom to demonstrate algorithm generalization during
the user study. We then reconstruct a bone surface estimation
volume using the network output and the corresponding spatial
transformation matrices. The reconstructed volume is further
processed using automatic binary Otsu thresholding [28] fol-
lowed by volumetric image closing and opening morphological
operations. The binary 3D surface volume is then transformed
into a mesh model via the Flying Edges algorithm [29] imple-
mented within 3D Slicer [30] for needle path planning and
guidance in the AR environment. Our bone surface estimation
algorithm can create one complete 3D mesh in around 4 min-
utes including feature map generation, bone surface estimation
and reconstruction. This is benchmarked on the same machine
as the Tablet-method.

C. Tablet-Based Navigation Interface

Our tablet-based guidance strategy uses a Microsoft Surface
Pro tablet system developed by Clear Guide Medical, as
shown in Fig. 3. Three AprilTags are attached to the shell
of the mechatronic US scanner and one AprilTag is attached
to the needle to allow the rear-facing tablet camera to track
the scanner and the needle in real-time.
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Data processing workflows. Tablet data workflow: Raw images (a) are acquired by the wearable scanner along with transformation matrices, and

ultrasound volume (d) can be reconstructed for needle planning. HoloLens data workfiow: Raw images (a) are first used to extract feature image (b), and
both images are used to compute a bone surface estimation map (c). The surface estimation maps can be reconstructed into a feature volume (e) and further

processed as mesh surfaces (f) for the HoloLens application.

Needle Path Planning

PLANNIG

Needle Insertion Guidance

Fig. 3. Tablet-based navigation interface overview. Lefi: Using the path planning interface, an entry point (yellow) and a target point (green) can be selected.
Right: During needle insertion, a solid green arrow is drawn from the tracked needle tip to the planned entry point. The green dotted line indicates the target
needle angle, and the green torus represents the angular alignment error in the camera depth direction.

Path Planning Interface: For the tablet guidance system,
an ultrasound scan is performed and the scan volume is
reconstructed. This 3D US volume is sent from the central
communication laptop to the tablet over Wi-Fi. Using the
touchscreen planning interface on the tablet (Fig. 3 Left), the
clinician can scroll through slices of the 3D ultrasound volume
in either axial or sagittal view and select an entry point and a
target point within the volume, and thereby position a “virtual”

guidance line at a specific pose in 3D space that serves as a
navigation guide line for the actual LP needle placement.
Insertion Guidance Interface: As shown in Fig. 3 (Right),
the top half of the tablet screen displays the rear camera feed
with augmented reality overlays of in-place orthogonal ultra-
sound slices. At the bottom of the screen, two orthogonal static
2D US slices are displayed with an overlaid green line repre-
senting the planned needle trajectory. The images are the axial
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Fig. 4. HoloLens-based navigation interface overview. Left: In planning mode, the user selects a planned needle trajectory by positioning the red planning
guide line. The HoloLens 2 built-in hand tracking allows the user to pinch and drag the yellow and teal grab handles. The yellow sphere translates the line,
while the teal sphere rotates the line around the target point. Cenfer: During needle insertion, the user can follow a trajectory plan by lining up the blue
crosshairs (expected path of the tracked needle) with the red circular visual cues (trajectory plan path). Right: The scanner outline (green) and tracked needle
position are displayed as holograms to allow the user to verify tracking accuracy, with the same spine model shown in Left.

and sagittal views of the reconstructed volume and are selected
such that they contain the target point. During the procedure,
the tracked needle position is simultaneously shown as pur-
ple lines in all three sections of the tablet display. In the top
augmented reality screen section, a green arrow is drawn from
the tracked needle tip to the planned entry point on the skin
surface, allowing the clinician to position the needle tip in the
correct starting location. A dotted line showing the angle of
the planned trajectory allows the clinician to pivot the needle
to obtain correct left/right alignment. Angle alignment error
in the forward/backward direction is visualized via a green
torus encircling the tracked needle that shrinks as alignment
improves. After the needle is in proper alignment with its tip
on the skin surface, the needle insertion progress can be mon-
itored on the lower screen in the two orthogonal US slice
views, where the planned trajectory and the tracked needle’s
expected path are overlaid as green lines. The distance to the
target location is also shown in real-time.

D. HoloLens-Based Navigation Interface

Our head-mounted display (HMD) guidance strategy uses
a wireless Microsoft HoloLens 2 system running a custom
application developed using the Unity 3D game engine, which
is now open-sourcecl.]

The front-facing cameras on the HoloLens 2 track the
location of the wearable scanner using three QR codes, as
in Fig. 1(c). A fusionTrack 500 (Atracsys LLC, Puidoux,
Switzerland) optical tracking system is used to track the
position of the LP needle relative to the scanner in real-time

! https://github.com/liamjwang/lp-mr

using the optical marker attached to both the needle and the
scanner.

The ultrasound image data is first processed as shown in
Fig. 2, and the 3D mesh is sent from the central communica-
tion laptop to the HoloLens over Wi-Fi. The mesh is projected
as a hologram at the corresponding location of the actual ver-
tebrae under the patient’s skin. This interface offers the user
an intuitive “X-Ray” view of the lumbar vertebrae and the
inter-spinous gap.

Next, the clinician sets up a planned needle trajec-
tory through the inter-spinous gap by positioning a virtual
“planning guide line” using intuitive pinch-and-drag gestures
(Fig. 4 Left). This virtual planning guide line can be posi-
tioned and angled using the pinch handles. The hand tracking
input is smoothed to allow for precise positioning of the target
trajectory even if the user’s hand is unsteady.

To perform the needle insertion, the “planning guide line”
is first turned off, and then the tracked LP needle is brought
into the view of the fusionTrack 500 optical tracking system.
The HoloLens displays a virtual overlay on top of the tracked
needle in real-time. Virtual visual cues allow the clinician to
correct needle alignment error during insertion (Fig. 4 Center
and Right). Two sets of crosshairs and red circles are dis-
played: one at the surface of the patient’s skin, and the other
at the target depth of the trajectory plan. This ensures that
both the insertion angle and the target point of the planned
trajectory can be reached. The blue crosshairs represent the
expected path of the tracked needle. The red circles represent
the planned skin entry point and target point location. The
clinician’s task is to align the blue tracked needle crosshairs
with the red circles and advance to the target position. As the
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tracked needle is inserted and approaches the target, the blue
crosshairs shrink, allowing the user to accurately visualize the
distance to the target.

E. System Integration and Calibration

To seamlessly integrate different pieces of hardware into
a uni ed system, key transformations that link each com-
ponent need to be computed, which are summarized in
Fig. 5. Based on the nature of each transformation, we can
group these transformations into three categories: (1) identi ed
via calibration experiments, (2) known from tracking hard-
ware, or (3) identi ed via manufactured geometry and further
calibration.

For relevant transforms, calibration is conducted as follows:

1) The translational part of the transformation from needle
marker (either AprilTag or QR code) to needle tip Fyr
were calibrated via a standard pivot-type calibration on
the needle tip. The orientation of the needle is calibrated
by performing an additional pivot calibration on a blunt
pointer attached on the other end of the needle, as shown
in Fig. 1(f), which is used to compute the needle axis
orientation in the marker’s coordinate frame.

2) The transformation from the wearable scanner device
to the externally attached optical marker Fpy was
calibrated by using a calibrated rigid pointer (mathe-
matically equivalent to the clinical needle), to touch a
set of points on the locations py w.r.t. the local coor-
dinate M (Fig. 5(a)) on the scanner housing, such that
Py is known from the CAD model of the device. Let us
denote py;, as the needle tip location in the local coor-
dinates of the needle tip, i.e., psp = [0, 1]; we can then
establish the following equation:

Fpy -pu = Fop - Fon - Ft - Prip (1)

where the only unknown is Fpy, so we can take the
transformations Fcp and Fcy known from the opti-
cal tracker to perform point cloud registration to solve
for F PM-

3) The transformation between the ultrasound volume and
the scanner coordinates Fyy was calculated using the
known manufactured geometry of the mechanical com-
ponents within the scanner device combined with an
extra calibration step to identify an empirical offset value
for the ultrasound transducer imaging origin. The origin
was identi ed via an object scanning experiment which
took place in a Cone-Beam CT (CBCT) environment.
During the experiment, we manually adjusted this off-
set value to align the reconstructed ultrasound volume
to the ground truth location of the object with respect
to scanner coordinate identi ed in CBCT.

ITII. EXPERIMENTS AND RESULTS
A. System Navigation Accuracy Assessment

To quantitatively evaluate the overall navigation accuracy
of the imaging system with our AR interfaces, we performed
two-stage evaluation: we rst identi ed the needle tracking
accuracy by itself, then we performed an end-to-end navigation
accuracy assessment using the method shown in Fig. 6.

Tracking Accuracy Assessment Workflow: As the rst stage
of evaluation, we assess the needle tracking accuracy achieved
by either the monocular rear-facing camera of the tablet or
the stereo camera of the Atracsys optical tracker. After an
LP needle was calibrated as described in Section II-E using
either of the tracking systems, we moved the tip to a new
location and performed a pivoting motion while recording the
poses of the AprilTag or optical marker attached to the needle.
A point cloud of the needle tip estimations was generated
and its standard deviation is considered as the needle tracking
accuracy achieved by the corresponding tracker (tablet rear-
facing camera or optical stereo camera).

End-to-End Navigation Accuracy Assessment Workflow: For
the second stage of evaluation, we used a 3D printed multi-
cross-wire phantom as shown in Fig. 6(c), which is placed
in a water- lled tank. The wearable scanner is placed on
the phantom and scans the cross-wire features. The crossing
“wires” have 2 mm diameter and indentations at the cross-wire
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annotated by user; T4: Fgy or Fon: T3: FyT.

intersections as in Fig. 6(a), so that the needle tip can be
repeatably and precisely placed at the intersection points.

Next, to evaluate the overall accuracy of the navigation,
we scanned the multi-cross-wire phantom and reconstructed
the ultrasound volume as in Fig. 6(b). Then we placed the
needle tip onto the indentation at each cross-wire point and
took a snapshot of the current tracking transformations. For
a system without error, the needle tip location computed by
the tracking transformations w.r.t. the scanner base coordinates
should be at the same cross-wire points in the ultrasound vol-
ume w.r.t the scanner base coordinates, i.e., the tracking chain
and planning chain should reach the same point as described
in Fig. 6(c-d).

Let us denote pys as the cross-wire point location in the
Ultrasound volume local coordinate “U”. The system over-
all navigation error for the tablet solution, e, can be
computed by:

2

whereas the overall navigation error for the HoloLens solution,
€hololens, Can be similarly computed by:

€tablet = ‘FMU pus — FE;; - FGn - FNT - Prip

€hololens = |FMU -pus — F;;, - FE; - Fen - Far ‘ptfp‘ (3)

following the transformation definitions introduced
in Fig. 5.

To identify the cross-wire point location pys in the ultra-
sound volume, we used a back-and-forth scrolling technique,
picking multiple points along the wires and fitting lines to
determine the cross-wire intersection points. To reduce human
error in selecting the cross-wire point in the ultrasound image,
we also repeated this action with each cross-wire point 5 times.
Then, to evaluate the accuracy at different needle tracking
poses and different locations within the ultrasound field of
view, we repeated the above procedure 3 times with vary-

ing needle poses at each of the 4 cross-wire points. For

Overall system accuracy evaluation

[=2]

-

IS

w

\

T

Needle tip placement error (mm)
%]

Tablet HoloLens

Fig. 7. Result for overall system navigation accuracy assessment. The max-
imum navigation errors in this experiment are 5.04 mm and 6.20 mm for
Tablet and HoloLens solutions, respectively.

each of the needle pose, we can compute the current system
error following equations (2) or (3) and report its average
and standard deviation as the overall needle-tip placement
accuracy.

System Accuracy Assessments Results: For the first stage
evaluation, the standard deviation for needle tip estimation dur-
ing the pivoting motion was 0.46 mm for tablet camera-based
tracking and 0.13 mm for optical tracker-based tracking, with
a transformation sample size of 1000. For the second stage
end-to-end accuracy evaluation, the average system accuracy
for the tablet-based solution is 2.83 mm with a standard devi-
ation of 0.86 mm, and for the HoloLens-based solution (using
Atracsys optical tracker), it is 2.77 mm with a standard devi-
ation of 1.43 mm. A box-plot result is shown in Fig. 7. This
result represents the accumulated navigation error of reaching
a known point in space guided by our wearable ultrasound
navigation systems.

Authorized licensed use limited to: Johns Hopkins University. Downloaded on October 09,2024 at 12:48:12 UTC from IEEE Xplore. Restrictions apply.



JIANG et al.: WEARABLE MECHATRONIC ULTRASOUND-INTEGRATED AR NAVIGATION SYSTEM FOR LP GUIDANCE 973

Dataset survey

Fig. 8.

Selecting data and 3D print

-— Rubber-tube inside

Fill with background material

User study phantom setup. A spine anatomy survey is conducted on a CT dataset (Left), and both a normal and a difficult case were chosen to be

3D printed with rubber tubes filling vertebral foramen (Middle). In the end, background material was filled to mimic the human soft tissue (Right).

B. User Study Design for System Usability Assessment

In addition to assessing the system’s overall image guid-
ance accuracy, we also conducted a user study to qualitatively
evaluate the effectiveness of our navigation system in perform-
ing lumbar puncture procedures, and to study the user expe-
rience when using our two AR-based navigation interfaces.

Phantom Preparation: A user study phantom was cre-
ated following the workflow shown in Fig. 8. First, we
completed an anatomical survey of a public abdominal CT
dataset [31], [32] and identified one subject with an average-
size inter-spinous gap for lumbar puncture (“Normal” case,
hole diameter ~13 mm) and the other subject with a smaller
inter-spinous gap (“Difficult” case, hole diameter ~9 mm).
Three lumbar vertebrae (L2-L4) were segmented from the
up-sampled high-resolution CT images and 3D printed with
Formlabs Rigid 4000 v1 material. A rubber tube (15 mm
outer diameter, 1.75 mm thickness) was inserted into the ver-
tebral foramen to simulate the feeling of inserting through the
supra-spinous ligament when reaching the subarachnoid space,
which allows an easy identification of a successful needle
insertion. The lumbar models were glued to the bottom of the
container and filled with gelatin-based soft-tissue-mimicking
material. The phantom material was made according to the
recipe described in [33] and an example ultrasound image of
our custom-made phantom is shown in Fig. 2(a). We have
open-sourced the segmented lumbar models used in our study
to allow other researchers to evaluate with the same ::matomyf.2

Study Design: For our user study, we recruited a total of
22 participants, the majority of whom had limited or no prior
experience with AR/VR applications or ultrasound imaging.
The ultrasound data were acquired and processed following
the data processing pipeline shown in Fig. 2 before each
experiment to expedite the user trials. The order of the two
navigation interfaces to be tested was randomly chosen for
each user to eliminate learning effects (i.e., users getting more
experienced with LPs during later trials).

For each user trial, a study team member first introduced
the project background and tasks. Next, for the first naviga-
tion interface, a study team member demonstrated how to use
the system. Then, to evaluate the usability of the planning

2https.:M’github.n:om.l'li:amj\lvalng.-’patt:hus—lp-ph:-llntoms

interface, the user attempted to make a needle insertion plan.
To separately evaluate the planning and navigation aspects of
each interface, “expert” plans were provided by the study team
member and were used for the following needle insertions. The
user then followed the given path plans to complete 4 lumbar
punctures at different inter-spinous gaps (2 at “Normal” lum-
bar and 2 at “Difficult” lumbar). The number of insertion trials
until success were recorded for each location. Successful punc-
ture insertions were defined as insertions where the needle tip
reached the rubber tube embedded in the vertebral foramen.
Successful and failed insertions were easily distinguished by
the haptic feedback of inserting into the rubber tube, rather
than hitting a rigid bone structure.

The same workflow was followed to perform another 4 sets
of lumbar punctures with the second navigation interface.
After performing the 8 lumbar puncture procedures in total,
the user was asked to complete a questionnaire regarding
the confidence and ergonomics of each planning and navi-
gation interface. We performed a paired t-test to evaluate the
statistical significance of the user questionnaire responses.

For this initial user study, we do not require the participants
to have medical knowledge or experience with lumbar punc-
ture, because our goal in this preliminary user study was (1) to
evaluate the usability of each system for creating a needle plan,
not the quality of the plan; (2) determine how well users could
follow a predetermined needle plan using the visual guides
in each system, which requires hand-eye coordination but no
medical knowledge.

Study Results: A summary of the study results is shown
in Fig. 9. Overall, our navigation systems showed a suc-
cess rate of 89.1% on the first insertion trial. Users could
reach the targets with an average of 1.14 and 1.12 needle
insertion attempts when using the HoloLens and Tablet navi-
gation systems, respectively. In our user survey, we found that
users preferred the HoloLens 2 interface in the category of
Insertion Confidence (P-value 0.03), whereas users showed no
statistically significant preference in the other 3 domains.

IV. DISCUSSION

Both the navigation accuracy experiments and user study
results offer valuable insights regarding the confidence and
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Fig. 9. User study statistical results. (a) 22 participants were recruited for the user study. (b) The number of attempts taken for successful insertion were
recorded for each anatomical target and navigation interface. Note: the first 6 participants did not conduct the standard 8-insertion-trial procedure, so only the
data from the last 16 participants are used for insertion success rate analysis. (¢) Absolute and relative user scores for each interface, where relative scores
are computed by subtracting the Tablet-score from the HoloLens-score from the same user in the same criterion. Paired t-test p-values are shown for each

criterion.

ergonomics of the proposed systems, which we will discuss
below.

A. Navigation Accuracy Assessment Discussion

Regarding the tracking accuracy assessment experiment, we
anticipate that the accuracy variation across the workspace
due to smoothly varying systematic tracking error would be
minimal as the size of workspace is limited (about 20 cm x
20cm x 20 cm cube around the wearable ultrasound scanner)
compared to the distance from the camera to the tracked object
(2 meters for optical tracking, 0.5 meters for tablet camera
tracking). By using the same marker on both the needle and
wearable scanner, we intend to mitigate effects from system-
atic tracker error by only relying upon the relative positions
between the wearable scanner and needle across the relatively
small workspace.

In the end-to-end navigation accuracy assessment experi-
ment, the fundamental assumption is that the needle tip is
placed accurately at the cross-wire indentation with minimum
needle bending, and the distance between the computed needle
tip location and ultrasound-measured cross-wire point location
should be O for a navigation system with no error. Therefore,
the reported error metric in our system accuracy evaluation
experiments in Section III-A encompass all navigation errors
accumulated from scanner kinematics error, tracking inaccu-
racy, user annotation randomness, acoustic parameter settings
and other calibration imperfections. Despite these challenges,
our system can still achieve <3 mm accuracy for needle tip

placement. One interesting byproduct of this experiment is the
identification of the error attributed to the wearable ultrasound
scanner itself. Because the wires and the scanner holder is a
single piece of 3D printed phantom (Fig. 6(c)), and the place-
ment of the scanner is a snug-fit sitting on the phantom, we
know the theoretical location of the cross-wire points in the
scanner’s CAD model coordinates. Therefore, after compar-
ing the annotations of the same sets of points identified in the
ultrasound volume, we computed an error of 1.87 + 0.67 mm
for the four cross-wire point locations. This can be viewed
as the theoretical imaging accuracy provided by the scanner
itself. Although we do not have an extensive analysis to iden-
tify all the error sources, we expect the majority of the error
comes from the following aspects — the calibration for the
scanner kinematics, the imperfect speed-of-sound identifica-
tion, the selection of cross-wire point locations from imaging,
the tracking inaccuracies and the slight bending of the needle
when placed on the cross-wire dent.

Other ultrasound needle guidance systems have reported
accuracies of 1.03 + 048 mm (mean + SD) [23],
4,78 £+ 2.28mm [16], and 0.9 £ 0.29 mm [34]. The results of
our evaluation demonstrate that our system accuracy is compa-
rable to those achieved by other guidance systems. Although
some of these systems can be more accurate in point tar-
geting, they lack several of the advantages of our system
— they either do not provide volumetric imaging [23], [34]
or require a bulky industrial robot with high motion
accuracy [16].
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The navigation accuracy requirement for lumbar puncture is
highly patient-speci c. Given our dataset survey as presented
in Figure 8, the size of the interspinous gap varies dramati-
cally between 5 mm to 17 mm with an average around 10 mm,
depending on the patient’s age, gender, height, etc. For the
normal-size phantom used in our user study, we picked on a
subject with interspinous gap size of 11 mm, and another sub-
ject with a 7 mm gap for the dif cult-size phantom, which are
both larger than the maximum navigation error reported as in
Fig. 7. It was reported that for spine surgery, the error from
the guidance system should be lower than 4 mm, and ideally
below 2 mm [35], which is comparable to our overall system
accuracy.

B. User Study Discussion

As shown in Fig. 9(a), majority of the participants have
limited experience with ultrasound imaging or AR/VR appli-
cation, and only one medical doctor is included. However,
for this preliminary user study, our purpose is to test the
basic components of our system to allow for further re ne-
ments before recruiting clinicians to participate in a larger
scale clinical user study.

From Fig. 9(b), we can observe that both navigation
interfaces can provide effective guidance for the LP proce-
dures. It worth noting that we observed inferior performance of
HoloLens-based guidance on target Dif cultGapl. We hypoth-
esize that this may be an anatomy-speci c¢ challenge (along
with the imperfect surface estimation) where users may nd it
harder to observe this anatomical gap and the visual guidance
cues from the typical HoloLens perspective.

A slight user preference is seen for the different naviga-
tion interfaces. From Fig. 9(c), we observed that a statistically
signi cant preference is shown towards the HoloLens-based
system regarding the Insertion Con dence (IC) metric. This
could be explained by the fact that the 3D spine surface model
allowed the users to view the needle location within the entire
inter-spinous gap from different viewing angles. For the other
metrics, users showed no statistically signi cant preference
between systems.

It is notable that there was a large amount of variation
between users on the ergonomics and con dence metrics. We
believe the large variation for the user scores comes from indi-
vidual differences. From the qualitative feedback we received
from the participants, individuals who struggled with the tablet
interface often wanted to focus on both 2D and 3D guidance
simultaneously and found it hard to control the needle to cor-
rectly align with the guidance cues in all views, whereas with
the HoloLens they found the guidance to be more intuitive.
Other individuals did not favor the HoloLens because they
felt the need to move their hands and eyes signi cantly more
during the process compared to the tablet interface in order to
get high con dence for insertion.

For the user study, our goal was to compare the two nav-
igation systems instead of making claims about which device
is better. As such, we chose what we believe to be the most
appropriate visualization for each device, rather than using
identical visualizations. For instance, we elected not to display

the bone surface on the tablet because it is dif cult to visualize
a 3D mesh without requiring some form of user interaction
to rotate the view, precluding hands-free use of the system.
Additionally, the tablet does not provide the user with depth
perception and is generally stationary during needle inser-
tion, therefore the torus visual cue for showing tilt-error in
the out-of-plane direction of the tablet was included. On the
other hand, the HoloLens provides depth perception and allows
the user to move their head to easily view the needle and
navigation cues from different perspectives, therefore the 3D
crosshair visual cues that show the expected needle placement
within the spine are better suited to this visualization modality.
While not a pure comparison of the visualization paradigms
alone, this initial study demonstrates that both of these end-to-
end systems perform well, but users demonstrate preferences
in some domains for one system over the other. In subsequent
user studies, we may attempt to subset out speci ¢ components
of each system that are preferred by clinical users.

Although not directly comparing with conventional meth-
ods of performing lumbar puncture, which may require a
much more realistic palpable phantom and recruitment of
LP experts, we compare against several other phantom stud-
ies for the general AR-guided needle insertion tasks that
reported comparable metrics. A study by Park et al. [22] which
conducted a CT-based AR phantom study found that their
HoloLens-based system reduced the number of needle passes
from 7.4 to 3.4 compared to conventional methods. Farshad-
Amacker et al. [36] conducted a handheld 2D US-guided
phantom study and found that their HoloLens-based system
reduced needle passes from median[range] of 1[1-8] to 1[1-4].
While these studies use different techniques, our rst insertion
success rate of 89.1% and average of 1.13 attempts in our pre-
liminary user study demonstrates that the performance of our
system compares favorably with other proposed systems.

C. Comparison Between the Two AR Navigation Systems

Our experiments and user study have shown that both of
the presented AR systems demonstrate promising accuracy
and usability. However, one of this work’s main goals is to
identify the best implementation for providing LP guidance to
the clinician, so we summarize the key advantages (4) and
disadvantages (—) of the two AR systems below.

Tablet-Based System:

+ Able to show raw ultrasound images that preserve impor-
tant information so clinician with ultrasound experience
will have higher con dence when making insertion plans.
It is a cheaper and more accessible solution.

It is easier to set up because it can be an integrated,

self-contained computation and AR interface platform.

— Currently the tablet is only displaying 2D cross-section
views of the acquired imaging data, which is less intuitive
to make needle insertion plans.

— The tablet needs to be mounted between the patient and
clinician, which can be less convenient to adjust dynami-
cally for the best operation pose, considering also that the
rear-facing camera must be able to track both the scanner
and needle.

+
+
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HoloLens-Based System:

+ According to our user study result, users have higher
insertion confidence when guided by the HoloLens.

+ It is easy and intuitive to observe 3D anatomical
information of the patient with our image processing
pipeline.

+ The overall operation can be more comfortable because
of a more natural and dynamic operating pose.

— Currently the needle/scanner tracking still depends on
the external optical tracker, which is more expensive,
complicated and may have line-of-sight issues.

— It is challenging to display raw ultrasound information
on HoloLens, and the algorithm-processed patient model
may be a less accurate representation.

— It can be difficult to operate with a power cord plugged
in, so the battery life can be a potential limitation.

— It may be less comfortable to wear the head-mounted
display during the procedure.

These feedbacks are crucial guidelines for us to adjust and
develop the next generation of our system. For example, one
way to integrate the strengths of both systems is for the clin-
ician to use intuitive drag-and-drop actions to make plans in
the HoloLens environment, while the plan path is visualized
in real-time in the raw ultrasound images on the tablet screen
for final confirmation.

V. CONCLUSION

Ultrasound guidance has been shown to significantly
increase LP success rate and reduce the risk of complications.
However, conventional ultrasound-guided lumbar puncture
requires significant experience and coordination. This paper
introduces a fully integrated lumbar puncture guidance system
featuring a wearable ultrasound imaging device, bone recon-
struction and segmentation algorithms, and augmented reality
user interfaces, to provide multi-angle hands-free imaging in
a more compact form factor. This setup also does not require
preoperative imaging for complementary guidance information
and can maintain the accurate image-anatomy relationship in
the presence of patient motion throughout the procedure.

We have quantitatively validated the end-to-end needle tar-
geting accuracy with each of the two navigation interfaces,
and qualitatively evaluated the confidence and ergonomics of
the proposed navigation systems via a phantom user study.
The results show that promising accuracy and usability can be
achieved to aid the user performing lumbar puncture.

In the future, we plan to improve the robustness of our
navigation system to slight patient motion by using a bio-
compatible adhesive similar to the type used by the NeuroMD
Corrective Therapy Device® to temporarily affix the wearable
scanner to the patient’s skin. We will validate the robustness
to motion using a phantom mounted on a motion platform for
simulating breathing and other slight movements. Additionally,
we will test various clinically suggested scanner placement ori-
entations. We also plan to recruit clinicians with LP experience
to perform a user study on more realistic phantoms and demon-
strate the improvement over conventional approach provided
by our solution. Standarized image-guidance system scoring

methods, such as [35], will also be employed in the user study
to allow direct comparison with other approaches. In addition,
we will continue to miniaturize the scanner into a “patch”
form factor and develop autonomous ultrasound needle track-
ing during insertion to fully utilize the robotic capabilities of
our scanner.
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