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Toward FPGA Intellectual Property (IP) Encryption from
Netlist to Bitstream
DANIEL HUTCHINGS, Brigham Young University, USA
ADAM TAYLOR, Brigham Young University, USA
JEFFREY GOEDERS, Brigham Young University, USA

Current IP encryption methods offered by FPGA vendors use an approach where the IP is decrypted during the
CAD flow, and remains unencrypted in the bitstream. Given the ease of accessing modern bitstream-to-netlist
tools, encrypted IP is vulnerable to inspection and theft from the IP user. While the entire bitstream can be
encrypted, this is done by the user, and is not a mechanism to protect confidentiality of 3rd party IP.

In this work we present a design methodology, along with a proof-of-concept tool, that demonstrates how
IP can remain partially encrypted through the CAD flow and into the bitstream. We show how this approach
can support multiple encryption keys from different vendors, and can be deployed using existing CAD tools
and FPGA families. Our results document the benefits and costs of using such an approach to provide much
greater protection for 3rd party IP.
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1 INTRODUCTION
Modern field-programmable gate array (FPGA) design flow often consists of creating large complex
systems of many interconnected intellectual property (IP) blocks. These IPs could be obtained from
the FPGA vendor, from other departments within the designer’s organization, or licensed from
third parties. Whether for reasons of national security, maintaining trade secrets, or mitigating
risk of theft and unlicensed reuse, the IP designer may want to keep the IP confidential when
distributing it for use in a customer’s design.
While current commercial FPGA design tools follow an industry-standard method to encrypt

IP details (IEEE-1735-2014 [1]), this approach is not robust enough to prevent an attacker from
gaining access to the full details of the IP. For example, in [2], Speith et al. demonstrate weaknesses
in the IEEE-1735 approach that allow them to obtain the IP encryption keys for all major electronic
design automation (EDA) vendors, including the most popular FPGA vendors. Once these keys are
obtained, the authors are able to, "decrypt, modify, and re-encrypt all allegedly protected IP cores
designed for the respective tools, thus leading to an industry-wide break." Such an attack allows
the IP user to gain access to the full details of the IP, including the ability to reconfigure the IP,
modify it, or even sell it as their own.

Authors’ addresses: Daniel Hutchings, danh444@byu.edu, Brigham Young University, 450EB, Provo, Utah, USA, 84602; Adam
Taylor, adftaylo@byu.edu, Brigham Young University, 450EB, Provo, Utah, USA, 84602; Jeffrey Goeders, jgoeders@byu.edu,
Brigham Young University, 450EB, Provo, Utah, USA, 84602.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
1936-7406/2024/1-ART1 $15.00
https://doi.org/XXXXXXX.XXXXXXX

ACM Trans. Reconfig. Technol. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2024.

HTTPS://ORCID.ORG/0009-0001-7712-5923
HTTPS://ORCID.ORG/0009-0009-7651-2129
HTTPS://ORCID.ORG/0000-0002-9822-6926
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
https://orcid.org/0009-0001-7712-5923
https://orcid.org/0009-0009-7651-2129
https://orcid.org/0009-0009-7651-2129
https://orcid.org/0000-0002-9822-6926
https://doi.org/XXXXXXX.XXXXXXX


50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

1:2 Daniel Hutchings, Adam Taylor, and Jeffrey Goeders

Soft IP
</>

Customer RTL

IP

Hard IP

CAD Tools Bitstream

Hard IP

Key Recovery Attack

Soft IP
</>

IP Netlist

Customer RTL Custom Bitstream

Hard IP

IP

Hard IP

IP 
Config

IP 
Config

IP
Config

IP
Config

IP

Netlist Extraction Techniques

IP 
Netlist

IP
Netlist

CAD Tools

IP IP

IP

(a) IP encryption approach used by current tools. IP is decrypted during the CAD flow, and remains unen-
crypted in the bitstream. The IP is vulnerable to inspection and theft from the IP customer, through either
key recovery attacks [2], or netlist extraction methods (Section 2.1).
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(b) Proposed IP encryption approach. IP remains partially encrypted through the CAD flow and into the
bitstream. The IP is protected from inspection and theft from the IP customer. Multiple IP vendor keys can be
supported, although only hard (post-synthesis netlist) IP are supported.

Fig. 1. IP Encryption Approaches. In the diagrams above, both soft IP and hard IP are shown. Soft IP (illustrated
with the </> symbol) refers to RTL code that may be parameterizable to generate different Hard IP netlists.
Hard IP (illustrated with AND-gate symbols), refers to a post-synthesis structural netlist that contains a
collection of connected FPGA primitives.

Even if an IP customer does not have the capability for a sophisticated attack that recovers
encryption keys from program memory, current FPGA tools expose significant netlist information
of the encrypted IP, allowing a user of encrypted IP to reconstruct the post-synthesis netlist with
some simple Tcl scripting. Furthermore, recent bitstream-to-netlist tools provide a fully automated
way to obtain a plaintext netlist of encrypted IP [3]–[8]. These vulnerabilities are discussed in more
detail in Section 2.1, and illustrated in Figure 1a.

ACM Trans. Reconfig. Technol. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2024.



99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

Toward FPGA Intellectual Property (IP) Encryption from Netlist to Bitstream 1:3

In this work we explore a fundamentally different approach to IP protection. Rather than allowing
the CAD tools to decrypt the IP, we propose a method where the full details of the IP remain hidden
from the CAD tools, preventing IP theft from the attacks discussed above. This novel approach
centers around partially encrypting IP netlists in such a way that allows the CAD tools can still
operate on the netlist, while still preventing the user from uncovering the full details of the IP
netlist. The IP remains partially encrypted in the bitstream, and is only decrypted during FPGA
configuration. This approach is illustrated in Figure 1b.

1.1 Outline
This paper begins with Section 2 defining the threat model addressed by this work, with additional
details on vulnerabilities of existing IP protection methods, and bitstream encryption approaches.
Section 3 then discusses related work in the field of IP protection.
Section 4 presents our general approach of partially encrypting IP through the CAD flow. This

includes a discussion on trade-offs between how aggressively the IP is partially encrypted, with
the ease of creating CAD tools capable of operating on the partially encrypted IP. The section also
discusses approaches for decryption during FPGA configuration, including how to keep decryption
keys hidden from the user. This section also includes a discussion on motivating deployment
scenarios where the proposed approach would be useful.
Section 5 presents a proof-of-concept tool that demonstrates one possible implementation of

our proposed IP encryption framework. Our implementation provides a multi-vendor solution
(meaning IP from different vendors can be encrypted by different vendor keys), works with an
existing commercial FPGA tool (Xilinx Vivado), and can be deployed using an existing FPGA
device family (Xilinx 7-series). Section 6 provides experimental results of our proof-of-concept tool,
detailing resource overheads, CAD and configuration runtimes, and a verification strategy.
Preventing the CAD tools from having full observability of the IP provides strong security

benefits, but also comes with notable limitations to the tools available to the IP customer. We
discuss the limitations and considerations of our approach in Section 7. Despite these limitations,
we maintain that our proposed approach still provides substantially better IP protection than
current methods, and should be considered for security-sensitive organizations.

1.2 Contributions
The key contributions of this work are:

• The novel strategy of partially encrypting IP from netlist to bitstream, using techniques
where the CAD tools can still operate on the netlist.

• A proof-of-concept implementation that demonstrates how this can be done with existing
FPGA tools and devices, including overcoming major challenges, such as:
– how to perform per-IP decryption using an existing FPGA device,
– how decryption keys can be kept hidden from the FPGA user, despite them having

access to the configuration circuitry and the physical FPGA, and
– dealing with optimizations performed by the CAD tool on the encrypted netlist.

• Experimental results documenting overhead costs for this approach, including impact on
resource usage, CAD runtime and configuration runtime.

2 THREAT MODEL
In this work we are assuming an attacker has access to encrypted IP, and is seeking to obtain the
original IP RTL, or the post-synthesis IP netlist. This attacker may be a designer at an organization
that has purchased or licensed the IP for use in their product, and is seeking to reverse-engineer

ACM Trans. Reconfig. Technol. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2024.
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the IP for their own use. Throughout this paper we refer to this potential attacker as the IP User or
IP Customer. The end goal of this work is to prevent the attacker from being able to obtain the full
details of the IP netlist, which they could then use to reverse-engineer the IP, modify and/or re-sell
the IP, or gain secret internal details, such as trade secrets, algorithmic details, or cryptographic
keys.
To clarify, this work is not focused on protecting the deployed bitstream from a user of the

production system or product. Existing bitstream encryption methods are used to protect against
such an attack, which is a distinct problem from the one addressed by this work. To reiterate, we
are focusing on protecting the full IP details from a user that has legitimate access to use the IP in
their design.

2.1 IP Encryption and Extraction Methods
Current FPGA vendors support IP encryption, following the IEEE-1735-2014 standard. This standard
allows IP vendors to encrypt their IP, and distribute it to users of the CAD tool. The CAD tool
contains the necessary cryptographic keys in order to decrypt and operate on the IP. The tools
perform due diligence to ensure that the tool user is able to incorporate the encrypted IP into their
design, and compile the design to bitstream, without ever having access to the unencrypted IP. The
user is prevented from inspecting the IP netlist, and is only able to view the IP as a black box. While
the tools prevent the user from viewing the IP netlist, the decrypted IP details are still available
internally, allowing for full CAD optimizations, simulation, and bitstream generation.

In this paper we detail our proof-of-concept tool that is implemented with Xilinx FPGAs and the
Xilinx Vivado CAD tool suite. Given this, some of the details and terminology we use are specific
to Xilinx devices and tools; however, this is not meant to suggest that these are Xilinx-specific
vulnerabilities. Rather, the vulnerabilities we discuss relate to the fact that FPGA CAD is performed
on the unencrypted netlist, and that the bitstream is not encrypted. This is common to all FPGA
vendors.

Encrypted IP can be provided to the user in two forms: soft IP, and hard IP. Soft IP is provided
as RTL, and is encrypted by the CAD tool during synthesis. It may contain several configuration
options to enable or disable features of the IP, change data widths, bus protocols, etc. Many of the
IP provided as part of Vivado’s IP library fit into this category as they can be configured in the GUI,
but the RTL and resulting netlist remain encrypted (in fact, even the Tcl code to manage the logic
behind the configuration GUI is encrypted).
Hard IP is provided as a post-synthesis netlist, and cannot be further configured by the IP user.

However, the IP is still decrypted by the CAD tools, enabling it to be integrated into the overall
design, and enabling cross-boundary optimizations with the user’s own RTL.

While the current industry-standard approach makes some effort to hide the IP netlist from the
user, we know of three major methods that allow the user to obtain the encrypted IP, described in
the next subsections.

2.1.1 Key Recovery Attacks. With the IEEE-1735 approach, the CAD tools contain the necessary
decryption keys to decrypt the IP. If an attacker is able to recover these keys from the CAD tools,
they would be able to perform a full decryption of the IP. This would include not only obtaining
the post-synthesis netlist (ie. hard IP), but also being able to decrypt the original configurable soft
IP. Unfortunately, such attacks have already been demonstrated. In [9], Chhotaray et al. discuss
cryptographic vulnerabilities in the IEEE-1735 standard, exposing the keys to possible theft. In [2],
Speith et al. demonstrate the feasibility of such attacks, and successfully recover IP encryption keys
from seven different EDA vendors, including from the Intel, Xilinx and Lattice FPGA tools. The
attacks are performed through analysis of the CAD tool’s program memory. With these keys, the
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authors are able to decrypt, modify, and re-encrypt all protected IP cores. This exposes not only
the threat model discussed in this paper (IP theft), but also the possibility of injecting hardware
Trojans into encrypted IP.

2.1.2 Tcl-Based Netlist Recovery. In our experience with the Vivado tool (version 2020.2), when
viewing an implemented design checkpoint containing encrypted IP, many details of the IP cells
are hidden from the user. For example, the cell properties, such as lookup table (LUT) equations, are
hidden, preventing the user from viewing the full netlist details of the IP. However, not all details
are hidden. Cell and hierarchal names appear to be visible, and in order to view placement and
routing information of the design, the user is able to see the types of cells that are instanced, and the
interconnections between them. While cell properties are hidden, with some programming effort,
additional information can be recovered. For example, the mapping of logical Cell to physical BEL
(eg. LUT, FF) is not hidden, and the physical configuration properties (eg. CONFIG.EQN property)
of the BELs are not encrypted. With some Tcl scripting, it is possible to utilize this information to
mostly reconstruct the netlist of the encrypted IP. This method would only recover the current
configuration of the IP (hard IP), not the original configurable RTL (soft IP). In addition, this
method is highly implementation-dependent, and different CAD tools may hide different amounts
of information.

2.1.3 Bitstream-to-Netlist Tools. While FPGA CAD tools could be patched to make the above
attacks more difficult (and perhaps newer versions of the tool already do this), the fact remains
that the IP is no longer encrypted in the final bitstream, and a capable user could still obtain the
IP netlist from the bitstream. Although bitstream formats have been historically kept proprietary,
many modern open-source tools have documented commercial bitstream formats, and even provide
automated bitstream-to-netlist tools [3]–[8]. Our experience has been that these tools are quite
straightforward to use; new research students in our lab have been able to use them with only a few
hours of learning. In fact, the tools are sufficiently accurate that in another project we have been
able to utilize them to prove design equivalence between netlists and bitstreams in two different
FPGA families [10], [11]. Given the bitstream format is tied to the physical FPGA device architecture,
there is no way to simply remove this vulnerability through updating the CAD tools.

However, this approach has limitations. The bitstream contains no hierarchy, signal, or instance
names, so the reversed netlist that is produced is a flat, nameless netlist. This makes it much more
difficult for an attacker to understand. However, there is also a growing body of research on gaining
higher level understanding of such netlists [12]–[16]. In addition, while the attacker would need
to separate the IP from the rest of the design logic, it would be trivial for them to generate a
design containing only the encrypted IP they were interested in obtaining. Finally, like the previous
method, this method would only gain access to a netlist of the IP as it has been configured, not
the original configurable RTL code. However, the attacker could reconfigure the IP and repeat the
process repeatedly to gain a netlist of any desired configuration of the IP.

2.2 Relevance of Bitstream Encryption
While FPGA vendors offer bitstream encryption technology, this is not designed to function as a
protection mechanism for third-party IP, and does not address the threat model discussed in this
paper. Bitstream encryption is applied by the system designer, and is used to protect a deployed
system. It prevents attackers who may gain access to the physical FPGA from obtaining the
unencrypted bitstream, and thus the netlist of the entire design. However, the IP customer who
is designing the system always has access to the bitstream in unencrypted form, since they are
the ones responsible for applying the bitstream encryption. There is currently no mechanism to
prevent the IP customer from obtaining the unencrypted bitstream.
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3 RELATED WORK
There is some related work in the field of protecting third party IP for FPGAs. Similar to our work,
these works focus on preventing the IP customer from being able to view the full details of the
IP netlist. Some works also focus on enforcing licensing restrictions on the IP, such as preventing
the IP from being used in more than a certain number of designs, or beyond an expiry date of the
license.

In [17], Kean discusses an IP protection scheme that also proposes encrypting the IP and generat-
ing an encrypted bitstream. However, the paper appears to be a conceptual proposal, and does not
contain any discussion or details on encryption schemes for the IP, or how the CAD flow would
successfully operate on the encrypted IP and incorporate it into the user’s design. In addition, the
encrypted bitstream is not designed to be decrypted by the FPGA device, but rather by a trusted
computer system that is connected to the internet and connected to the FPGA. This trusted system
contains the configuration keys to decrypt the design prior to programming the FPGA. While such
a system provides high flexibility (eg could enforce licensing restrictions), deploying such a system
in practice may be challenging. In addition, the system would be in control of the attacker, and
susceptible to the same key recovery attacks discussed in Section 2.1.
In [18], Gaspar et al. propose an approach that can be used in a multi-FPGA system. In their

work, each encrypted IP is used on a separate FPGA, negating the need for CAD tools to operate on
the encrypted IP and incorporate it into the user’s design. The work focuses on developing a secure
boot-up process on each FPGA that is able to retrieve the encrypted IP and configure it to the FPGA,
as well as a secure communication scheme between the various FPGAs. While this appears to be
an effective approach, the requirement of a separate FPGA per IP may be too restrictive for many
applications. In addition, it appears that the IP would need to be pre-compiled for a specific FPGA
device by the IP vendor.

In [19], [20], Kepa et al. also focus on protecting the IP from the user through encryption. Their
work proposes that IP vendors place and route their design for a specific partial reconfiguration
slot on the FPGA. This fully implemented IP can then be encrypted and distributed to the user. The
FPGA system contains a Secure Reconfiguration Controller (SeReCon), which is able to decrypt the
IP and reconfigure the partial region with the IP. The SeReCon is also designed to enforce licensing
restrictions, such as pay-per-use and time-limited licensing. While the SeReCon architecture
provides many IP protection features, the requirement of IP being pre-implemented for a specific
partial reconfiguration slot may be too restrictive for many applications. In addition, the work does
not discuss how IP decryption keys are securely transferred from the IP vendor to the SeReCon
trusted controller without interception by the IP user.

In comparison with these works, our work focuses on a substantially different approach where
IP does not need to be pre-implemented for a specific FPGA device or region, but can be compiled
into the user’s design using existing design methods. This provides a much more user-friendly
design experience, and is a similar design experience to existing IP encryption methods used by
the commercial CAD tools. This flexibility comes at a cost, as our approach requires only partially
encrypting the IP. Depending on how aggressively the framework encrypts the IP, cell types and
interconnect patterns may still be visible to the user. However, in the worst case, we are not exposing
any more information than is already readily visible when inspecting encrypted IP in current FPGA
CAD tools, while ensuring that the encrypted IP data is not vulnerable to the attacks discussed in
Section 2.1.
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User Logic Encrypted IP Logic

(a) Cell-level encryption, specifically encrypting LUT logic functions

User Tiles Encrypted Tiles

IP from different vendors could be encrypted with different keys

Normal Tiles Encrypted Tiles

Placement 
algorithm swaps 

CLB tiles

Intertile connectivity could be obfuscated by adding extra fake nets (ie nets 
have multiple drives), that aren’t actually enabled on FPGA programming.

(b) Tile-level encryption

Fig. 2. Alternative approaches for partially encrypted FPGA IP. In this paper we demonstrate a proof-of-
concept of the LUT-level encryption approach.

ACM Trans. Reconfig. Technol. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2024.



344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

1:8 Daniel Hutchings, Adam Taylor, and Jeffrey Goeders

4 APPROACHES FOR PARTIALLY ENCRYPTED IP
In this section we describe our vision for an IP protection solution, which would support partial
encryption of IP, from netlist to bitstream. Later, in Sections 5 and 6 we present and evaluate our
proof-of-concept tool, which provides one possible implementation of these ideas, and is designed
to work with existing FPGA devices and CAD tools. However, in this section we provide a broader
description of our vision, independent of any specific implementation, or current FPGA devices.
Ideally, a solution supporting IP encryption would have the following properties:

(1) Netlist remains (partially) encrypted during the entire CAD flow, including placement,
routing, and bitstream generation.

(2) Support for multiple keys, allowing different IP vendors to encrypt their netlists with
different keys.

(3) The FPGA device can support a bitstream with per-IP encryption, and decrypt the design
during configuration.

These goals and requirements are described further in the following subsections.

4.1 Encryption during CAD flow
While ideally a third party would be able to provide a user with a completely encrypted version of
their IP, this would prevent the CAD tools from being able to operate on the design. Even for a
fully synthesized and technology mapped design, the CAD tools still need to be able to perform
packing, placement, routing, and bitstream generation. Thus, the IP must be encrypted in a way
that allows the CAD tools to operate on the design, while still preventing the user from being able
to uncover the full details of the IP.

4.1.1 Cell-Level Encryption. One approach to this problem is for the IP vendor to synthesize their
netlist, and then partially encrypt it. For example, the logic functions of the LUTs could be encrypted,
while the routing between the LUTs is left unencrypted. Other cells could also have properties
encrypted, such as RAM or flip-flop initialization values. With this information the CAD tools
could still perform packing, placement, and routing. Even bitstream generation could be performed,
provided that the properties could remain encrypted in the generated bitstream.
Figure 2a illustrates the concept of partially encrypting LUT values, and shows Xilinx-like

slices where LUTs maybe be a mixture of encrypted and unencrypted. Once challenge that can be
encountered is that modern LUTs are fracturable, allowing potentially two logic functions to be
mapped to the same physical LUT. As we demonstrate later in our proof-of-concept tool, as long as
this is accounted for, it is not an issue, and in fact the same physical LUT can be shared by different
IP encrypted with different keys.

Extra care must be taken to ensure that once the IP vendor has synthesized and encrypted their
netlist, it remain largely unchanged through the CAD flow. We show in our proof-of-concept tool
that certain physical optimizations can be accounted for (eg. reordering LUT inputs); however, other
more aggressive optimizations, such as re-optimizing the logic across LUTs, or cross-boundary
optimizations between IP, may not be possible to handle.
This approach of encrypting cell properties may not be possible with every commercial FPGA

CAD flow, and may require a custom CAD tool to achieve; however, in Section 5 we show how it is
at least possible to achieve this with the Xilinx Vivado tool.

4.1.2 Tile-Level Encryption. While encrypting logic functions hides some details of the IP, exposing
the full connectivity pattern of the IP may not be desireable.

Another approach would be to have the IP vendor perform packing of their post-synthesis netlist
into tiles, along with intra-site routing, and then encrypt the entire tile. This approach is illustrated
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in Figure 2b. Since many nets in a design are absorbed into routing internal to tiles, the connectivity
of these nets would be encrypted and hidden from the user.

While tile-level encryption would be better at hiding the details of the IP, it comes with several
drawbacks:

• LUTs from different IP would no longer be able to share the same physical LUT, or even the
same tile, likely degrading quality of results (QoR). The tile usage would likely increase due
to to fragmentation, and critical path may increase as a result. If the critical path crossed IP
boundaries, the QoR degradation would be even more significant.

• Certain physical optimizations would be prevented, such as reordering LUT inputs to ease
routing congestion. This would likely also lead to worse QoR.

• Finally, such an approach would also be much harder to achieve with a commercial CAD
tool. While fake tile information could be provided to the commercial CAD tool, it may not
be possible to prevent some of the physical optimizations that would break the approach.
A custom CAD tool could be used to support this approach, but of course this would
substantially increase the development effort.

4.1.3 Beyond Tile-Level Encryption. If security warranted even more aggressive optimization
beyond tile-level encryption, it may be possible, but would likely require even more drastic CAD
tool support and QoR cost. For example, one could encrypt multiple tiles together along with routing
channels between these tiles; however, it would likely prevent any other routes from passing through
these channels. Alternatively an encrypted IP could contain fake connections to better obscure the
connectivity pattern, which could be removed at decryption and configuration time, at the expense
of increased routing congestion. However, we believe that such drastic approaches would likely be
too expensive and complicated to implement. At that point it would likely be better to resort to
having encrypted IP be pre-implemented for entire partially reconfigurable regions, as has been
done in some previous works [19], [20].
In our proof-of-concept tool described in Section 5, we demonstrate the feasibility of the first

approach, cell-level encryption. While tile-level encryption would be interesting future work, it
would require more drastic CAD tool changes.

4.2 Support for Multiple Keys
Ideally a good framework for IP encryption would allow for different IP to be encrypted with
different encryption keys. This would allow a user to obtain encrypted IP from a variety of sources,
and would prevent these IP providers from being able to view each other’s IP.

4.3 FPGA Configuration and Decryption
While generating a bitstream with encrypted IP is useful, this is only half of the challenge. The
FPGA device must also be able to decrypt the IP during configuration. The decryption circuitry must
contain the various encryption keys, and metadata within the bitstream would need to indicate
which parts of the bitstream contents are encrypted by which vendor. In addition, it is not sufficient
to simply encrypt certain bits of the bitstream, as physical optimizations performed by the CAD
tool necessitate providing extra metadata along with the traditional bitstream bits. For example,
in our proof-of-concept tool, we need to capture and include optimizations such as LUT input
reordering, fracturable LUT combining, and other optimizations in the included metadata (more
details are provided later in the paper).
While current FPGAs typically support encrypted bitstreams, it is expected that the entire

bitstream is encrypted with a single key, and the decryption and configuration circuitry does not
support selectively decrypting different parts of the design with different keys. In addition, there is
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no logic to receive the previously mentioned metadata of physical transformations, and update the
bitstream appropriately.

Given these limitations, we identify two possible approaches to support decryption of IP during
configuration:

(1) New FPGA Devices: One possible solutions is to design new FPGA devices where the
configuration circuitry is enhanced to support decryption of IP. While we do not explore
this approach in detail in this paper, we provide a brief discussion in the next subsection.

(2) A Static “Loader” Shell: An alternative approach that uses existing FPGA devices is to
build the required configuration circuitry into static logic in the FPGA fabric, restricting
the user’s design to a subset of the device. This approach is used in our proof-of-concept
tool, and discussed in the subsequent subsection.

4.3.1 Enhancing FPGA Architecture to Support Encrypted IP. The ideal solution to configuring
bitstreams with encrypted IP would be to have all of the required functionality built into the
configuration circuity of the FPGA itself. This would require the following modifications to the
FPGA architecture:

(1) Fine-gained decryption using multiple keys: Most FPGAs already contain a mecha-
nism for decrypting the bitstream during configuration, and contain hardware-accelerated
decryption. We believe this circuitry could largely be reused, with some modifications to
choose which key to use for decryption for different parts of the bitstream. Although the
area overhead of the changes may be small, the runtime overhead may be more significant.
Depending on the encryption scheme used, the interval at which the encryption needs to
switch keys may vary. For cell-based encryption, which is very fine-grained, the key may
need to change quite often, which would likely add latency to the configuration process.

(2) Transformation circuitry: Additional circuitry would be required to accommodate trans-
formations performed on the encrypted regions by the CAD tool post-synthesis. For example,
in our proof-of-concept tool, we detect when LUT inputs are re-ordered by the CAD tool
during implementation, and add this reordering information to metadata that is sent to
the FPGA along with the bitstream. After the original logic function (which was encrypted
post-synthesis before any input reordering) is decrypted by the configuration logic, it then
needs to use this metadata to update the logic function accordingly. There are other similar
transformations that we discuss later in the paper. Handling these transformations would
require additional circuitry in the FPGA configuration logic, although for some modern
FPGAs that contain dedicated configuration processors, this may be possible to implement
in software.

(3) Key storage: The FPGA device would need to contain a mechanism for inputting and
storing multiple keys. Many current devices use eFuses to store the bitstream decryption
key, which is a write-only, write-once mechanism. This same mechanism could be expanded
to support multiple keys.
The main difference is that with current technologies it is usually the system designer

that is loading the key onto the FPGA eFuses; however, with our proposed approach, the
IP vendors would be loading the keys. The write-only nature of the eFuses would ensure
that the user could not read the keys back from the FPGA. However, one would still need a
way for the IP vendor to physically perform the programming. This may necessitate the IP
vendor having physical access to the FPGA device, or having a trusted third party perform
the programming. We discuss some scenarios in Section 4.4 where this may be practical.
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FPGA
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Custom Bitstream

IP
Config

IP
Config

Fig. 3. Loader Shell

4.3.2 A Static “Loader Shell". While we advocate for adding the above features to the configuration
circuitry of future FPGA devices, we also explore the more practical scenario of targeting existing
devices. The additional configuration features described above can be implemented in a static
region of FPGA logic, which we refer to as a “Loader Shell”, with the user’s design being loaded
into a reconfigurable partition of the FPGA via partial reconfiguration. This concept is illustrated
in Figure 3. The loader design contains the functionality to receive the custom bitstream over a
communication channel (eg. UART, USB), decrypt and patch the bitstream, and configure the user
partition.
The loader design must contain the decryption keys, and as such, must be kept hidden from

the user. This can be achieved by leveraging existing FPGA bitstream encryption features, which
allows for the entire loader design to be encrypted and unreadable by the user. The loader shell,
along with the decryption keys, would need to be maintained by a trusted third party.

While the Loader shell approach allows our encrypted IP framework to be deployed on existing
FPGA devices, the restriction of the user logic to a partition, as well as the need for a trusted
third party are notable disadvantages versus a custom FPGA device with enhanced configuration
circuitry.
In addition to the broad requirements mentioned here, several subtle implementation details

must be carefully considered in order to ensure that the keys stored in the loader shell cannot be
easily recovered by the user. Our proof-of-concept Loader Shell discussed in Section 5.3 discusses
many of these details.

4.4 Motivating Deployment Scenarios
While we believe our approach for IP encryption is effective at protecting IP details, we recognize
that the effort required to deploy such a solution may be substantial, and the limitations (which
we discuss later in Section 7) are not trivial. As such, we do not expect that this would be used in
all design scenarios. However, as motivation, we describe a couple scenarios where our proposed
framework would work well.

(1) Government/Defense IP Repository: In the case of a large state government, there may be
several organizations that create IP and may want to share and collaborate with other
organizations. To limit exposure of sensitive designs to fewer parties, it may be desireable
to encrypt IP before distribution. In addition, if the IP were to contain cryptographic keys
(for example, in communications systems), it may be necessary to allow other organizations
to use the IP in their systems without disclosing the underlying keys. In this scenario,
each organization may have their own key to encrypt their IP, with a central organization
maintaining the keys and programming them into the FPGA devices.

(2) Cloud service provider (CSP): An FPGA cloud provider may want to distribute useful IP to
their customers in order to make their cloud offerings more attractive, but may not want
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to expose the details of the IP. In this case, the CSP could encrypt the IP with their own
key, and distribute the IP to their customers. FPGA cloud providers already operate with
a shell/user region model, where the CSP provides a shell design that is loaded into the
FPGA, and the user places their design in a reconfigurable region. In this case it would be
straightforward to add the Loader logic to the shell, along with the keys for the CSP’s IP. A
shell with the decryption keys stripped out can be used by the customer to implement their
design. Given that the CSP maintains ownership of both the FPGA and the shell design that
contains the decryption keys, there is very minimal risk of IP theft.

5 PROOF-OF-CONCEPT TOOL
This chapter describes our proof-of-concept flow that partially encrypts IP all the way through
placement, routing, and bitstream generation. It demonstrates, beyond basic plausibility, how to deal
with challenges such as the optimizations the CAD tools make on the encrypted design, how to
decrypt the vendor IP, and how to keep the encryption keys hidden from the user.

Our general approach is to remove and encrypt LUT INIT properties in the protected IP, thereby
hiding significant internal details of the IP, while still allowing a commercial CAD tool to operate
on the IP. The produced bitstream will not contain the correct LUT INIT values, so intelligent
configuration logic is required to decrypt LUT INIT values and correct them on a per-LUT basis.
Our tool consists of three main components:

(1) Vendor Flow: Allows the IP designer to partially encrypt the IP, as described in Section 5.1.
(2) User Flow: Allows the user to instantiate one or more encrypted IP in their design, and

generate a partially encrypted bitstream. This is detailed in Section 5.2.
(3) Loader: A static region that contains the decryption and configuration circuitry, and hides

the decryption keys from the FPGA user. Described in Section 5.3.

5.1 Vendor Flow: IP Encryption
The IP vendor flow is shown in Figure 4, and involves the IP vendor first performing standard
Vivado Synthesis on their RTL to produce a synthesized design checkpoint, which contains the
design netlist. The synthesis is performed out-of-context, and with full hierarchy flattening enabled.
The vendor then runs a provided Python script that takes the design checkpoint, along with a
vendor-selected AES encryption key. The script then performs the following steps:

• RapidWright [21] is used to load the design checkpoint and locate all LUTs in the design.
• For each LUT, the script:

– encrypts the INIT property, padded with a random nonce to prevent identical LUTs
from having the same ciphertext,

– writes out the unique hierarchal LUT name and INIT ciphertext to a file, and
– modifies the original INIT to be a logical-AND of all the LUT inputs. This keeps any

inputs from being optimized away later on in the design flow.

AES Encryption Key

IP Post-Synth 
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(no LUT INIT)
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Names & 
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IP 
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Fig. 4. IP Vendor Flow
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Note: It is not sufficient to simply encrypt the INIT properties in place. As the CAD tools
perform implementation of the IP, they may re-order LUT inputs, causing a shuffling of the
INIT bits. It is not valid to perform this shuffling on the ciphertext, as it would corrupt the
data. Instead, the ciphertext must be kept separate and untouched.

• The new netlist is written out to a Verilog file (all INIT properties have now been effectively
removed), and the DONT_TOUCH property is applied to the module via in-code pragma.
This way, wherever the netlist is instantiated by the user, the module hierarchy and LUT
names will remain the same, and not merged with other logic. An example snippet from an
encrypted netlist in shown in Listing 1.

( ∗ DONT_TOUCH = " yes " ∗ )
module d e s 3 _p e r f (

desOut ,
des In ,
dec ryp t ,
key ,
c l k

) ;
. . .

LUT3 # (
. INIT ( 8 ' h0 ) # INIT r e p l a c e d to AND
) LUT_instance_name (

. I 0 ( s i g n a l 1 ) ,

. I 1 ( s i g n a l 2 ) ,

. I 2 ( s i g n a l 3 ) ,

.O( s i g n a l 4 )
) ;

. . .
endmodule

Listing 1. Code snippet illustrating a portion of an encrypted IP netlist.

The final produced netlist, along with the LUT names/ciphertext file, is provided to the IP user.
Although our tool does not rename and anonymize LUT names, it would be trivial to do so, and
would remove any details of the IP that the user could obtain by knowing internal instance names.

In our tool, each LUT is encrypted separately. This is done because our Loader system (described
later in Section 5.3), performs configuration in a streaming fashion, and does not have enough
memory to receive the entire user bitstream. As such, when the LUTs are decrypted in the device,
they need to be decrypted individually, potentially in a different order than they were encrypted.

5.2 User Flow
The user flow is shown in Figure 5, and details the steps required for an IP customer to instantiate
encrypted IP in their design, and generate a special bitstream that can be loaded onto the FPGA.

The encrypted IP netlist created as described previously is still a valid Verilog netlist (albeit LUT
INIT properties are meaningless); as such, the user can instance it in their design in the same they
would with regular IP.

Since our Loader Shell architecture requires the user to target a partial region of the FPGA, the
user would follow a standard partial reconfiguration design flow. This involves the user synthesizing

ACM Trans. Reconfig. Technol. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2024.



638

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

1:14 Daniel Hutchings, Adam Taylor, and Jeffrey Goeders

their RTL to produce a design checkpoint, which is then assigned to the reconfigurable partition.
The static portion of the FPGA (the Loader Shell) is provided to the user as a pre-implemented
design checkpoint. This Loader Shell is identical to the one that will be present on the deployed
FPGA, except that the encryption keys have been removed from memory. Standard implementation
and bitgen can then be run by the user to produce a partial bitstream. The INIT bits in the bitstream
corresponding to encrypted IP will still be invalid and meaningless at this point, meaning that even
with bitstream-to-netlist reverse engineering tools, the user cannot obtain the protected IP.

It should be noted that although the user is targeting a reconfigurable partition, there is no
restriction to place separate IP in different partitions, like in [19], [20]. Rather, the partition is one
large region that contains all of the user’s design, and would be made as large as possible on the
device to maximize the resources available to the user.
Next, the user runs a provided Python script, providing the LUT INIT ciphertext they received

from the IP vendor, along with the implementation checkpoint and partial bitstream produced by
Vivado. The script uses RapidWright [21] to read the implementation checkpoint, and locate all
encrypted LUTs based on their hierarchal name provided in the ciphertext file. The script then uses
RapidWright to generate a collection of implementation metadata that is packaged along with the
partial bitstream and ciphertext. The metadata is required for the Loader to patch the bitstream at
configuration time, and contains the following for each encrypted LUT instance:

(1) Vendor ID: Indicates which IP this LUT belongs to, and thus which key the Loader Shell
should use for decryption.

(2) Logical to Physical Pin Mapping:Mapping of logical LUT inputs to the physical LUT
pins. During implementation Vivado may reorder the LUT inputs to optimize the routing
solution, which requires the INIT property to be shuffled accordingly. This shuffling can
only be done post-decryption, so this pin mapping is provided to the Loader to account for
this optimization before patching the bitstream.

User RTL Top Module

Partial 
Bitstream
(Invalid INIT)

Partial 
Bitstream

LUT Metadata
Bitstream frame locations, 
LUT pin order, Vendor ID

Implemented 
Loader

Reconfigurable 
Partition

LU
T 

IN
IT

 
C

ip
h

e
rt

ex
t

IP #1
(No INIT)

IP #2
(No INIT)

Synthesized 
Design 

Checkpoint

Impl. & 
Bitgen

Vivado
Synthesis

Custom Bitstream Generator Script

LUT INIT 
Cyphertext

Custom Bitstream

Checkpoint

Fig. 5. User Flow, where encrypted IP is instantiated in the user’s design, and a partially encrypted bitstream
is generated.
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(3) LUT Sharing Information: The Xilinx 7-series LUT primitive (LUT6_2) can implement
a six-input logic function, or two five-input (or smaller) logic functions provided there
are five or fewer unique input signals. Given this LUT fracturability, a logical LUT can be
assigned to either half (O6 or O5 output) of the LUT6_2 primitive. This affects whether the
LUT utilizes the entire 64-bit INIT value, or just the lower or upper 32 bits. Special care
must be taken here since the LUT6_2 primitive could be shared with other LUTs from the
same encrypted IP, a different encrypted IP, or even non-encrypted user logic.

(4) Physical Location: The tile location of the LUT, along with the base address and word
offset of the LUT’s configuration bits within the bitstream. This information is gathered
using the tilegrid.json file from Project X-Ray [3] for our specific FPGA part.

In most cases, the logical LUTs from the netlist can be found in the implemented design using
RapidWright to do simple name matching. However, certain special cases arise due to optimizations
performed by the CAD tool, that require extra care. One such case arose due to LUT routethrus,
which are LUTs that are used by Vivado in the implemented design to route a net to a flip-flip, but
are not reported as logical LUTs in the netlist. However, they still need to be accounted for in the
produced metadata as they may share a LUT6_2 with an encrypted LUT, and care must be taken to
not overwrite the half of the INIT property that contains the routethru logic.

A similar challenge can occur with constant generating LUTs, which are LUTs that Vivado inserts
in the implemented design to generate a constant value when routing to a traditional constant-
generating primitive may be difficult. Again, care must be taken to include this information in the
metadata to ensure the LUT behavior is preserved.
The final output of the Python script is a custom bitstream shown in Figure 6. The standard

bitstream frames are augmented with additional information, and each frame indicates whether it
can be directly configured to the FPGA (Write Only), or whether the frame contains encrypted LUT
metadata (Write Edit), in which case the frame data is augmented with the necessary ciphertext
and metadata discussed above.

5.3 Loader Shell
Once the user has created the modified bitstream containing the metadata necessary for patching,
the Loader Shell can be used to load the bitstream onto the FPGA. In our implementation we
chose to use a MicroBlaze soft processor to handle the decryption and bitstream patching, as
implementing the functionality in software is much faster to prototype than in hardware. However,
the performance of our Loader is quite slow, and in a real deployment, the decryption and patching
could likely be implemented much faster with custom hardware.

Our Loader Shell architecture is shown in Figure 7, and contains a MicroBlaze processor, a UART
core to receive the bitstream from the user, the decryption keys stored in BRAM, and interface
logic to the Internal Configuration Access Port (ICAP). We tested our system on a Nexys4DDR
development board, containing an Artix-7 100T FPGA.

5.3.1 Configuration Process. Our configuration process proceeds by having a script on the host
computer send portions of the bitstream to the FPGA over UART. The MicroBlaze memory is
limited, and it cannot receive and store the entire bitstream in one transmission, so the bitstream
must be send in pieces, with each piece processed and configured before the next is sent. Bitstream
data for Xilinx FPGAs is broken into frames, which for the Artix-7 family are 101 32-bit words in
length. While it may seem logical to send one frame at a time, this is actually not possible as each
LUT’s 64 INIT bits are spread across four different frames, and we need to be able to decrypt and
patch the entire LUT’s INIT bits at once. We actually elect to send 36 frames (14,544 bytes of frame
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Modified Bitstream

Header Data
Various Config Register Writes

FAR Write
Frame Address
FDR Write
Frame Data

…
Frame Data

End of Bitstream

Write Only
Number of Config Bytes

Header Data
Various Config Register Writes

FAR Write
Frame Address
FDR Write

Write Edit
Number of Config Bytes

Number of LUT Metadata Bytes
Frame Data

LUT Metadata

Write Only
Number of Config Bytes

Frame Data
End of Bitstream

Stop

Fig. 6. Custom bitstream format that contains a mixture of standard bitstream frames, and custom frames
that contain encrypted LUT metadata.

data plus the metadata shown in Figure 6) at a time, as this represents all of the frame data for a
CLBLL tile.
The loader receives the frames into memory, and must first verify that the frame locations

belong to the region of the FPGA allocated to user logic. This is necessary to prevent the user from
overwriting any Loader logic. Next, the Loader software iterates through all LUT metadata objects,
and:

• Decrypts the INIT value and discards the nonce, using the vendor ID to choose which key
to decrypt it with.

• Inflates the INIT value to 32 or 64 bits (depending on whether the LUT is shared). This is
necessary because the LUTs in the post-synthesis netlist that were originally encrypted
may have had fewer inputs (eg. LUT2, LUT3, etc.), and thus fewer INIT bits. The INIT value
must be inflated to the correct number of bits before it can be patched into the bitstream. In
a standard unencrypted IP flow, an IP instanced in a user’s design would have INIT values
inflated during implementation of the user’s design. This is not possible in our encrypted
flow, as there is no way to apply this inflation transformation on encrypted data. As such,
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Fig. 7. Loader architecture, which receives the encrypted bitstream from the user, decrypts the INIT values,
and patches the bitstream before writing it to the ICAP.

the INIT inflation must take place during decryption on the device. Technically, in our flow,
Vivado will inflate the INIT bits of the AND gate we used as a placeholder; however, this
data is meaningless and discarded by the loader.

• Reorders the INIT value based on the logical to physical pin mapping.
• Checks whether another LUT from the netlist shares the same physical LUT. If so, this

second LUT is also processed, and the two resulting 32 bit INIT values are combined into
the two halves of the 64-bit INIT value for the physical LUT.

• Writes the now correct INIT value into the appropriate bit locations in the bitstream.
The locations are determined using the data provided by the segbits_clbll_l.db or
segbits_clblm_l.db files in Project X-Ray [3]. This differs for CLBLLs and CLBLMs so
the tile number field is used to indicate which bits to write to specifically.

When all LUT metadata objects have been processed, the patched 36 frames of configuration data
are written to the ICAP.

It is worth noting that if the Loader functionality were to be implemented in hardware as part of
the FPGA configuration circuitry, the above transformation steps would need to be implemented in
hardware as well. This would add additional hardware costs that may be prohibitive, depending on
the application. Unfortunately we have not yet explored a hardware implementation of the Loader,
and as such, do not have a good estimate of the area overhead.

5.3.2 Key Management. Perhaps the most challenging portion of this project was ensuring that
the decryption keys stored in the loader design remain hidden and inaccessible to the IP user. This
would be easier to accomplish if the FPGA was designed with this requirement in mind; however,
accomplishing this objective on an existing FPGA device is more challenging.

Our solution to this problem is to use the following approach:
• The encryption keys are stored within the software that runs on the MicroBlaze (BRAM

memory in the static Loader bitstream). This BRAM memory is not initialized in the imple-
mented loader design checkpoint that is provided to the user as part of the user flow shown
in Figure 5. Rather, the software is part of the static Loader bitstream that is provided to the
user for device configuration.
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• The static Loader bitstream, which contains the decryption keys in its BRAM, is encrypted
using traditional bitstream encryption methods. The key for this bitstream encryption is
not provided to the user, or to the IP vendors. Rather, in our proof-of-concept tool we rely
on a trusted third-party key holder which would distribute this encrypted Loader bitstream.

• In order for the Loader bitstream to be configured onto the FPGA (when the user does not
know the encryption key), the key must be pre-programmed into the appropriate FPGA
eFUSE register, again by the trusted key holder. The user may send their FPGA to the trusted
key holder, or they may obtain their FPGA from the key holder, who could serve as the
hardware distributor.

In Section 4.4 we discussed two motivating scenarios where our proposed framework would work
well. In the first case, where this framework was used by a government defense organization, a single
government agency would need to serve as the trusted key holder. This agency would be responsible
for creating the trusted Loader design, embedding the various keys into the Loader, encrypting the
Loader bitstream, and pre-setting the FPGA eFUSEs to accept the Loader bitstream. This agency
would then serve as the distributer of FPGA devices to other government organizations or defense
contractors, along with providing organization-specific encryption keys that each organization
could use to encrypt their own IP. This would provide compartmentalization between different
government organizations and contractors, following the principle of least privilege (PoLP).
The other motivating example in Section 4.4 was a cloud service provider (CSP) that could

encrypt their IP and provide it to customers for embedding into their designs. In this case there
would only need to be a single encryption key (belonging to the CSP), and the CSP would distribute
their encrypted IP to the client. There would be no need to encrypt the Loader bitstream or program
the FPGA eFUSE registers, as the CSP would maintain full control of Loader static region, and the
FPGA hardware.

The CSP could elect to support encrypted IP from third parties; however, the CSP would need to
serve as the trusted key holder, and be privy to the key and full IP details of the third-party IP. This
would be in the best interest of the CSP, since they typically have strict requirements on scanning
the bitstream for any malicious content before deploying on their systems, and it would not be
possible to detect, for example, power wasting attacks [22], [23], without viewing unencrypted
LUT values.
In both of these scenarios, the trusted key holder would be capable of creating IP encrypted

with any of the various organization-specific keys. While it may be possible to prevent this with a
public-private key system, this would need to be properly explored in future work.

5.3.3 eFUSE Settings. It should be noted that the hardware distributor would also set the following
eFUSE values to eliminate any method of the user accessing the Loader design and decryption keys:

CFG_AES_Only: Forces the use of AES key stored in eFUSE and disables device readback. This bit
must be set as the FPGA must only accept the Loader bitstream, and not another bitstream
created by the user to access the IP decryption keys.

AES_Exclusive: Disables partial reconfiguration from external configuration interfaces but still
allows partial reconfiguration via the ICAP. This bit must also be set for the same safety
concern as the previous bit.

W_EN_B_Key_User: Disables programming of AES key. This bit must also be set to prevent the
IP user from overwriting the AES key.

R_EN_B_Key, R_EN_B_User: Disables reading and reprogramming of AES key.
W_EN_B_Cntl: Disables any further changes to the eFUSE registers.
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We note that we were fortunate that the Xilinx 7-series devices supported the above functionality
in their eFUSE registers. In particular, we rely on the ability to continue to perform internal partial
reconfiguration via ICAP with unencrypted partial bitstreams, while disabling external partial
reconfiguration via JTAG, and forcing external configuration to only accept a single encrypted
bitstream. We are not sure how widespread this functionality is on other FPGA device families and
vendors, so our proof-of-concept may be limited in which devices it can be deployed on.

6 EXPERIMENTAL RESULTS
In this section we describe the evaluation of our proof-of-concept tool, which includes both an
analysis of the costs associated with the technique, as well as a discussion of our verification
methodology to ensure the design is correctly implemented.
We evaluated our proof-of-concept tool using a collection of benchmark circuits, measuring

impact on resource utilization, CAD runtime, and configuration runtime.

6.1 Benchmarks
Our testing is performed using nine different user circuits, comprised of 24 different IP obtained
from Open Cores. The top-level circuits are synthetic designs that stitch together the Open Cores IP
to create a larger design. To stress our design flow, and obtain results in the worst-case scenario, all
of these IP are treated as encrypted IP, leaving very little unencrypted user logic at the top-level. The
circuit details are included in Table 1, which show that the top-level designs range from containing
one to five different IP, including some cases where multiple instances of the same IP are used.

6.2 Resource Overheads
In our proposed flow, there are two sources of resource overhead:

(1) By encrypting the IP and marking them as DONT_TOUCH, the CAD tools are prevented from
performing optimizations across the boundary of the encrypted IP. This overhead will be
present regardless of whether configuration is done using a custom FPGA, or using the
Loader Shell approach. This is analyzed in Section 6.2.1.

(2) When using the Loader Shell approach, the user design is restricted to a smaller portion of
the FPGA, as the Loader Shell must be placed in a static region. This overhead is discussed
in Section 6.2.2.

6.2.1 Resource Overhead of Encrypted IP. Table 1 provides results detailing the resource overheads
due to encrypting the IP. The left side fo the table, Regular CAD Flow, shows the resource usage of
the design when running a standard Vivado flow on the entire RTL design, without encrypting
any IP. The right side of the table, Encrypted IP CAD Flow, shows the resource usage of the design
when using our proposed flow, and encrypting all IP. The LUT and FF overhead is included in the
right-most columns (no change in RAMBs or DSPs were observed).
The table includes resource breakdown between the IP cores; however, it should be noted that

when cross-boundary optimizations are enabled (such as in the Regular CAD Flow), the values
reported by Vivado can be very skewed between the IP. As such, we do not directly compare the
resource usage of the IP cores between the two flows, but rather focus on the overall resource usage
of the design.

The overhead of encrypting the IP ranged from -1.3% to 13.7% increase for LUTs, and 0.0%–3.3%
increase for FFs.

6.2.2 Resource Overhead of Loader Shell. Our test system consists of a Digilent Nexys4DDR
development board, containing a Xilinx Artix-7 100T FPGA. This FPGA consists of eight clock
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Table 1. Resource overhead on user’s design when using encrypted IP

Design
Regular

CAD Flow
Encrypted IP
CAD Flow* Overhead*

LUTs FFs R/D LUTs FFs R/D LUTs FFs

Synth1 (top) 2629 (4%) 1421 0/0 2989 (19%) 1445 0/0 13.7% 1.7%
↳ pid_0 654 385 0/0 742 391 0/0
↳ divider_dshift_1 640 351 0/0 742 351 0/0
↳ divider_dshift_2 672 351 0/0 742 351 0/0
↳ divider_dshift_3 663 333 0/0 742 351 0/0

Synth2 (top) 709 (1%) 390 0/0 755 (5%) 391 0/0 6.5% 0.3%
↳ pid_simple_0 708 390 0/0 742 391 0/0

Synth3 (top) 3326 (5%) 3028 0/0 3526 (23%) 3118 0/0 6.0% 3.0%
↳ mem_ctrl_0 1482 926 0/0 1026 990 0/0
↳ ac97_0 901 1019 0/0 930 1032 0/0
↳ ac97_1 901 1019 0/0 930 1032 0/0
↳ des3_area_0 42 64 0/0 623 64 0/0

Synth4 (top) 5654 (9%) 5952 0/0 5579 (36%) 6008 0/0 -1.3% 0.9%
↳ des3_perf_0 5654 5952 0/0 5540 6008 0/0

Synth5 (top) 164 (0%) 224 0/0 165 (1%) 224 0/0 0.6% 0.0%
↳ int_mul_inst 70 32 0/0 71 32 0/0
↳ display_inst 94 192 0/0 94 192 0/0

Synth6 (top) 1067 (2%) 1207 2/2 1073 (7%) 1207 2/2 0.6% 0.0%
↳ gng_0 659 797 0/2 697 797 2/2
↳ uart2spi_0 407 410 0/0 374 410 0/0

Synth7 (top) 3090 (5%) 1065 1/43 3232 (21%) 1067 1/43 4.6% 0.2%
↳ fixed_pt_sqrt_0 472 18 0/24 460 18 0/24
↳ graphiti_0 1262 665 0/19 1223 668 1/19
↳ hight_0 329 134 0/0 502 134 0/0
↳ lfsr_randgen_0 8 4 0/0 2 4 0/0
↳ cpu8080_0 1019 243 0/0 1020 243 0/0

Synth8 (top) 3056 (5%) 2231 2/2 3187 (20%) 2272 2/2 4.3% 1.8%
↳ pci_mini_0 224 290 0/0 263 332 0/0
↳ pic_0 144 106 0/0 164 107 0/0
↳ potato_0 2433 1664 2/0 2434 1664 2/0
↳ pwm_0 159 145 0/0 189 145 0/0
↳ quadratic_func_0 105 24 0/2 109 24 0/2

Synth9 (top) 7686 (12%) 2220 0/0 8504 (55%) 2293 0/0 10.6% 3.3%
↳ random_pulse_generator_0 4 33 0/0 4 33 0/0
↳ sha3_high_throughput_0 7634 2157 0/0 8268 2230 0/0
↳ simon_core_0 48 27 0/0 47 27 0/0

Average 5.1% 1.2%

R/D=RAMB/DSP. For the Regular CAD Flow, LUT percentage represents fraction of entire device.
For the Encrypted CAD Flow, it represents fraction of user logic region. *Note: This does not

include the fixed cost of the Loader static design.
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ICAP

CLK

Fig. 8. Partitioning of the FPGA for the Loader Shell and User Design.

Table 2. Resource overhead of our Loader Shell design

Module LUT FF RAMB DSP

Loader Shell 2052 2701 34 0
↳ MicroBlaze 1321 1159 32 0
↳ AXI HWICAP 575 1367 2 0
↳ AXI Interrupt Controller 68 65 0 0
↳ AXI UartLite 93 110 0 0

regions. Unfortunately, the constraints of this small FPGA and development board are not ideal for
our Loader Shell architecture. The ICAP primitives, which are used to configure the FPGA, and
of which the FPGA only contains two, are both located in the center of the FPGA, requiring our
Loader Shell to be placed in the center of the FPGA. In addition, the clock input, which also needs
to be located within the static region, is located diagonally across the chip from the ICAP. This
results in our Loader Shell needing a large region located in the center of the chip, and the user
design being relegated to the bottom of the chip, as shown in Figure 8.

The actual logic utilization of the Loader Shell is quite small, as shown in Table 2, requiring only
2052 LUTs and 2701 FFs. With a larger FPGA, and better board design to place the clock input in a
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location near the ICAP, the Loader Shell could be made much smaller, and the user would have
access to a much larger portion of the FPGA.

Since the shell/user paradigm is commonly used in cloud FPGA systems, we are confident that a
more appropriate partitioning could be achieved in practice.

6.3 CAD Runtime
Table 3 details the CAD runtimes for our various benchmarks.

The Regular CAD Flow columns report the synthesis and implementation runtimes for a standard
execution of the Vivado tool. No individual runtimes for IP are reported because compilation is
performed on the design as a whole.

The Encrypted IP CAD Flow columns report the synthesis and implementation runtimes for our
proposed flow. The rows include synthesis runtime for both the top-level design, and the encrypted
IP, but it is important to recognize that the encrypted IP synthesis is performed by the IP vendor,
and not the user. Because the encrypted IP is pre-synthesized and marked as DONT_TOUCH, the
top-level synthesis time is quite small (our benchmarks contain very little user logic).
The Encrypt runtime measures the time to run the encryption Python script discussed in Sec-

tion 5.1, and ranges from 1.6 seconds to 12.7 seconds.
The Impl column represents the Implementation time of the top-level design, which includes

the user’s top-level design (including encrypted IP), and the Loader Shell. The Loader Shell is
pre-implemented, so it has minimal contribution to the runtime.

The final column compares the implementation runtime of the encrypted user design against the
standard Vivado flow. We choose to only compare implementation since the synthesis runtimes are
not comparable, given most of the synthesis time is spent on the encrypted IP, which is performed
by the IP vendor, and not the user.

Most designs see a small reduction in implementation time. We believe this is due to the fact that
the encrypted IP flow targets only the user partition, versus the regular flow targeting the entire
part. Since the user partition is smaller, there is potentially less exploration performed by the CAD
tools (fewer swaps for the placer to consider, and a much smaller routing-resource graph for the
router). However, in some designs we did notice a runtime increase, with the largest increase in
runtime (+221%) encountered by our largest design. In this case the implementation logs indicated
that there was considerable routing congestion when targeting the smaller user partition, which
resulted in several more long-running routing iterations.

6.4 Configuration Time
Table 4 details the time to perform configuration, which includes sending the bitstream over UART,
processing the bitstream (decryption and patching), and writing the bitstream to the ICAP.

The total configuration time for our proof-of-concept tool is a few minutes, and varies depending
on howmany frames in the bitstream need to be decrypted and patched. This is orders of magnitude
longer than standard configuration which would take tens of milliseconds for this part. However,
we have not invested any time into speeding this process up. If configuration time was a priority,
there are several improvements that could be made.

First, the majority of the time is spent transmitting over UART. We choose to send the bitstream
over UART for simplicity; a faster communication protocol would substantially reduce configuration
time.
Second, the remainder of the runtime is mainly attributed to processing performed by the

MicroBlaze. The processing time is roughly linear with the number of LUTs to patch, with each
LUT that needs decryption and patching contributing about 25–30 milliseconds to the runtime.
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Table 3. CAD Runtime of User Flow

Design
Regular

CAD Flow
Encrypted IP
CAD Flow*

Runtime
Difference

Synth Impl Synth Encrypt Impl Impl

Synth1 (top) 104 s 120 s 33 s 119 s -0.8%
↳ pid - - 59 s 7.4 s -
↳ divider_dshift - - 44 s -

Synth1 (top) 104 s 120 s 33 s 119 s -0.8%
↳ pid - - 59 s 7.4 s -
↳ divider_dshift - - 44 s 7.8 s -

Synth2 (top) 58 s 111 s 28 s 108 s -2.7%
↳ pid_simple - - 57 s 8.0 s -

Synth3 (top) 76 s 191 s 33 s 191 s 0.0%
↳ mc_top - - 59 s 0.0 s -
↳ ac97_top - - 31 s 8.1 s -
↳ des3_area - - 47 s 8.5 s -

Synth4 (top) 83 s 201 s 39 s 171 s -14.9%
↳ des3_perf - - 78 s 10.3 s -

Synth5 (top) 35 s 161 s 29 s 153 s -5.0%
↳ int_mul_8 - - 35 s 7.9 s -
↳ configurable_display - - 34 s 7.1 s -

Synth6 (top) 46 s 147 s 31 s 118 s -19.7%
↳ gng - - 39 s 1.6 s -
↳ uart2spi - - 35 s 1.6 s -

Synth7 (top) 87 s 199 s 34 s 238 s 19.6%
↳ fixed_point_sqrt - - 45 s 7.4 s -
↳ graphiti - - 36 s 7.7 s -
↳ hight - - 42 s 7.6 s -
↳ lfsr_randgen - - 32 s 6.6 s -
↳ cpu8080 - - 51 s 8.3 s -

Synth8 (top) 97 s 194 s 34 s 173 s -10.8%
↳ pci_mini - - 36 s 6.5 s -
↳ pic - - 43 s 6.9 s -
↳ potato - - 77 s 8.9 s -
↳ pwm - - 33 s 6.8 s -
↳ quadratic_func - - 32 s 7.0 s -

Synth9 (top) 619 s 42 s 18 s 135 s 221.4%
↳ random_pulse_generator - - 26 s 7.1 s -
↳ sha3_high_throughput - - 691 s 12.7 s -
↳ simon_core - - 26 s 7.1 s -

Average +20.8%
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Table 4. Configuration Runtime

Design

ICAP
Config
Time

UART
Send
Time

Processing
Time Total

Synth1 111 ms 160 s 99 s 259 s
Synth2 111 ms 160 s 25 s 185 s
Synth3 110 ms 160 s 98 s 258 s
Synth4 110 ms 160 s 166 s 326 s
Synth5 111 ms 160 s 6 s 166 s
Synth6 111 ms 160 s 33 s 194 s

This processing could be significantly sped up by better optimizing the software code, using a faster
processor, or by using hardware acceleration of the decryption process.

6.5 Verification Process
Our tool makes several substantial changes to the already complex FPGA CAD process, and
given the many possible points of failure, we wanted to be sure that our technique was correctly
implementing the design in the FPGA. Our approach to verify correctness of our tools was the
following:

(1) Compile the encrypted IP using our proposed vendor flow (Figure 4). Though not shown in
previous figures, the vendor flow generates two netlists, one that is encrypted and one that
maintains the LUT INIT values intact specifically for verification.

(2) Compile the user design using our proposed user flow (Figure 5), this time including the
intact netlist. This results in a modified bitstream that still contains the intact LUT INIT
values and will serve as a “golden" bitstream.

(3) We then modify the Loader software to enable a verification mode. In this mode the Loader
compares each decrypted bit with the bit it will patch in the golden bitstream. If they do
not match, then the Loader reports an error.

(4) We then perform this verification process on each design by first generating the “golden"
modified bitstream, and then using the verification mode to assure no modification to the
“golden" bitstream when the loader decrypts and writes the encrypted INIT values.

The above process ensures that the process of tracking LUTs through the CAD flow, dealing
with CAD tool optimization, and decrypting and patching the bitstream at configuration time, is all
working correctly. This method helped us catch and correct many of the subtle optimization issues
discussed earlier in the paper.

7 ISSUES AND LIMITATIONS
Despite our approach significantly improving the state-of-the-art for IP protection, there are still a
number of limitations and issues that should be identified.
Partial Encryption: One significant limitation of our approach is that the IP is not fully

encrypted. The INIT values are hidden but the full structure of the netlist is still visible to the user,
including the relative connections of LUTs, FFs, adders, and other primitives. While cell names
could be removed from the netlist, an attacker could still learn important implementation details of
the IP by just looking at the structural layout. In Section 4 we discuss alternative approaches that
could provide coarser-grained granularity of encryption thereby hiding more structure of the IP;
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however, this would require more significant changes to the CAD tool, and would be more difficult
to implement.
However, it should be noted that the current approach to IP encryption in Vivado similarly

allows the user to view cell instances and how they are connected, without needing to perform any
of the workarounds such as Tcl interrogation or bitstream-to-netlist processing. Thus, at minimum
our approach hides the same information as current approaches, but is immune to the attacks that
can be performed on current approaches.
Vulnerability to Key Theft: Another limitation is that there is a possibility that the user can

potentially steal the encryption keys. This shouldn’t be possible, given they are encrypted into the
Loader design; however, previous work, such as the Starbleed attack [24], has demonstrated that it
is possible to break FPGA encryption technology. Currently this is only the case for certain FPGA
families, although there are no guarantees that new vulnerabilities for other FPGA families won’t
be discovered in the future. In addition, we have not considered the effects of side-channel attacks,
such as dynamic power analysis, which could possibly be used to extract the encryption keys from
the Loader design. Despite this, our approach is still vastly more effective than current approaches
for IP protection, and makes it much harder for an attacker to gain access to protected IP.
In addition, if this approach were used in an environment where the IP customer did not have

access to the FPGA or Loader Shell, such as in a cloud environment, then this risk would be removed
entirely.
Brute-Force Netlist Recovery Attacks: Despite the protections offered by our proposed

technique, there still may bemethods to for a determined attacker to recover the LUT INIT properties
through a brute-force attack. For example, a malicious IP user could alter the proprietary bitstream,
select an encrypted LUT and change the metadata to indicate that this LUT is not encrypted. This
would likely break the functionality of the design since the LUT would have the incorrect INIT
property. However, the attacker could then continually regenerate bitstreams with different LUT
INIT values until the correct value is found.

The feasibility of such an attack would depend on a number of factors. First, the attacker would
need a way to validate whether the LUT INIT value they are trialing is correct. This may be very
difficult, especially since the attacker may not know what feature of the IP this LUT impacts, or how
to validate its correctness. Validating the correctness of the LUT INIT value would likely require
substantial test vectors with perfect test coverage to be sure the LUT is functioning correctly in all
possible scenarios.
Second, the number of possible LUT INIT values for a k-input LUT is 22

𝑘

, making this attack
computationally infeasible for larger LUTs. For example, supposing an attacker is able to generate
a new bitstream, configure it to the FPGA via the Loader, and fully validate the functionality of the
IP in one minute, it would take four hours to test every possible 3-LUT INIT value, 46 days for a
4-LUT, and thousands of years for 5/6-LUTs.

Such an attack could be used to obtain many of the smaller LUT INIT values, but would be
computationally infeasible for an entire IP, which would naturally contain many larger LUTs.

Simulation and IPReverse Engineering:A substantial limitation of any encrypted IP approach
is that the user is no longer able to perform simulation on the design. Current FPGA tools do not
run into this issue as the CAD tool has access to decrypt the IP design for simulation. One way to
address this issue would be for the IP vendor to provide a simulation executable that could provide
cycle-accurate behavior of the IP, and a plug-in system that would allow this to be integrated into
the simulator tool.

Providing a cycle-accurate behavioral oracle would allow a user to try and break the IP encryption
by providing various inputs and observing the outputs. It is possible that with machine-learning or
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SAT-based attacks a user could gain the full netlist details. However, such an approach would be
far more difficult and compute-intensive than the current trivial methods of obtaining encrypted IP
netlists described in Section 2.1.
In addition, depending on the implementation of the IP module, this may be computationally

infeasible. For example, suppose the IP is an AES encryption module with the encryption key
hard-coded into the LUT logic. AES is inherently designed such that even with multiple known
plaintext/ciphertext pairs, it is computationally infeasible to determine the encryption key. Thus,
even with a cycle-accurate input/output behavioral oracle, it would be impossible to determine the
encryption key. However, the simulator executable could still be vulnerable to other attacks, such
as memory probing, which could be used to extract the encryption key from the executable.

Feature RestrictionsAside from simulation, there are a number of convenient other design-flow
features that would be prohibited when using encrypted IP. Since the user is being provided with a
partially encrypted netlist, they do not have access to the original RTL (soft IP), and cannot change
configuration options that may have otherwise been possible. In addition, debugging features such
as Xilinx Integrated Logic Analyzer (ILA) debug probes and device readback would not be possible.
Dynamic reconfiguration would also not be possible.

8 CONCLUSION
In this paper we have presented a novel approach for protecting third-party IP on FPGAs. Our
approach allows the IP vendor to partially encrypt their IP, and then provide the encrypted IP to
the user. The user can then incorporate the encrypted IP into their design, and generate a custom
bitstream that can be loaded onto the FPGA. The FPGA contains a special static region that contains
the decryption and configuration circuitry, and is able to decrypt the IP during configuration.
We have implemented a proof-of-concept tool that demonstrates our approach, and have eval-

uated it using a collection of benchmark circuits. Our results show that our approach is able to
protect the IP, while only incurring a moderate overhead to resource usage. Our configuration
runtime is significantly higher than traditional configuration, but there are many opportunities to
speed up the configuration.

We hope that future work will explore other implementations in this vein, allowing FPGA CAD
tools to operate on partially encrypted IP, along with the development of new FPGA devices that
are designed with this type of IP protection in mind.
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