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Abstract— Heterogeneous Internet of Things (IoT) networks,
which operate using various protocols and spectrum bands like
WiFi, Bluetooth, Zigbee, and LoRa, bring many opportunities to
collaborate and achieve timely data collection. However, several
challenges must be addressed due to heterogeneous data patterns,
coverage, spectrum bands, and mobility. This paper introduces a
cross-technology IoT network architecture design that facilitates
collaboration between service providers (SPs) to share their
spectrum bands and offload computing tasks from heterogeneous
IoT devices using multi-protocol mobile gateways (M-MGs). The
objective is to minimize the age of information (AoI) and energy
consumption by jointly optimizing collaboration between M-MGs
and SPs for bandwidth allocation, relaying, and cross-technology
data scheduling. A pricing mechanism is presented to incen-
tivize different levels of collaboration and matching between
M-MGs and SPs. Given the uncertainty due to mobility and
task requests, we design a cross-technology federated matching
algorithm (CT-Fed-Match) based on a multi-agent actor-critic
approach in which M-MGs and SPs learn their strategies in
a distributed manner. Furthermore, we incorporate federated
learning to enhance the convergence of the learning process.
The numerical results demonstrate that our CT-Fed-Match-
RC algorithm with cross-technology and relaying collaboration
reduces the AoI by 30 times and collects 8 times more packets
than existing approaches.

Index Terms— Age of information (AoI), cross-technology
offloading, federated learning, heterogeneous IoT, multi-agent
deep reinforcement learning, mobile edge computing.

I. INTRODUCTION

WITH the increasing development of the Internet of
Things (IoTs), IoT systems are becoming more intelli-

gent and heterogeneous with applications requiring data from
devices that use different wireless protocols like WiFi, Blue-
tooth, Zigbee, and LoRa [1]. Data collection and computing in
such a heterogeneous IoT network become more challenging
to coordinate and achieve data freshness. Moreover, many
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IoT protocols may operate within the same wireless spectrum
bands, and thus, without proper coordination of transmission
schedules, this overlap can result in significant performance
degradation. Theodorou et al. [2] present a multi-protocol Soft-
ware Defined Network (SDN) platform for multiple services
and heterogeneous IoT devices. Hasan and Khan [3] survey the
latest works on coexistence spectrum management with a focus
on interference management when multiple wireless networks
are in close proximity. Cross-technology communications are
proposed in [4] to facilitate direct communication among
different wireless technologies when they operate in the same
spectrum band. Jiang et al. [5] present BlueBee that emulates a
ZigBee frame within the payload of a Bluetooth packet. In [6],
they present a spectrum allocation strategy CoWBee in which
WiFi is used to communicate with ZigBee devices directly, and
both devices schedule their transmissions to avoid collisions
and reduce interference. However, these works ignore the data
freshness.

The idea of data freshness, evaluated through the AoI, has
been extensively employed as a performance metric in IoT [7],
[8], [9], [10], [11], [12], [13], [14], [15]. Recent works on
minimizing AoI rely on mobile edge computing (MEC) for
data collection and computation task offloading [7], [11], [14],
as summarized in Table I. Most of their network architec-
ture designs focus on evaluating data freshness for a single
protocol [16], and the same applies to pricing schemes that
incentivize data collection and control the data freshness [17],
[18], [19], [20]. On the other hand, the diversity of protocols
brings unique opportunities for cross-technology collaboration
that remain unexplored. Consequently, there is a need to enable
heterogeneous IoT data collection and computational offload-
ing that considers diverse data patterns, coverage requirements,
spectrum bands, and caching capabilities, all with the ultimate
goal of ensuring data freshness in heterogeneous IoT systems.

In dynamic and distributed scenarios, multi-agent deep
reinforcement learning (MADRL) and federated learning (FL)
have been utilized to enable agents to learn from local
observations and collaborate towards achieving optimal global
strategies [11], [16]. To handle large action spaces, policy-
based methods like multi-agent deep deterministic policy
gradient (MADDPG) are employed [15]. Xie et al. [16]
develop a deep reinforcement learning algorithm for trajectory
planning of unmanned aerial vehicles (UAVs) and resource
allocation in an IoT network. In our preliminary work [11],
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we adopt MADDPG to solve the data scheduling problem in
a hierarchical IoT network architecture and show a significant
reduction in the AoI and energy consumption.

In this paper, we contribute to designing heterogeneous
IoT network architectures and present a holistic approach to
tackle collaborative data scheduling, spectrum allocation, and
cross-technology offloading in multi-protocol IoT networks.
In particular, our paper presents the following contributions:

• We present a cross-technology network architecture
design for heterogeneous IoT, where a middle layer of
M-MGs is deployed by various SPs operating in different
wireless protocols. M-MGs are equipped with multiple
interfaces and SPs incentivize them to collect data from
heterogeneous IoT devices, perform computing tasks, and
offload the data to nearby access points (APs) for data
aggregation.

• We develop a collaborative framework between SPs and
M-MGs to optimize cross-technology data scheduling,
relaying, and bandwidth allocation for heterogeneous IoT
devices and minimize the AoI and energy consumption.
The M-MGs’ strategies involve collection, execution,
relaying, and selection of the offloading technology and
APs. On the other hand, SPs handle spectrum sharing and
allocation considering the interference among M-MGs
and pricing. Moreover, pricing schemes are proposed to
negotiate the collaboration between M-MGs and SPs.

• A cross-technology federated matching algorithm (CT-
Fed-Match) is presented to solve the previous optimiza-
tion problem. It is based on a multi-protocol, multi-agent
actor-critic with two levels of FL in which SPs collaborate
and match with M-MGs by sharing their bandwidth, and
M-MGs collaborate with each other for relaying and
offloading data. Our algorithm is capable of adapting to
different data patterns and network conditions.

• Extensive simulation results show significant perfor-
mance improvements of CT-Fed-Match algorithm in
terms of AoI and energy cost, amount of data collected,
and convergence speed compared to existing approaches.

The structure of the paper is as follows. Section II summa-
rizes the related work. Section III describes the system model.
The collaborative data scheduling and relaying scheme is pre-
sented in Section IV. Section V describes the cross-technology
spectrum allocation and offloading. The multi-protocol fed-
erated matching framework for AoI and energy cost mini-
mization is introduced in Section VI. Section VII presents the
simulation results. Finally, Section VIII concludes the paper.

II. RELATED WORK

This section summarizes the related work and compares it
to our contributions in Table I.

A. AoI Minimization in IoT-Enabled Edge Computing
Networks

Xie et al. [7] develop scheduling algorithms for industrial
Internet of Things (IIoT) with multiple sensors and servers
to minimize the AoI. They adopt a guided exploration-based
deep Q-network (GE-DQN) algorithm with a fixed advan-
tage policy. Wang et al. [9] present a dynamic scheduling

TABLE I
LITERATURE REVIEW

scheme based on the Lyapunov drift framework to minimize
the long-term average AoI under a delay constraint. When
the probability of successful data delivery is unknown, they
propose a scheduling policy using the dueling deep Q net-
work (D3QN). Wang et al. [14] present joint sampling and
scheduling control to minimize the weighted sum of AoI
and energy consumption. They introduce a distributed QMIX
algorithm [21] for a cooperative update of reinforcement
learning parameters by edge devices. Zhu et al. [15] employ
a combination of MARL and FL techniques to obtain policies
for trajectory planning of UAVs and resource allocation. These
works focus on a single protocol, whereas this paper tackles
AoI minimization in heterogeneous IoT networks where mul-
tiple wireless protocols coexist.

B. Multi-Agent RL Approaches for AoI Minimization

In [8] and [10], data collection is studied in UAV networks
using monotonic value function factorization and value
decomposition networks, respectively. Zhang et al. [12] present
a two-tier joint resource scheduling mechanism that considers
the AoI and bandwidth requirements to accommodate
time-sensitive services in heterogeneous vehicular networks.
Oubbati et al. [13] study timely data collection and
energy transfer using UAVs and divide them into two
teams: energy transmitters and data collectors. They aim to
improve energy transfer, minimize the energy utilization of
UAVs, and maximize the throughput of IoT devices. Our
approach to minimize the AoI in heterogeneous IoT relies
on a MADRL algorithm to cope with the uncertainty of
data demands, available spectrum bands, and mobility, and
two-level FL to facilitate collaboration between SPs and
M-MGs.

C. Pricing for Age Control

Zhang et al. [17] introduce a pricing scheme for fresh
data, which includes time-dependent and quantity-based pric-
ing for buyers to value the data based on fresh features.
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Fig. 1. Cross-technology federated IoT architecture.

Zhang et al. [18] investigate an optimal mechanism design
to stimulate fresh updates and enhance the destination’s pay-
off. Wang et al. [19] propose a decentralized mean field
pricing scheme and offer age-dependent monetary returns to
encourage users to sample information at different rates over
time. Modina et al. [20] present a price-based mechanism
using AoI to minimize the costs of traffic offloading for SPs.
Our work goes a step further and presents cross-technology
pricing and relaying incentives to motivate collaboration across
technologies and minimize the AoI and energy cost.

III. SYSTEM MODEL

In this section, we present our heterogeneous IoT architec-
ture design and communication, computing, and data schedul-
ing models.

A. Cross-Technology IoT Network Architecture

We consider a heterogeneous IoT network architecture,
as shown in Fig. 1, operated by a set of Z IoT SPs denoted
by Z = {1, . . . , z, . . . , Z}. Each SP z operates a wireless
protocol z to serve traffic demands from a subset of Kz

IoT devices Kz ∈ K, K = {1, . . . , k, . . . ,K}, where K =∑
z Kz is the number of IoT devices in the network. Besides,

each SP z owns a subset of Jz APs Jz ∈ J , where
J = {1, . . . , j, . . . , J} is the set of J =

∑
z Jz APs in the

network. Each AP has access to its SP’s cloud computing
center for data aggregation. In this hierarchical architecture,
SPs collaborate to access edge computing resources facilitated
by a set of M M-MGs denoted by M = {1, . . . , i, . . . ,M}
that can operate in Zi ≤ Z interfaces and have computing
and caching capabilities. We assume there is no coverage
overlapping among M-MGs. SPs incentivize M-MGs to collect
data from the IoT devices, execute their computing tasks, and
eventually offload it to the corresponding AP. M-MGs can also
collaborate to relay each other’s data if there is no AP in their
coverage area. The execution at M-MGs is needed to extract
features from the data (e.g., data analysis, AI algorithm).
Possible applications of our architecture include industrial IoT,
smart city, and smart agriculture, among others.

Moreover, our architecture design facilitates
cross-technology collaboration in which SPs z and z′

operating on different technologies can share their offloading
bandwidth. Since different protocols may have different
frame formats, M-MGs perform protocol conversion and

do the necessary embedding to transmit the data collected
on interface z′ (from a collaborating SP z′) and offload it
to AP jz ∈ Jz [4], [5]. Furthermore, SPs must schedule
the bandwidth allocation to reduce the interference when
different protocols use overlapping frequency bands (e.g.,
cellular, WiFi, ZigBee, and LoRa on 2.4GHz). SPs and
M-MGs collaborate for data scheduling, which includes data
collection from IoT devices by M-MGs, execution of the
collected data at M-MGs, relaying the data among M-MGs,
offloading the data from M-MGs to APs, and spectrum
allocation to the M-MGs by SPs. We summarize the most
important notations in Table II.

B. Communication Model

Let ZI denote the set of interfaces operating in overlapping
bands and Z−I the set of interfaces whose transmissions will
not cause interference to any other interface, Z = ZI ∪Z−I .
For simplicity, we assume M-MGs have only one radio per
interface. We model our communication system in a time-
slotted manner. Each SP z ∈ Z has a total bandwidth W z

and each time t allocates a fraction wz
i (t) to each M-MG i

such that
∑

i w
z
i (t) = 1. We assume that each IoT device

k of SP z (∀k = kz ∈ Kz) has its own bandwidth W z
ki

for transmission to M-MG i. Therefore, M-MG i may use
the fraction wz

i (t) to transmit to AP j (∀j = jz ∈ Jz),
i.e., wz

ij(t) = wz
i (t) or to relay the data to M-MG i′, i.e.,

wz
ii′(t) = wz

i (t). We consider that transmissions from different
M-MGs on interface z are orthogonal. To avoid collisions,
interfaces operating in overlapping bands cannot collect, relay,
and/or offload data simultaneously.

At each time t, the link capacity Rz
ki between IoT device k

and M-MG i on interface z, Rz
ij between M-MG i and AP j

on z, and Rz
ii′ between M-MG i and M-MG i′ on z are

Rz
ki(t) = W z

ki log2(1 + Pkg
z
ki/ξi) (1)

Rz
ij(t) = wz

ij(t)W
z log2(1 + Pig

z
ij/(ξj

+
∑

z′∈ZI ,z′ ̸=z

∑
i′

χz′

i′j)) (2)

Rz
ii′(t) = wz

ii′(t)W
z log2(1 + Pig

z
ii′/(ξi′

+
∑

z′∈ZI ,z′ ̸=z

∑
i′′
χz′

i′′i′)) (3)

where Pk and Pi denote the transmission power of device
k and M-MG i, respectively. The power propagation gain
between device k and M-MG i on interface z is gz

ki, between
M-MG i and AP j is gz

ij , and between M-MGs i and i′ is
gz

ii′ . ξi, ξj , and ξ′i denote the Gaussian noise power at M-
MG i, AP j, and M-MG i′, respectively. We assume that
the interference with adjacent IoT devices and M-MGs can
be neglected due to the close proximity between k and i.
χz′

i′j = Pi′g
z′

i′j and χz′

i′′i′ = Pi′′g
z′

i′′i′ denote the interference
power caused by any M-MG i′ ∈ Ij and M-MG i′′ ∈ Ii′ on
z′, respectively, where Ij and I ′

i are the set of nodes in the
interference range of AP j and i′, respectively, and z, z′ ∈ ZI .

C. Data Scheduling and Computing Model

Each IoT device k of SP z ∈ Z generates data indepen-
dently following a Bernoulli distribution [15] with a data
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TABLE II
NOTATION

packet size dz
k, arrival rate λz

k, and elapsed time ψz
k. The

elapsed time is defined as the difference between the current
time and the time when the packet was generated. The
generated packets are stored in each IoT device locally until
M-MGs collect them. We define the buffer of IoT device k as
Bz

k = {dz,q
k , ψz,q

k , k}, where q is the index of the packet. We
assume M-MGs move following a random mobility model [22]
in which the speed is constant, and the direction of movement
is chosen randomly in every slot. Each M-MG i can collect
data czik(t) ∈ {0, 1} from an IoT device k in its transmission
range per interface z at a time

Iz
col,i(t) =

∑
k
czik(t) ≤ 1 (4)

where Iz
col,i(t) denotes the binary indicator for data collection.

Each M-MG i has a collection data buffer of size Bz
col,i

per interface z defined as Bz
col,i = {dz,q

col,k, ψ
z,q
col,k, k}, where

dz,q
col,k is the size of a data packet in the collection buffer,

and ψz,q
col,k is the elapsed time which increases by one every

slot since the packet was generated. Therefore, the overall
amount of data collected from device k in interface z at time
t, Dz

col,ik(t) = min{Bz
col,i −

∑
kp

∑Bz
col,i

q=1 dz,q
col,kp

, Rz
ik∆t}

depends on the available space in the buffer with kp ∈ Kz

and the capacity Rz
ik of the link between IoT device k and

M-MG i, respectively. ∆t is the duration of the time slot.
Next, the data packets cached in the collection data buffers

will be scheduled for local processing. Each M-MG i makes
a decision ez,q

ik (t) ∈ {0, 1} to execute a packet q from the
collection buffer per interface z at time t,

Iz
exe,i(t) =

∑Bz
col,i

q=1
ez,q
ik (t) ≤ 1 (5)

where Iz
exe,i(t) is the indicator for execution. The computation

time for executing a packet of size dz
col,k in M-MG i with CPU

frequency fi is τz
ik(t) = dz

col,k/fi.
After local execution, the data packet is stored in the

corresponding execution buffer Bz
exe,i until M-MG i offloads

it to a nearby AP j or relays it to an adjacent M-MG i′. In the
latter case, M-MG i relays data rz

ii′,k ∈ {0, 1} to an M-MG
i′ per interface z at a time

Iz
rel,i(t) =

∑
i′
rz
ii′,k(t) ≤ 1 (6)

where Iz
rel,i(t) is the relay indicator for M-MG i. The amount

of data relayed Dz
rel,ii′(t) from M-MG i to i′ can be obtained

as above based on the available space in the execution buffer
of M-MG i′ in interface z, and link capacity Rz

ii′ .
Finally, M-MGs offload the data to a nearby AP. Let

oz
ij,k(t) ∈ {0, 1} be the binary decision for M-MG i to offload

data to an AP j of SP z at a time,

Iz
off,i(t) =

∑
j
oz

ij,k(t) ≤ 1 (7)

where Iz
off,i(t) is the offloading indicator. The amount of data

offloaded by M-MG i to AP j on interface z is Dz
off,ij(t) =

min{
∑

kp

∑Bz
exe,i

q=1 dz,q
exe,kp

, Rz
ij∆t}, which depends on the

amount of data in the execution buffer collected for all kp ∈
Kz and the capacity Rz

ij , respectively.
At time t, each M-MG i can collect, execute, relay,

or offload data per interface z,

Iz
col,i(t) + Iz

exe,i(t) + Iz
rel,i(t) + Iz

off,i(t) ≤ 1 (8)
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Fig. 2. Collaboration between SPs and M-MGs.

D. Collaboration Incentives

The different options for collaboration between SPs and
M-MGs and their revenue share are illustrated in Fig. 2. Each
SP z incentivizes M-MG i by a payment inczi to collect data
from its IoT devices in Kz , perform computing tasks, and
offload the data to any AP j in J z . In addition, SP z may
collaborate with a set Zc of SPs, and share a fraction of
its bandwidth cczz′ with each SP z′ ∈ Zc to offload their
data using interface z. We refer to this collaboration as a
cross-technology collaboration between SP z and SP z′ ∈ Zc.
The bandwidth SP z shares with z′ is W zz′ = cczz′W z , and
thus, the bandwidth SP z allocates to serve its own traffic
is W zz = W z − W zz′ . The SP z splits its bandwidth and
allocates a fraction W zz′

i = wz
ijW

zz′ to each M-MG i to
offload traffic for SP z′, where wz

ij is the fraction of the
bandwidth allocated by SP z to M-MG i for traffic offloading.
The cross-technology offloading indicator is

Izz′

off,i(t) =
∑

j
ozz′

ij,k′(t) ≤ 1 (9)

where ozz′

ij,k′ ∈ {0, 1} is the binary decision for M-MG
i to offload data collected on interface z′ ∈ Zc to an
AP j (∀j = jz ∈ Jz) using interface z. The data

offloaded Dzz′

off,ij(t) = min{
∑

k′p

∑Bz′
exe,i

q=1 dz′,q
exe,k′p

, Bz
exe,i −∑

kp

∑Bz
exe,i

q=1 dz,q
exe,kp

, cczz′Rz
ij∆t} depends on the amount of

data in the execution buffer of interface z′ waiting to be
offloaded, the available space in the execution buffer of
interface z to transfer the data from interface z′, and the
offloading capacity that SP z shares with z′, respectively. Rz

ij

is given in (2). The SP z′ pays a price pz′z to SP z for using
a unit of its bandwidth. In return, SP z incentivizes M-MG i
to offload data of SP z′ using interface z by inczz′

i . This is
aimed to compensate for the cost of protocol conversion.

Similarly, M-MG i may collaborate with a nearby M-MG i′

to relay its data. As illustrated in Fig. 2, M-MG i′′ relays its
collected data to M-MG i′ through collaborating with M-MG
i for offloading to the corresponding AP. We assume M-MG i
shares a fraction rczii′′ of its bandwidth with M-MG i′′ when
relaying its data to M-MG i′. Thus, the bandwidth shared by
M-MG i is W z

ii′′ = rczii′′w
z
ii′W

z , where wz
ii′ is the fraction of

bandwidth allocated by SP z that M-MG i uses for relaying
to M-MG i′. In return, M-MG i′′ reimburses M-MG i by
inczi′′i = rczii′′inc

z
i′′ , where inczi′′ is the incentive provided

by SP z to M-MG i′′. In the sequel, the incentive and the
bandwidth price will be negotiated to determine the conditions
for the collaboration.

IV. COLLABORATIVE DATA SCHEDULING, RELAYING,
AND SPECTRUM ALLOCATION SCHEME

This section presents a collaborative framework in which
SPs and M-MGs collaborate for data scheduling, which
includes data collection, execution, relaying, offloading, and
spectrum allocation. Besides, a pricing scheme is introduced
to incentivize M-MGs for their collaboration.

A. Joint SPs and M-MGs Data Scheduling, Relaying
Collaboration, and Spectrum Allocation

M-MGs collaborate relaying data for each other to increase
the amount of data offloaded to nearby APs and minimize the
energy cost. The energy cost of M-MG i to serve IoT device
k at time t includes the energy Eexe,i to execute the collected
data Dz

col,ik, and the energy for offloading Eoff,i or relaying
Erel,i,

costzi (t) =
∑

k

Iz
exe,i(t)D

z
col,ik(t)Eexe,i

+ Iz
off,i(t)Eoff,i + Iz

rel,i(t)Erel,i (10)

where Eoff,i = PiD
z
off,ij/R

z
ij depends on the transmission

power Pi of M-MG i, the offloaded data Dz
off,ij to AP j

and the link capacity Rz
ij as in (2). Erel,i = PiD

z
rel,ii′/R

z
ii′

is a function of the data Dz
rel,ii′ relayed to M-MG i′ and

the capacity Rz
ii′ as in (3). Iz

exe,i, I
z
off,i, and Iz

rel,i are the
indicators for execution, offloading, and relaying, respectively.

On the other hand, SPs allocate the bandwidth to their
selected M-MGs to minimize the AoI. The AoI is a perfor-
mance metric that measures the freshness of the data at the
receiver side. We define the AoI in our heterogeneous IoT
network as the difference between the current time t and the
generation time tzG,k of the latest data packet from device k
operating in protocol z received at the corresponding AP j

Az
kj(t) = t− tzG,k, ∀k = kz ∈ Kz, ∀j = jz ∈ Jz (11)

The AoI increases linearly with time until the packet is
received at the destination. Therefore, SPs incentivize M-MGs
to collect their data and offload it to nearby APs to reduce
the AoI. In this section, we assume that the data will be
offloaded to APs from the same SPs, and we will explore
cross-technology offloading in the next section. The interaction
between M-MGs and SPs for relaying collaboration and data
scheduling is illustrated in Fig. 3. First, if M-MG i has IoT
devices nearby operating in protocol z, it will collaborate with
SP z indicated by xz

i = 1, and request bandwidth wz
req,iW

z

and an incentive inczreq,i to relay or offload the data to an AP j
from SP z. Depending on the available bandwidth, the network
condition, and the other M-MGs requesting bandwidth, SP z
decides whether to select M-MG i to serve its data. Therefore,
we introduce yz = [yz

i ](1×M) with yz
i ∈ {0, 1} indicates that

SP z is associated with M-MG i when yz
i = 1 and 0 otherwise.

If selected i.e., yz
i = 1, SP z incentivizes the M-MG i by

inczi ≥ inczreq,i and allocates bandwidth wz
i ≤ wz

req,i to
minimize the AoI. If M-MG i has no AP within its coverage,
it will incentivize an adjacent M-MG i′ by inczii′ to share a
portion of its bandwidth and relay its data to a nearby AP j
from SP z.
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Fig. 3. Pricing framework for M-MGs relaying collaboration and SPs data
scheduling.

The M-MG optimization problem includes collection,
execution, relaying, and offloading decisions. The utility
UM−MGi

of M-MG i at time t is a function of the incentive
received from the SP z for offloading data Dz

off,ij to any
AP j from SP z or relaying the data Dz

rel,ii′ to M-MG i′,
the incentive offered to M-MG i′ for relaying its data, the
incentive for relaying data Dz

rel,ii′′ from M-MG i′′, the price
per unit of the bandwidth pzf(wz

req,iW
z) requested to SP z,

and the energy cost costzi ,

UM−MGi
(t)

=
∑
i′

∑
i′′

∑
z

∑
k

Iz
off,i(t)D

z
off,ij(t)inc

z
i

+ Iz
rel,i(t)D

z
rel,ii′(t)(inc

z
i − inczii′) − costzi (t)

+ Iz
rel,i′′(t)D

z
rel,i′′i(t)inc

z
i′′i − pzf(wz

req,i(t)W
z) (12)

where Iz
off,i and Iz

rel,i are the indicators for offloading
and relaying, respectively. The bandwidth pricing function
is defined as f(wz

req,iW
z) = log

(
1 + Iz

rel,iR
z
ii′(w

z
req,ii′) +

Iz
off,iR

z
ij(w

z
req,ij)) with Rz

ij and Rz
ii′ given by (2) and (3),

respectively. Therefore, the bandwidth must be allocated effi-
ciently to minimize its cost.

The M-MGs collaborative optimization problem includes
selecting IoT devices for data collection Cz

i = [czik], data
execution Ez

i = [ez,q
ik ], selection of M-MG i′ for relaying

Rz
i = [rz

ii′,k], and selection of the offloading AP j, Oz
i =

[oz
ij,k],

max
Cz

i ,Ez
i ,Rz

i ,Oz
i

1
T

∑
t

∑
i

UM−MGi
(t) (13)

subject to (1) − (8), (10)∑
i

∑
k

czik(t) ≤M (13.a)∑
z

∑
k

ez,q
ik (t) ≤ Z (13.b)∑

z

∑
i′

∑
k

rz
ii′,k(t) ≤ Z (13.c)∑

i

∑
j

∑
k

oz
ij,k(t) ≤ Jz (13.d)

czik, e
z,q
ik , r

z
ii′,k, o

z
ij,k ∈ {0, 1} (13.e)

where constraint (13.a) states that all M-MGs can collect
data from at most M IoT devices per interface z at time t,
constraint (13.b) indicates that the M-MG i can execute data
for Z protocols at time t, constraint (13.c) states that the M-
MG i can relay data on Z interfaces to the other M-MGs
at time t, constraint (13.d) states that overall M-MGs can
offload data to a maximum of Jz APs per interface z at
time t, and constraint (13.e) summarizes the binary decision
variables. We assume that the M-MGs do not need to know
the location of IoT devices since they move to collect the
data independently on their location. However, we assume
that M-MGs are aware of the locations of other M-MGs and
APs within their transmission range to make relaying and
offloading decisions. We assume the localization information
is error-free.

The bandwidth that M-MG i requires from SP z is
W z

req,i(t) = xz
i (t)w

z
req,i(t)W

z , where xz
i (t) is the decision

of the M-MG i to offload or relay data for SP z at time t,

xz
i (t)=

{
1, if Iz

rel,i(t) + Iz
off,i(t) = 1

0, otherwise
(14)

Based on the requests received, the SP optimizes the selec-
tion of M-MGs and the bandwidth allocation. The utility USPz

of the SP z includes the revenue for selling the bandwidth
pzf(wz

iW
z), the incentive offered to each M-MG i for

offloading Dz
off,ij or relaying Dz

rel,ii′ , and the AoI Az
k,

USPz (t) =
∑

i

pzf(wz
i (t)W z) − Iz

off,i(t)D
z
off,ij(t)inc

z
i

−Iz
rel,i(t)D

z
rel,ii′(t)inc

z
i − ϱAz(t) (15)

where Az(t) =
∑

k=kz∈Kz

∑
j=jz∈Jz

Az
kj(t), and ϱ is a pro-

portionality coefficient. Then, the SP’s optimization problem
for bandwidth allocation and data scheduling is

max
yz,wz

1
T

∑
t

USPz
(t) (16)

subject to yz
i (t) ≤ xz

i (t) (16.a)∑
i∈M

yz
i (t) ≤M (16.b)

yz
i (t)wz

i (t) ≥ wz
req,i(t) (16.c)∑

i

yz
i (t)wz

i (t)W z ≤W z (16.d)

where yz = [yz
i ] with yz

i ∈ {0, 1} is the decision of SP
z to select M-MG i, and wz = [wz

i ] is the fraction of
bandwidth SP z allocates to M-MG i. The constraint (16.a)
indicates the decision of SP z to select the request of M-
MG i for serving its data, constraint (16.b) states that each
SP z can select a maximum of M M-MGs to serve its
data each time t, constraint (16.c) ensures that the fraction
of the bandwidth allocated to M-MG i does not exceed the
required one, and constraint (16.d) guarantees that the overall
bandwidth allocated to the selected M-MGs by SP z does not
exceed its available bandwidth.

The previous optimization problems are NP-hard combina-
torial problems, and the solution must be obtained iteratively
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between M-MGs and SPs. Therefore, in Section VI, we refor-
mulate the problem as an MDP and solve it using multi-agent
reinforcement learning.

B. Two-Level Pricing Negotiation for M-MGs Selection, and
Relaying Collaboration

In the previous optimization problems, we have assumed
that the incentive inczi and the relaying collaboration rczi′i
between M-MG i′ and i are given. Next, we describe
the negotiation process between SPs and their selected
M-MGs to determine their collaboration. We assume that
the incentive inczreq,i requested by each M-MG i is the
minimum it is willing to accept. Consequently, each SP
and its set of M-MGs negotiate the incentive as follows:
1) each M-MG i and SP z solve their respective opti-
mization problems (13) and (16) for the requested incen-
tive inczreq,i, 2) SP z offers a higher incentive inczi =
inczreq+,i = inczreq,i +∆inczreq,i, 3) M-MG i solves (13) with
inczreq+,i, and 4) if USPz

(t, inczreq,i) < USPz
(t, inczreq+,i),

and UM−MGi(t, inc
z
req,i) < UM−MGi(t, inc

z
req+,i) then M-

MG i and SP z agree on the new incentive, incz∗i =
inczreq+,i. Steps 2-4 are repeated until one of the inequalities
in step 4 does not hold. The final incentive SP z offers to
M-MG i is incz∗i .

Then, M-MGs negotiate the relaying collaboration. As illus-
trated in Fig. 2, we assume that M-MG i′′ has an adjacent
M-MG i that can potentially relay its data to M-MG i′.
To decide the relaying collaboration rczi′i between M-MGs
i′ and i, we assume that M-MG i relays data to M-MG i′ if
UM−MGi

(t, Iz
rel,i) ≥ UM−MGi

(t, Iz
off,i),

0 ≤ rczi′i ≤ 1−

((
Dz

off,ij(t)inc
z
i − pz

(
f(wz

req,ij(t)W
z)

− f(wz
req,ii′(t)W

z)
)
+Erel,i−Eoff,i

)
/Dz

rel,ii′(t)inc
z
i

)
(17)

where Erel,i, and Eoff,i are the energy cost for relaying,
and offloading for M-MG i, respectively, and wreq,ii′ and
wreq,ij are the requested bandwidth for relaying to M-MG
i′ and offloading to AP j, respectively. Moreover, M-MG i
collaborates with M-MG i′′ and relays its data if its utility
under relaying collaboration rczii′′ is UM−MGi

(t, rczii′′) ≥
UM−MGi

(t, 0),(
Iz
off,i(t)D

z
off,ij(t)inc

z
i + Iz

rel,i(t)D
z
rel,ii′(t)(inc

z
i − inczii′)

− pzf(wz
req,i(t)W

z) − costzi (t)
)
/Dz

rel,i′′i(t)inc
z
i′′

≤ rczii′′ ≤ 1 (18)

where wreq,i = Iz
rel,iwreq,ii′ + Iz

off,iwreq,ij , inczi′′i =
inczi′′rc

z
ii′′ , and inczii′ = inczi rc

z
i′i.

V. COLLABORATIVE CROSS-TECHNOLOGY DATA
SCHEDULING AND SPECTRUM ALLOCATION

In this section, we present a scheme for cross-technology
collaboration in which SPs share the offloading bandwidth to

increase the opportunities to offload the data and minimize the
AoI. In addition, we optimize the collaboration between SPs
and M-MGs for cross-technology data scheduling.

A. Joint SPs and M-MGs Cross-Technology Collaboration,
and Data Scheduling

We consider collaboration between SPs and M-MGs for
cross-technology offloading, i.e., offload data using a different
wireless protocol/interface from data collection, as shown in
Fig. 4. In the first step, based on the potential APs available
of SP z, each M-MG i decides which data to offload from
each of the execution buffers per interface z. The data may
be from SP z (i.e., collected on interface z) or from any
collaborating SP z′ ∈ Zc (i.e., collected on interface z′).
If xz

i = 1 M-MG i selects interface z to offload the data
collected on z and requests bandwidth wz

req,iW
z to SP z.

Otherwise, xz
i = 0. Similarly, if xzz′

i = 1, M-MG i selects
interface z to offload the data collected on z′ and requests
bandwidth wzz′

req,iW
zz′ to SP z. Otherwise, xzz′

i = 0. Each
interface z can be selected to offload data collected by a
maximum of Z interfaces, xz

i +
∑

z′ x
zz′

i ≤ Z. In addition,
M-MG i requests SP z a monetary compensation inczreq,i or
inczz′

req,i for serving its data or the data of SP z′, respectively.
The latter requires an extra cost. Secondly, each SP z sets
the price pz′z for collaborating with each SP z′ based on the
potential amount of bandwidth required to offload its data.
This is elaborated in detail in Section V-B. Finally, each SP
z selects the M-MGs depending on the available bandwidth,
the network condition, and requests received from other M-
MGs. If SP z selects M-MG i to offload its data on interface
z, then yz

i = 1, and allocates bandwidth wz
iW

z and offers an
incentive inczi . Otherwise, yz

i = 0. Similarly, SP z may also
select M-MG i to collaborate with SP z′ and serve its traffic
using interface z, yzz′

i = 1. In this case, it allocates band-
width wzz′

i W zz′ and offers an incentive inczz′

i . Otherwise,
yzz′

i = 0.
Next, we formulate the cross-technology collaboration opti-

mization problem for M-MGs and SPs. The M-MGs decide
the data collection, execution, and selection of the offloading
interface, while SPs perform M-MG selection and bandwidth
allocation. The utility of M-MG i includes the incentive
provided by SP z to offload the data Dz

off,ij and Dzz′

off,ij

collected in interface z and z′ ∈ Zc, respectively, the price
for the requested offloading bandwidth wz

req,i and wzz′

req,i, and
the energy cost costzi and costzz′

i ,

UM−MGi
(t) =

∑
z

∑
z′

Iz
off,i(t)(D

z
off,ij(t)inc

z
i

−pzf(wz
req,i(t)W

z) − costzi (t))

+ Izz′

off,i(t)(D
zz′

off,ij(t)inc
zz′

i

− pzf(wzz′

req,i(t)W
zz′) − costzz′

i (t)) (19)

where costzz′

i (t) = Izz′

off,i(t)E
zz′

off,i, and the cross-technology
offloading energy is Ezz′

off,i = PiD
zz′

off,ij/R
z
ij which depends

on the transmission power Pi of M-MG i, the offloaded data
Dzz′

off,ij to AP j and the link capacity Rz
ij as in (2) for the

requested bandwidth.
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Fig. 4. Pricing framework for cross-technology collaboration.

The cross-technology optimization problem for M-MGs can
thus be written as

max
Cz

i ,Ez
i ,Oz

i ,Ozz′
i

1
T

∑
t

∑
i

UM−MGi
(t) (20)

subject to (1), (2), (4), (5), (7), (9), (10), (13.a), (13.b)
Iz
col,i(t) + Iz

exe,i(t) + Ioff,i(t) ≤ 1 (20.a)

Iz
off,i(t) +

∑
z′

Izz′

off,i(t) ≤ Z (20.b)

∑
i

∑
j

(∑
k

oz
ij,k(t)+

∑
z′

∑
k′

ozz′

ij,k′(t)
)
≤Jz

(20.c)

czik, e
z,q
ik , o

z
ij,k, o

zz′

ij,k′ ∈ {0, 1} (20.d)

where the constraint (20.a) ensures that the M-MG i either
collects, executes, or offloads the data on interface z at time
t. Ioff,i is a binary offloading indicator which equals to
1 when M-MG i offloads the data collected using any available
interface z or z′. Otherwise, it equals 0. The constraint (20.b)
guarantees that the data selected for offloading in interface
z has been collected from a maximum of Z SPs. The con-
straint (20.c) states that all M-MGs can offload data to at most
Jz APs per interface z at time t. Finally, the constraint (20.d)
summarizes the binary decision variables.

The association of M-MG i to SP z to offload its data or
the data from z′ ∈ Zc on interface z is,

xz
i (t)=

{
1, if Iz

off,i(t) = 1
0, otherwise

(21)

and

xzz′

i (t)=

{
1, if Izz′

off,i(t) = 1
0, otherwise

(22)

respectively. In each case, the offloading bandwidth M-MG
i requests to SP z is W z

req,i(t) = xz
i (t)w

z
req,i(t)W

z and
W zz′

req,i(t) = xzz′

i (t)wzz′

req,i(t)W
zz′ , respectively.

Based on the received requests, SPs select the M-MGs and
allocate the bandwidth. The utility USPz

of SP z includes the
price pzf(wz

iW
z) for the bandwidth allocated for offloading

on interface z, the revenue pz′zf(wzz′

i W zz′) for collaborating

with SP z′, the price pzz′′f(wz′′z
i W z′′z) paid to other SP z′′

for sharing their bandwidth with SP z, the monetary incentives
for M-MGs to offload data Dz

off,ij and Dzz′

off,ij on interface
z, and the AoI of SP z’s data Az and Az′′z when offloaded
to an AP of SP z and z′′, respectively,

USPz
(t) =

∑
z′

∑
z′′

∑
i

pzf(wz
i (t)W z) + pz′zf(wzz′

i (t)W zz′)

− pzz′′f(wz′′z
i (t)W z′′z) − Iz

off,i(t)D
z
off,ij(t)inc

z
i

− Izz′

off,i(t)D
zz′

off,ij(t)inc
zz′

i − ϱ(Az(t) + Az′′z(t))
(23)

where Az′′z(t) =
∑

k=kz∈Kz

∑
j=jz′′∈Jz′′

Az′′z
kj (t) and ϱ is

a proportionality coefficient. The SP optimizes the cross-
technology collaboration, selection of M-MGs, and bandwidth
allocation as

max
yz,yzz′ ,wz,wzz′

1
T

∑
t

∑
z

USPz (t) (24)

subject to (16.a), (16.c)

yzz′

i (t) ≤ xzz′

i (t) (24.a)∑
i

(
yz

i (t) +
∑
z′

yzz′

i (t)
)

≤M (24.b)

∑
i

(
yz

i (t)wz
i (t)W zz

+
∑
z′

yzz′

i (t)wzz′

i (t)W zz′
)

≤W z

(24.c)

yzz′

i (t)wzz′

i (t) ≤ wzz′

req,i(t) (24.d)

where the constraint (24.a) guarantees that SP z selects an
M-MG that has requested a connection to offload data from
z′ on interface z, (24.b) states that the SP z can recruit
a maximum of M M-MGs each time t, (24.c) guarantees
that the overall bandwidth allocated to all M-MGs selected
to serve the data from SP z or z′ ∈ Zc on interface z
does not exceed the available bandwidth of SP z, and (24.d)
ensures that the fraction of the bandwidth allocated to each
M-MG i from SP z to serve the data from SP z′ ∈ Zc

does not exceed the required bandwidth. Since solving the
previous problems is NP-hard, in Section VI, we reformulate
them as an MDP. Furthermore, we integrate both collaborative
schemes in a global collaborative framework using multi-agent
reinforcement learning.

B. Two-Level Pricing Negotiation for M-MGs
Cross-Technology Offloading and SPs Collaboration

We assume that each SP z negotiates the incentive with the
selected M-MGs, as described in Section IV-B. Let us recall
that SP z offers to each M-MG i an incentive inczi ≥ inczreq,i

and inczz′

i ≥ inczz′

req,i to serve its traffic and the traffic of a
collaborating SP z′, respectively. In both cases, the incentive
has to compensate the M-MG i for the offloading cost, and
the bandwidth price pz , i.e., UM−MGi(t, I

z
off,i) ≥ 0 and

UM−MGi
(t, Izz′

off,i) ≥ 0. In addition, the price pz′z that SP
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z′ pays SP z for using its bandwidth must compensate for the
incentive SP z offers to each M-MG i to serve the traffic of
z′ on interface z. Therefore, the price pz′z must satisfy that
USPz

(t, cczz′) ≥ USPz
(t, 0),

pz′z ≥
Dzz′

off,ij(t)inc
zz′

i + ϱ
(
Az

total(t, cc
zz′) −Az

total(t, 0)
)

f(wzz′
i (t)W zz′)

(25)

where Az
total = Az +

∑
z′′ A

z′′z . Moreover, M-MG i offloads
the data from SP z′ for the given incentive if the bandwidth
allocated or, equivalently, the fraction of the bandwidth shared
cczz′ is such that UM−MGi

(t, Izz′

off,i)) ≥ UM−MGi
(t, Iz

off,i)),

Dzz′

off,ij(t)cc
zz′inczi−pzf(wzz′

req,i(t)cc
zz′W z)≥Dz

off,ij(t)inc
z
i

− pzf(wz
req,i(t)W

z) − Eoff,i(t, 0) + Eoff,i(t, cczz′)
(26)

where cczz′ can be solved by numerical methods [23]. If mul-
tiple bands are available, the SP z will select the frequency
band b that results in the highest capacity to increase its
utility. Both SPs and M-MGs will benefit from more available
spectrum if the offset in the AoI compensates for the increase
in the offloading cost, i.e., Az(t, Rz

ij(t)) − Az(t, Rz
ij,b(t)) ≥

costzi (t, R
z
ij,b(t)) − costzi (R

z
ij(t)).

VI. MULTI-PROTOCOL FEDERATED MATCHING
FRAMEWORK FOR AOI AND ENERGY COST MINIMIZATION

This section presents a global collaborative framework
that integrates cross-technology and relaying collaboration.
In addition, we describe the multi-protocol federated matching
algorithm to solve the minimization of the AoI and energy
cost.

A. Global Collaborative Framework for AoI and Energy
Cost Minimization

In the previous sections, we discussed the conditions for the
SPs to collaborate and share their offloading bandwidths and
for the M-MGs to collect, execute, relay, and offload data for
different SPs. Our next goal is to define a global collaborative
framework in which SPs and M-MGs jointly maximize the
social welfare (SW). By summing the utilities of all SPs and
M-MGs in the network, we obtain

SW (t) =
∑

z
Utotal,SPz +

∑
i
Utotal,M−MGi

= −
(
ϱζ1
∑

z
Az

total(t) + ζ2
∑

i

∑
z
costztotal,i(t)

)
(27)

which is a weighting optimization of the AoI and energy
consumption with weights ζ1 and ζ2, respectively, with ζ1 +
ζ2 = 1, and ϱ is a scaling factor. Utotal,SPz and Utotal,M−MGi

are the utilities of SP z and M-MG i, respectively, that
include relaying and cross-technology collaboration. They
can be obtained from (15) and (23), and (12) and (19),
respectively, Az

total = Az +
∑

z′′ A
z′′z , and costztotal,i =

costzi +
∑

z′ cost
zz′

i .

We formulate the minimization of the AoI and energy cost
by jointly optimizing bandwidth allocation wz and wzz′ to
serve the traffic of SP z and any collaborating SP z′ ∈ Zc,
respectively, data scheduling for data collection Cz

i , execution
Ez

i , relaying Rz
i , and offloading Oz

i , and cross-technology
offloading Ozz′

i as

min
Cz

i ,E
z
i ,R

z
i ,

Oz
i ,O

zz′

i ,wz,wzz′

1
T

∑
t

SW (t) (28)

subject to
(1) − (7), (9), (10), (13.a) − (13.c)
(16.a), (16.b), (20.c), (21), (22), (24.a) − (24.d)
Iz
col,i(t) + Iz

exe,i(t) + Iz
rel,i(t) + Ioff,i(t) ≤ 1

(28.a)

czik, e
z,q
ik , r

z
ii′,k, o

z
ij,k, o

zz′

ij,k′ ∈ {0, 1} (28.b)

where the constraint (28.a) ensures that the M-MG i makes
one decision per interface z at time t, i.e., collects, executes,
relays, or offloads the data, and (28.b) summarizes the binary
decision variables. This optimization problem can be easily
modified to consider only one type of collaboration. Next,
we model problem (28) as a Markov Decision Process (MDP)
and solve it by a new multi-agent actor-critic algorithm.

B. Markov Decision Process

We reformulate the optimization problem (28) as a two-level
MDP to capture the interactions between SPs and M-MGs.

1) States: The state of each M-MG agent si (t) contains the
local observations of the environment (devices information),
the status of its buffer states, nearby APs of SP z and z′ ∈
Zc, and allocated bandwidth to offload or relay the data.
It also observes the interference at the previous time slots
on the neighboring M-MGs. The local observations of the
environment include the aggregated data size and elapsed time
since the generation of the data packets in the coverage area
of each M-MG.

The state of each SP agent sz (t) includes the status of
all M-MGs associated with this SP and SP z′ ∈ Zc, and
the interference at the previous time slots on each M-MG’s
interface.

2) Actions: M-MGs collect data as they move,
execute the data locally, and relay it to another
M-MG or offload it to the corresponding AP,
az

i (t) = [czik(t), ez,q
ik (t), rz

ii′,k(t), oz
ij,k(t), ozz′

ij,k′(t)].
The action of each SP z, az(t) = [wz

i (t), wzz′

i (t)], consists
of allocating bandwidth to a selected M-MG i to serve its
traffic or the traffic from a collaborating SP z′ ∈ Zc.

3) Penalty: Since there is collaboration among agents (M-
MGs and SPs) to minimize the AoI and energy cost, all
agents share the global penalty. The current penalty at epoch
learning t for each agent g is pg(t) = ζ1A(t) + ϱζ2cost(t),
∀ g = {1, ..,M + 1, ..,M + Z}. To explore the global
optimization of the system, we set the long-term penalty as
Pg(t) =

∑T
l=0 ρ

lpg(t+ l), where T is the length of the time
window and ρ ∈ [0, 1] is the penalty decay.
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4) Transition Policies: In our multi-protocol IoT architec-
ture, devising a comprehensive strategy to cover all state
transitions of M-MGs and SPs poses a significant chal-
lenge. Due to the diverse nature of these entities and the
complex interactions within the network, it is difficult to
obtain a formatted strategy that adequately addresses every
transition scenario. Therefore, we represent the interactions
among entities in the network by T ({si(t + 1)}, {sz(t +
1)}|{si(t)}, {sz(t)}, {ai(t)}, {az(t)}).

C. Multi-Protocol Fed-Match Algorithm

We design a Multi-Protocol Multi-Agent Actor-Critic (MP-
MAAC) framework to solve the previous optimization problem
under different types of collaboration between SPs and M-
MGs. It consists of primary actor and critic networks, as well
as target actor and critic networks [24]. Its purpose is to control
the M-MGs’ data scheduling decisions and determine the opti-
mal bandwidth allocation for SPs. To cope with the challenge
of exploring a large state space as the network size increases,
we adopt policy-based methods, such as Advantage Actor-
Critic (A2C) and Deep Deterministic Policy Gradient (DDPG).
These methods rely on dual neural networks to estimate
the action-value function Q(s, a) (as mentioned in [15]). By
updating the parameters of target networks with the parameters
of primary networks, the stability and convergence of the MP-
MAAC improve. In Fig. 5, we illustrate the architecture of the
MP-MAAC, where each agent (M-MG or SP) interacts with
the environment to learn the best action that minimizes the
system penalty pg . The output of the critic network is the Q-
value, which is a measure of the expected cumulative reward
when different actions are taken in a given state. This Q-value
is used to guide the actor network (policy network) to choose
the action in the current state in order to minimize system
penalty. To address the unstable approximated Q-values, we
utilize an experienced replay buffer with a capacity of B and
target networks. For each M-MG and SP agent, we construct
a neural network with multiple inputs and outputs to learn the
corresponding actions in different states, as shown in Fig. 5.
Based on the collaboration between SPs and M-MGs, we have
different inputs and outputs in the MP-MAAC network that
result in different implementations of our multi-protocol Fed-
Match algorithm, as described below:

1) Fed-Match: When there is no relaying and no cross-
technology collaboration, each M-MG observes the positions
of all IoT devices in its coverage area and their data size,
the collection and execution buffers, the allocated bandwidth
by each SP, and the location of APs within its coverage
area. Then, the output of the M-MG is the decision on data
collection, execution, or offloading to a particular AP. On the
other hand, the SP observes the collection and execution buffer
states, the locations of M-MGs, and the previous interference
per offloading interface. Based on that, the output of the SP
is the split of the available bandwidth among the M-MGs.

2) Fed-Match-RC: When there is relaying collaboration
among the M-MGs, in addition to the previous observations,
each M-MG observes the location, execution buffer states of
candidate relaying M-MGs in its coverage area, the interfer-
ence they have received from other M-MGs in its coverage

range, and the locations of the nearby APs. Based on the
observation, the M-MG decides on data collection, execution,
relaying, and offloading. In this case, the SPs also observe the
interference received by relaying M-MGs.

3) CT-Fed-Match: When there is cross-technology collabo-
ration between SPs, each M-MG observes the status of each
execution buffer and the distance to nearby APs for each
interface before making the offloading decision. The rest of
the observations are the same as in Fed-Match.

4) CT-Fed-Match-RC: When there is relaying and cross-
technology collaboration, the observations are as in Fed-
Match-RC and CT-Fed-Match.

In all implementations of our algorithm, to promote explo-
ration, we follow an ϵ-greedy policy, which introduces random
actions with a probability ϵ. The parameters of the primary
actor-network (Ag), primary critic-network (Cg), target actor-
network (A′

g), and target critic-network (C′
g) for agent g are

denoted as θg , ϕg , θ′
g , and ϕ′

g , respectively. The primary
networks update the parameters of the target actor and critic
networks every Tu period.

θ′
g = τθ′

g + (1 − τ)θg

ϕ′
g = τϕ′

g + (1 − τ)ϕg (29)

where τ ∈ [0, 1] is the mixing weight. The learning rates of
actor networks and critic networks are ηA and ηC , respectively.
The critic networks are updated by minimizing the mean
squared error loss function

lCg (ϕg) := E[ ||Cg(sg,ag; ϕg) − ŷg||2] (30)

where ŷg is the estimated long-time Q value, ŷg = pg +
ρC′

g(s
′
g,a

′
g,ϕ

′
g) and pg is the penalty for each agent. Since

we aim at minimizing the penalty, the loss function of actor
networks can be written as follows

lAg
(θg) := Cg(sg,Ag(sg; θg); ϕg) (31)

We design the network structure through multilayer percep-
trons (MLPs). Based on both input states and output actions
being multimodal, we need to consider that each network has
different network layers and structures. For each actor network
of M-MGs and SPs Ag , we take the state of each agent sg(t) as
input and the current action ag(t) as output. For M-MG agents,
we build a multi-input-output network with the perceptron as
the basic unit and learn multiple actions by integrating multiple
states, as described for each implementation of Fed-Match
algorithm. For the SP actor network, we use MLPs to merge
multiple state lists of M-MG and use the softmax function as
an activation function to allocate bandwidth ratios for M-MG
communication.

The critic network of each agent (M-MG or SP) Cg follows
the same objective function to obtain the minimum average
penalty. Moreover, we take the outputs of the actor networks
and obtain an action-value function, Q(sg,ag). The MLPs
architecture is used to combine the inputs of the critic net-
works, integrating the feature values of all input information
through a concatenated layer to output the current Q-value.
The main task of the critic network is to evaluate the quality
of taking a certain action in each state by Q(s, a). In this
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Fig. 5. Neural network models of each actor-critic agent.

regard, the critic needs to know the action taken by the actor
network. Actor-critic algorithms typically use the critic’s value
estimate to calculate gradients to update the parameters of the
actor network to minimize the loss function. By using the actor
network’s actions as input to the critic network, this design can
provide the critic network with more information, helping to
more accurately evaluate the quality of the state-action pair
(Q(s, a)). This will allow the actor and critic networks to
learn collaboratively to better optimize policies and improve
network model performance.

Moreover, every Ef learning epoch, all M-MG agents
(and all SP agents) share their actor network parameters
and perform federated updating to improve the convergence.
Each agent adopts the following update rule in which they
maintain their own parameters, weighted by ω, and incorporate
parameters from the other agents,

θt+1
M−MG = θt

M−MG.Ω1 (32)

θt+1
SP = θt

SP .Ω2 (33)

where θt
M−MG = [θt

1, .., θ
t
i, .., θ

t
M ], and θt

SP =
[θt

1, .., θ
t
z, .., θ

t
Z ] are the vectors representing all M-MG actor

network parameters and all SP actor network parameters at the
learning epoch t. Ω1 and Ω2 refer to the federated updating
matrix for M-MG and SP, respectively, obtained as

Ωn =



ωn

1 − ωn

Nn − 1
· · ·

1 − ωn

Nn − 1
1 − ωn

Nn − 1
ωn · · ·

1 − ωn

Nn − 1
...

...
. . .

...
1 − ωn

Nn − 1
1 − ωn

Nn − 1
· · · ωn


(34)

where n = 1 and N1 = M for the M-MG federated learning
factor and n = 2 and N2 = Z for SP federated learning.
During the learning period, M-MGs retain the parameters with
weights ω1 and exchange the network parameters with weights
(1 − ω1). The same applies to SPs using weight ω2. Based
on this proposed learning framework, we develop Fed-Match
online collaboration algorithm, outlined in Algorithm 1, where
the agents continuously learn and update optimal policies. The
system adopts a collaborative model in which global optimality
is obtained using federated learning. In this way, M-MGs
obtain faster the offloading policy that results in the minimum
penalty, and the SP’s policy training is also accelerated to allo-
cate the bandwidth more rationally for each M-MG’s interface.
This will reduce packet stagnation at M-MGs and the AoI.
In addition, there is no need to exchange data messages. Thus,
the communication cost of sharing model-level parameters can
be neglected [15], improving the communication efficiency of
the system.

VII. NUMERICAL RESULTS

We have conducted extensive simulations to illustrate the
performance of our proposed architecture and multi-protocol
Fed-Match algorithm. We compare the different implementa-
tions of our algorithm (i.e., Fed-Match [11], CT-Fed-Match,
Fed-Match-RC, and CT-Fed-Match-RC), and existing algo-
rithms like deep deterministic policy gradient (DDPG) and
multi-agent DDPG (MADDPG) [15] with different levels of
FL. Unless otherwise stated, the simulation parameters are
given in Table III. We set the IoT environment on a 300 ×
300 map with 15 IoT devices per protocol (i.e, Zigbee,
Cellular, WiFi, and LoRa), 14 M-MGs with 4 interfaces each,
4 SPs, 4 APs, and 8000 maximum number of learning epochs.
To simplify the selection of the relaying M-MGs, we assume
that the mobility path of each M-MG is known. However,
our approach can be applied to uncertain mobility scenarios
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Algorithm 1 Multi-Protocol Fed-Match Online Collaboration
1: Initialize: Hyper parameters of learning algorithms, the

primary networks’ parameters (θM−MG)i, (θSP )z ,
(ϕM−MG)i, (ϕSP )z , and target networks’ parameters:
(θM−MG)′i ← (θM−MG)i, (θSP )′z ← (θSP )z ,
(ϕM−MG)′i ← (ϕM−MG)i, (ϕSP )′z ← (ϕSP )z .

2: for epoch t = 1 to max_epoch do
3: Generate ν ∈ [0, 1] randomly;
4: for each agent g in {1, . . . ., M, .., M + Z} do
5: if ν < ϵ or |B[g]| < B then
6: for each interface z in {1, . . . ., Z} do
7: if distz

ij > ri
obs, distz′

ij ≤ ri
obs, and Bz′

exe,i has space
8: M−MGi performs cross-technology collaboration:

M −MGi transfers a packet of interface z from the Bz
exe,i

to the Bz′
exe,i.

9: end if
10: end for
11: for each interface z in {1, . . . ., Z} do
12: if distz

ij ≤ ri
obs

13: M −MGz
i performs offloading action randomly;

14: else if distz
ij > ri

obs and Bz
exe,i′ has space

15: M −MGz
i performs relaying action randomly;

16: end if
17: end for
18: Choose actions ag(t) randomly;
19: else
20: Ensemble local observation and states: sg(t);
21: for each interface z in {1, . . . ., Z} do
22: if distz

ij > ri
obs, distz′

ij ≤ ri
obs, and Bz′

exe,i has space
23: M−MGi performs cross-technology collaboration:

M −MGi transfers a packet of interface z from the Bz
exe,i

to the Bz′
exe,i.

24: end if
25: end for
26: for each interface z in {1, . . . ., Z} do
27: if distz

ij ≤ ri
obs

28: M −MGz
i sets offloading action: ai(t) = oz

ij(t)
29: else if distz

ij > ri
obs and Bz

exe,i′ has space
30: M −MGz

i sets relaying action: ai(t) = rz
ii′(t)

31: end if
32: end for
33: Set actions: ag(t) = Ag(sg(t); θg)
34: end if
35: end for
36: Interact with environment and obtain p(t), s′(t + 1);
37: Add {s,a, p, s′} into B;
38: for each agent g in [1, . . . , M . . . , M + Z] do
39: if |B[g]| ≥ B then
40: Sample {sg,ag, pg, s′

g} from B[g];
41: Predict new actions: a′

g = A′
g(s′

g;θ′
g);

42: Predict new Q-value:
43: Q′(s′

g,a′
g) = C′g(s′

g,a′
g;ϕ′

g);
44: Calculate ŷg;
45: Calculate lCg (ϕg), lAg (θg) by (30) and (31);
46: Update network parameters:
47: ϕt+1

g ← ϕt
g − ηC ▽ϕ l̃Cg (ϕt

g)

48: θt+1
g ← θt

g − ηA ▽θ l̃Ag (θt
g)

49: end if
50: end for
51: if t mod Tu == 1 then
52: Update target actor and critic networks using (29);
53: end if
54: if t mod Ef == 1 then
55: Run M-MG-federated updating using (32);
56: Run SP-federated updating using (33);
57: end if
58: end for

TABLE III
MAIN PARAMETER SETTINGS

with the consequent increase in convergence time. We consider
that WiFi, Zigbee, Cellular, and LoRa work at 2.4 GHz (band
b1) with the path loss models described in [25], [26], [27],
and [28]. In addition, WiFi and Cellular also work at 5 GHz
following the path loss models in [29], and [30], respectively,
while Zigbee and LoRa work at 915 MHz as in [26], and [31]
(bands b2), respectively. The values of the path loss parameters
are given in Table III, where PLz,b(d0) is the power loss
for wireless protocol z at reference distance d0 and band
b ∈ {b1, b2}, nz,b is the path loss coefficient for protocol z on
b, γz,b is the path loss exponent for z on b, and Sz,b is a zero
mean random variable with normal distribution and standard
deviation σz,b.

A. Collaboration Between SPs and M-MGs for Data
Scheduling, Relaying, and Spectrum Allocation
(Fed-Match-RC)

First, we evaluate the impact of the relaying collaboration
between M-MGs (with no cross-technology collaboration).
We consider different settings with APs located at the center of
the map (CAP) and at the edges (EAP) to evaluate the impact
of the AP’s location on the relay strategy. We consider Fed-
Match algorithm as a baseline, which has no relaying and no
cross-technology collaboration. As shown in Fig. 6, the aver-
age AoI of Fed-Match-RC(EAP) is 3 times lower compared
to Fed-Match(EAP). The average AoI of Fed-Match-RC(CAP)
is also lower than Fed-Match(CAP). However, in this case,
with the APs at the center, there are more chances that the
M-MGs are within the coverage area of an AP. Thus, the
improvement of relaying is less significant. On the other hand,
if the APs are at the edges, the M-MGs will have other
communication paths to deliver their data to the corresponding
AP, resulting in higher improvement. Besides, the relaying
collaboration reduces interference, transmission delay, and
congestion. Since more paths are explored to offload the data,
we achieve a higher data rate and lower AoI and energy
consumption.
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Fig. 6. Average AoI vs time slot.

Fig. 7. Worst AoI vs time slot.

Fig. 8. Average penalty vs time slot.

In Fig. 7, we can see that the worst AoI of Fed-Match-
RC(CAP) and Fed-Match-RC(EAP) are smaller and more
stable compared to the cases without relaying collaboration.
The collaboration between M-MGs brings more flexibility to
adapt to the network condition and resource availability since
there are more opportunities for the data to be offloaded to
different APs. In contrast, without relaying collaboration Fed-
Match(CAP) and Fed-Match(EAP), M-MGs have to wait to
be in the coverage of an AP to offload the data. Moreover,
as shown in Fig. 8, we see that Fed-Match-RC(CAP) and
Fed-Match-RC(EAP) have lower and more stable penalty
values. The penalty value obtained with Fed-Match-RC(EAP)
is half the one with Fed-Match(EAP) because relaying make
the training of the algorithm more stable. Furthermore, Fed-
Match-RC(CAP) and Fed-Match-RC(EAP) can collect more
packets than their respective counterparts without relaying,
as shown in Fig. 9. In the same time period, Fed-Match-
RC(CAP) and Fed-Match-RC(EAP) can receive more than
60,000 and 40,000 packets than Fed-Match(CAP) and Fed-
Match(EAP), respectively. This gap increases in time since
the AP can receive more data packets.

Next, we analyze the performance of the neural network
models using the critic loss functions of M-MG and SPs as
shown in Fig. 10 and Fig. 11, respectively. We can see that
the critic loss functions of M-MGs and SPs are more stable
and converge faster in Fed-Match-RC(CAP) and Fed-Match-

Fig. 9. Packets received vs time slot.

Fig. 10. M-MG critic loss vs epoch.

Fig. 11. SP critic loss vs epoch.

RC(EAP) while their baselines have significant fluctuations.
This means that network models with relaying are more
adaptable to different data inputs and network changes since
there are more transmission opportunities. As a result, there
is more information available about the network and, thus,
a better understanding of the dynamics and predictions. All of
which makes the critic loss function more stable.

B. Cross-Technology Collaboration Between SPs and
M-MGs (CT-Fed-Match)

To assess the performance of cross-technology collabora-
tion, we place each AP from a different SP at each edge of
the map to exploit the collaboration between SPs that have APs
at different locations. We consider the Fed-Match algorithm as
the baseline, and compare the performance with and without
relaying. As shown in Fig. 12, the CT-Fed-Match-RC(EAP)
algorithm achieves 30 times lower AoI than Fed-Match (EAP).
If we focus only on the cross-technology aspect, we can see
that the AoI with CT-Fed-Match(EAP) algorithm is 9 times
lower than the Fed-Match baseline.

In Fig. 13 and Fig. 14, we compare the worst AoI and
penalty of these four cases. Notably, the CT-Fed-Match-
RC(EAP) has the lowest penalty and the lowest worst AoI.
As explained before, the multi-hop transmission can effec-
tively reduce the delay of data packets, thereby reducing
the worst AoI and penalty. In addition, the cross-technology

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: CLEMSON UNIVERSITY. Downloaded on October 11,2024 at 20:53:49 UTC from IEEE Xplore.  Restrictions apply. 



14 IEEE/ACM TRANSACTIONS ON NETWORKING

Fig. 12. Average AoI vs time slot.

Fig. 13. Worst AoI vs time slot.

Fig. 14. Average penalty vs time slot.

Fig. 15. Packets received vs time slot.

collaboration reduces the storage time of the data packet in
the M-MGs, improves the load balance in the network, and
thus, it further reduces the transmission delay and the worst
AoI.

As shown in Fig. 15, the cross-technology collaboration
can also improve the overall transmission capacity of the
network. In the case with both relaying and cross-technology
collaboration, 5 times more packets are offloaded than in
the case with only relaying collaboration and 8 times more
than with the baseline. In Fig. 16 and Fig. 17, we evaluate
the convergence and stability of our approach using the loss
function of the critic network of M-MG and SP, respectively,
for all four implementations. The CT-Fed-Match-RC(EAP) has
the lowest critic training loss, which means that this network
has the best performance and can make the most accurate
predictions. On the other hand, the critic loss of the baseline

Fig. 16. M-MG critic loss vs epoch.

Fig. 17. SP critic loss vs epoch.

TABLE IV
AVERAGE RELAY TIME AND PROPORTION OF PACKETS RELAYED PER

PACKET IN EACH PROTOCOL

is the highest and fluctuates the most, which means that
the relay strategy and cross-technology collaboration strategy
can significantly improve the network prediction. The lower
delay helps reduce the prediction error of the critic network,
which improves the training process and the critic network’s
prediction accuracy, thereby reducing the loss function value.

In Table IV, we compare the performance of CT-Fed-Match-
RC(EAP) with Fed-Match-RC(EAP) per interface in terms of
the average relaying time and number of packets relayed. The
average relaying time indicates the average time needed to
relay a packet until offloaded to an AP. It depends on the
available bandwidth and network condition. The lower the
capacity, the higher the relaying time. We can see that the
average relaying times on WiFi, Zigbee, and Cellular with CT-
Fed-Match-RC(EAP) are lower than those with Fed-Match-
RC(EAP). This is because the interference is reduced with
cross-technology collaboration, and more candidate APs are
available, reducing the transmission range. The relaying time
for LoRa is higher with CT-Fed-Match-RC(EAP) because it
has the largest coverage, and thus, many packets from other
interfaces are offloaded using LoRa. In addition, we also
evaluate the fraction of packets relayed by each interface with
respect to the total number of packets offloaded in Table IV.
The total average relay ratio of CT-Fed-Match-RC(EAP) is
only 25%, which means that 75% of the data packets have
been offloaded directly. On the other hand, with Fed-Match-
RC(EAP), only two-thirds of packets can be successfully
offloaded directly to the AP. This shows that cross-technology
collaboration reduces the number of transmissions and, thus,
the energy cost.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: CLEMSON UNIVERSITY. Downloaded on October 11,2024 at 20:53:49 UTC from IEEE Xplore.  Restrictions apply. 



ESMAT et al.: CROSS-TECHNOLOGY FEDERATED MATCHING FOR AGE OF INFORMATION MINIMIZATION 15

TABLE V
THE NUMERICAL COMPARISONS ON MEAN AND STD

In Table V, we analyze the average AoI and penalty for
the different implementations of Fed-Match. Comparing Fed-
Match-RC(CAP) with its baseline, the former has a lower
mean and standard deviation in AoI and penalty. Thus, relay-
ing can improve the system’s communication capability and
network stability. By comparing CT-Fed-Match-RC(EAP) to
its baseline, we can see that in a more challenging commu-
nication environment with the M-MGs at the edges of the
map, our scheme can significantly improve learning ability.
In fact, CT-Fed-Match-RC(EAP) has the lowest average val-
ues and standard deviations. As can be seen in Table V,
the average AoI and average penalty of CT-Fed-Match-
RC-with-Interference and CT-Fed-Match-RC-no-Interference
are very similar since our proposed scheme considers the
impact of interference in the learning model for CT and
RC. To assess the impact of mobility on the performance
of our scheme, we have compared our proposed scheme
with M-MGs moving randomly (CT-Fed-Match-RC-Random-
move) to static M-MGs (CT-Fed-Match-RC-Fixed position).
If M-MGs remain in a fixed location, they are unable to collect
and offload data from some IoT devices, which results in
9 times higher AoI and penalty in CT-Fed-Match-RC-Fixed
compared to CT-Fed-Match-RC-Random-move.

C. Comparison With Existing Algorithms

Finally, we compare our Fed-Match algorithm with two
popular reinforcement learning algorithms, DDPG and MAD-
DPG [15], and different levels of FL. We use the baseline
Fed-Match(CAP) for comparison. We assume that all APs
are located at the center of the map and that the coverage
range of APs equals the map size. We set the parameters to
include 7 M-MGs and 100 IoT sensors (25 sensors each for
WiFi, Zigbee, Cellular, and LoRa) on a 100 × 100 map. The
maximum number of learning epochs is 25,000. Additionally,
we also considered three different versions with respect to
the levels of FL: only one level of FL between M-MGs (Fed-
Match M-MG-FL), one level between SPs (Fed-Match SP-FL),
and two levels of FL update between M-MGs and between
SPs (Fed-Match M-MG_FL & SP_FL). We have reduced the
map size, and the number of M-MGs to avoid having a long
training time for the DDPG framework. We attribute this phe-
nomenon to the necessity of employing larger neural network
models with intricate structures in centralized collaboration

Fig. 18. Average AoI vs time slot.

Fig. 19. Average penalty vs time slot.

Fig. 20. Critic loss vs epoch.

algorithms. These models are required to effectively capture
the relationships between extensive global input states and the
individual local policies of each M-MG agent, thereby posing
challenges during the training process.

In Fig. 18, we can see that our baseline Fed-Match with
two levels of FL (between M-MGs and SPs) has an average
AoI 40 times lower than DDPG. By implementing Fed-Match
with FL considered only for SPs or M-MGs, we observe
the algorithm’s convergence is around 16,500 epochs for SPs
and approximately 19,000 epochs for M-MGs. On the other
hand, our algorithm with 2-levels of FL converges almost
instantaneously. In Fig. 19, we can see similar performance
improvements in terms of penalty. Fed-Match achieves the
lowest penalty, indicating enhanced bandwidth allocation effi-
ciency for SPs and faster data collection and offloading for M-
MGs. This outcome highlights the advantages of employing
interactive policies between M-MGs and SPs to minimize
the penalty. In fact, we can see that compared with a sin-
gle learning agent (DDPG algorithm), the interactions of
multi-agents in our algorithm can effectively improve the
communication ability of the system. At the same time, multi-
agent collaboration is realized through federated learning, and
the exchange of model information can effectively improve
data transmission and make the system more stable. In Fig. 20,
we compare the training loss of the critic networks for
M-MGs and SPs for both MADDPG and Fed-Match. Here, our
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scheme incorporates MADDPG and two-level FL to achieve
multi-agent collaboration. Notably, in Fed-Match, we observe
rapid convergence of the critic loss for both M-MGs and
SPs, indicating a faster convergence to the optimal strategy
when implementing FL simultaneously between M-MGs and
between SPs.

VIII. CONCLUSION

In this paper, we present a cross-technology IoT architecture
design to enable timely data collection in heterogeneous IoT
networks under different protocols and spectrum bands. The
objective is to minimize the AoI and energy consumption
by jointly optimizing collaboration between M-MGs and SPs
for bandwidth allocation, relaying, and cross-technology data
scheduling. Collaborative policies are presented based on a
new federated matching framework in which M-MGs and SPs
learn their strategies in a distributed manner. The numeri-
cal results show that our CT-Fed-Match-RC algorithm with
cross-technology and relaying collaboration reduces both AoI
and energy consumption significantly compared with existing
approaches.
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