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Abstract. The equations of stationary compressible flows of active liquid crystals are con-

sidered in a bounded three-dimensional domain. The system consists of the stationary Navier-

Stokes equations coupled with the equation of Q-tensors and the equation of the active par-

ticles. The existence of weak solutions to the stationary problem is established through a

two-level approximation scheme, compactness estimates and weak convergence arguments.

Novel techniques are developed to overcome the difficulties due to the lower regularity of

stationary solutions, a Moser-type iteration is used to deal with the strong coupling of active

particles and fluids, and some weighted estimates on the energy functions are achieved so

that the weak solutions can be constructed for all values of the adiabatic exponent γ > 1.

1. Introduction

Active hydrodynamics refer to dynamical systems that are continuously driven out of equi-
librium state by injected energy effects on small scales and exhibit collective phenomenon on
a large scale, for example, bacterial colonies, motor proteins, and living cells [2,24,25]. Active
systems have natural analogies with nematic liquid crystals because the particles exhibit a
orientational ordering at a high concentration due to the collective motion. In comparison
with the passive nematic liquid crystals, the system of active hydrodynamics is usually unsta-
ble and has novel characteristics such as low Reynolds numbers and very different spatial and
temporal patterns [15,34]. We refer the readers to [5,15,18,25,27,33,34] and their references
for the physical background, applications and modeling of active hydrodynamics. Theoreti-
cal studies on active liquid crystals are relatively new and have attracted a lot of attention
in recent years. For example, the evolutionary incompressible flows of active liquid crystals
were studied in [6,19] and the evolutionary compressible flows were investigated in [7,28]. In
this paper we are concerned with the stationary compressible flows of active liquid crystals,
described by the following equations in a bounded domain O ⊂ R

3 :


























div(ρu) = 0,

u · ∇c−4c = g1,

div(ρu⊗ u) +∇ργ − div (Sns(∇u) + S1(Q) + S2(c,Q)) = ρg2,

u · ∇Q+QΩ− ΩQ+ c∗Qtr(Q2) +
(c− c∗)

2
Q− b

(

Q2 −
1

3
tr(Q2)I

)

−4Q = g3,

(1.1)

where ρ, c, u denote the total density, the concentration of active particles, and the velocity
field, respectively; the nematic tensor order parameter Q is a traceless and symmetric 3 × 3
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matrix, ργ is the pressure with adiabatic exponent γ > 1, and the functions gi (i = 1, 2, 3) are
given external force terms. We denote the Navier-Stokes stress tensor by

Sns(∇u) = µ
(

∇u+ (∇u)>
)

+ λdivuI, (1.2)

where (∇u)> denotes the transpose of ∇u, I is the identity matrix, and the constants µ, λ
are viscous coefficients satisfying the following physical requirement:

µ > 0, µ+ 3λ ≥ 0. (1.3)

In (1.1), Ω = 1
2(∇u− (∇u)>), and the additional stress tensors are:

S1(Q) = −∇Q�∇Q+
1

2
|∇Q|2I+

1

2

(

1 +
c∗
2
tr(Q2)

)

tr(Q2)I, (1.4)

and

S2(c,Q) = Q4Q−4QQ+ σ∗c
2Q, (1.5)

where c∗ > 0 and σ∗ ∈ R are given constants. The corresponding evolutionary equations
of compressible active liquid crystal flows can be found in [7]. The equations (1.1) can be
regarded as the stationary version of the evolutionary equations in [7] through the time-
discretization and play an important role in the long-time behavior of active hydrodynamics.
However, the mathematical analysis of the stationary equations (1.1) remains open. The aim
of this paper is to construct the weak solutions to the stationary equations (1.1) subject to
the following structural conditions:

u = 0,
∂c

∂n
= 0,

∂Q

∂n
= 0, on ∂O, (1.6)

and
∫

O
ρ(x)dx = m1 > 0 and

∫

O
c(x)dx = m2 > 0, (1.7)

where n denotes the outward unit normal vector of the boundary ∂O, m1 and m2 are given
constants. We remark that the two conditions on the total mass and the total active particles
in (1.7) guarantee that the density function ρ and the particle concentration c are uniquely
determined. For the modeling and analysis of the Q-tensor systems of nematic liquid crystals
we refer the readers to [3, 4, 13, 16,22,36] and references therein.

We now introduce some notation that will be frequently used throughout this article.
For given symmetric matrices A = (aij)3×3 and B = (bij)3×3, denote tr(AB) = A : B =
∑3

i,j=1 aijbij , tr(A2) = |A|2, and S3
0 := {A = (aij)3×3 : aij = aji, tr(A) = 0}. For two

vectors a, b ∈ R
3, denote a · b =

∑3
i=1 aibi and a ⊗ b = (aibj)3×3. Denote the Sobolev spaces

(cf. [1]) by

W k,p = W k,p(O), Lp = W 0,p, Hk = W k,2, p ∈ [1,∞], k ∈ N+.

Additionally, we use W k,p(O, R3) and W k,p(O, S3
0) for the Sobolev spaces valued in R

3 and
S3
0 , respectively. We denote by |O| the measure of the domain O, and write

∫

O f(x)dx as
∫

f
for simplicity of notation.

We shall establish the existence of weak solutions to the problem (1.1)-(1.7) defined as
follows.
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Definition 1.1. The function (ρ, c,u, Q) is called a weak solution to the boundary-value
problem (1.1)-(1.7) if there is some exponent p > 3

2 such that

ρ ≥ 0, c ≥ 0 a.e. in O,

ρ ∈ Lp(O), c ∈ H2(O), u ∈ H1
0 (O,R3), Q ∈ H2(O, S3

0),

satisfying the following properties:
(i). The equations (1.1) are satisfied in the sense of distributions, (1.6) holds true in the

trace sense, (1.7) holds true for given m1 > 0 and m2 > 0;
(ii). (1.1)1 is satisfied in the sense of renormalized solutions, i.e., if (ρ,u) is extended by

zero outside O, then

div(b(ρ)u) +
(

b′(ρ)ρ− b(ρ)
)

divu = 0, D′(R3),

where b ∈ C1([0,∞)) with b′(z) = 0 if z is large,
(iii). (1.1)2 and (1.1)4 are satisfied almost everywhere in O.

We are ready to state our main result.

Theorem 1.1. Let O ⊂ R
3 be a bounded domain with smooth boundary. Assume that the

adiabatic exponent γ > 1, the constants m1 > 0 and m2 > 0, and the functions

g1 ∈ L∞(O), g2 ∈ L∞(O,R3), g3 ∈ L∞(O, S3
0) (1.8)

are given. Then there exists a small constant m2 that depends on m1, c∗, σ∗, µ, λ, γ, ‖g1‖L∞ ,
‖g2‖L∞ , ‖g3‖L∞ and |O|, such that if

m2 ∈ (0,m2], (1.9)

the problem (1.1)-(1.7) admits a solution (ρ, c,u, Q) in the sense of Definition 1.1.

Remark 1.1. The smallness assumption (1.9) is a technical condition that is mainly used to
overcome the strong nonlinearity caused by the concentration c of active particles.

Remark 1.2. In fact, Theorem 1.1 still holds true in the case when c is any positive constant
(hence m2 = c|O|).

We shall prove Theorem 1.1 by constructing approximate solutions and a two-level limiting
procedure. The approximate solutions are constructed in light of time-discretization technique
from the evolutionary equations in [7, 31], and the limits are based on standard compactness
theories developed in [7,10,23,29]. However, new difficulties arise due to the lower regularity
of stationary solutions, strong nonlinearity and complex coupling of active particles and fluids.
In order to make our ideas clear we comment on our approach and novelty below.

We begin in Section 2 with suitable linear equations to construct the approximations of
system (1.1). For a given function v in the set {v ∈ W 1,∞(O,R3), v = 0 on ∂O}, we impose
the transport equation (1.1)1 with the extra diffusion ε24ρ and obtain ρ = ρ[v, ε] in Lemma
2.1. With the force term g1 given in (1.1)2 we can solve c = c[v, ε]. Having ρ = ρ[v, ε]) and

c = c[v, ε] in hand, for a given v and a given function Q̃ in the set {Q̃ ∈ W 2,∞(O,R3), ∂Q̃
∂n =

0 on ∂O} we are able to construct the solution to a linear system of Q in terms of v and

Q̃. In the same manner, we consider the approximate momentum equations (2.8) and solve

u = u[v, Q̃, ε]. We should point out that the appearance of highest derivative of Q due to
(1.5) requires W 3,p regularity for Q. Moreover, since ∇v and g3 are only in L∞, we adopt
the ideas in [8] and use a global mollification technique such that the above approximation is
smooth.
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The approximate equations (3.1) come from the linear equations in Section 2 and will
be solved using the Schaefer Fixed Point Theorem (cf. [9]). The approximate solutions are
constructed by a two-level approximation scheme involving the artificial viscosity and artificial
pressure. However, the strong nonlinearity in the quantities

∫

c2Q : ∇u and

∫

cu · ∇c

causes new difficulties in closing the basic a priori estimates. To this end, we explore a
Moser-type iteration such that ‖c‖L∞ can be bounded by ‖c‖L1 = m2, and hence we are able
to control the above mentioned nonlinear terms provided that some small assumption on m2 is
made. In this connection, we are allowed to close the energy estimates to obtain the existence
of approximate solutions, and further improve the regularity of the solutions by a bootstrap
argument.

Next we shall take the limit in the approximate solutions as first ε → 0 and then δ → 0
through the weak convergence arguments. We remark that the nonlinear coupling of c and Q
in the momentum equation makes the limiting process much more subtle. For example, for
the integral quantity

∫

(

Qik
ε 4Qkj

ε −4Qik
ε Qkj

ε

)

∂jφ∂i4
−1(ρε),

the ε-limit is not obvious because both 4Qkj
ε and ∂i4

−1(ρε) are only weakly convergent.
Fortunately, we can overcome the difficulty using the integration by parts as well as the
symmetry of Q; see (4.36) for a detailed explanation.

One disadvantage for the stationary problem is that it has no useful information on the
density other than ‖ρ‖L1 , which is very different from the evolutionary equations for which
the higher regularity ‖ρ‖Lγ with γ > 1 is available. As a consequence we have extra difficulties
in taking δ-limit procedure (especially if γ > 1 is close to 1). Taking account of the ideas
in [12, 17, 20, 21], we use the refined weighted estimates on both pressure and kinetic energy
functions. However, the involvement of c and Q makes the proof much more complex and
delicate. We utilize different weighted functions in dealing with the boundary case and interior
case, and finally succeed in obtaining the uniform estimates for all adiabatic exponent γ > 1
under the smallness assumption (1.9). This is different from our previous papers [20, 21]
for Cahn-Hilliard/Navier-Stokes equations where the restriction γ > 4

3 seems to be critical
because the pressure depends both on the density and the concentration. Once the Proposition
5.1 is obtained, we are able to use the standard compactness theories in [10,23] to take δ-limit
and complete the proof of Theorem 1.1.

The rest of paper is organized as follows. In Section 2, we introduce some linear equations
and their preliminary existence results that will be used in the construction of approximate
solutions. In Section 3, we construct the approximate solutions by a two-level approximation
scheme involving the artificial viscosity coefficient ε > 0 and the parameter δ > 0 in the
artificial pressure, and prove the existence using the fixed point argument. In Section 4, we
take the limit as ε → 0 of the approximate solutions for any fixed δ > 0, and finally in Section
5 we take the limit as δ → 0 for the vanishing of the artificial pressure and conclude the
existence of weak solutions.
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2. Preliminary Results on Linear Equations

In this section we present some linear equations, in preparation for constructing the ap-
proximate solutions to the problem (1.1)-(1.7) in (3.1) next section.

Define the following function spaces:

W 1,∞
0 (O,R3) := {v ∈ W 1,∞(O,R3), v = 0 on ∂O},

W 2,∞
n (O, S3

0) :=

{

Q ∈ W 2,∞(O, S3
0),

∂Q

∂n
= 0 on ∂O

}

,

W := W 1,∞
0 (O,R3)×W 2,∞

n (O, S3
0).

Now let ε ∈ (0, 1) and p ∈ (1,∞) be fixed. Recall m1 and m2 defined in (1.7). The first
lemma is for the solvability of a relaxed transport equation with dissipation from [29].

Lemma 2.1. [29, Proposition 4.29] For any given v ∈ W 1,∞
0 (O,R3), there exists a unique

solution ρ = ρ[v] ∈ W 2,p(O) to the following problem

ερ+ div(ρv) = ε24ρ+ ε
m1

|O|
,

∂ρ

∂n
= 0 on ∂O, (2.1)

such that

ε2
∫

∇ρ · ∇η −

∫

ρv · ∇η + ε

∫

(ρ− ρ0)η = 0, η ∈ C∞(O). (2.2)

Moreover,

ρ ≥ 0 a.e. in O, ‖ρ‖L1 = m1, ‖ρ‖W 2,p ≤ C(ε, p,m1,O, ‖v‖W 1,∞). (2.3)

Lemma 2.2. For any given g1 ∈ L∞(O) and v ∈ W 1,∞
0 (O,R3), the following problem

v · ∇c = 4c+ g1,

∫

c = m2,
∂c

∂n
= 0 on ∂O, (2.4)

has a unique nonnegative solution c = c[v] ∈ W 2,p(O).

Proof. Consider the approximate equation

αc+ v · ∇c = 4c+ g1 + α
m2

|O|
, α ∈ (0, 1). (2.5)

Following the proof of [29, Proposition 4.29], we see that (2.5) has a solution cα = cα(v) ∈
W 2,p(O) (1 < p < ∞), satisfying

cα ≥ 0 a.e., O, ‖cα‖L1 = m2, ‖cα‖W 2,p ≤ C(p,m2,O, ‖v‖W 1,∞).

Then, taking the limit α → 0+, we complete the proof. �

The following two lemmas can be obtained from the elliptic theory (see [14]).

Lemma 2.3. For any given (v, Q̃) ∈ W, the following problem


























4Q− εQ = F 1(v, Q̃) := v · ∇Q̃+
(c− c∗)

2
Q̃+ c∗Q̃tr(Q̃2)− b

(

Q̃2 −
1

3
tr(Q̃2)I

)

+ Q̃〈Ω̃〉 − 〈Ω̃〉Q̃− 〈g3〉,

∂Q

∂n
= 0 on ∂O,

(2.6)
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has a unique solution Q = Q[v, Q̃] satisfying

‖Q‖W 3,p ≤ C‖F 1‖W 1,p < ∞, (2.7)

where c = c[v] is solved in Lemma 2.2, and 〈Ω̃〉 = 〈∇v〉 − (〈∇v〉)> with 〈f〉 being a smooth

approximation of function f globally in O.

Remark 2.1. We use the smooth approximations 〈Ω〉 and 〈g3〉 to guarantee that F 1 belongs
to W 1,p. Such approximations can be obtained through the global mollification 〈f〉 = ηε ∗ f
with ηε the Friedrichs mollifier (see e.g., [9]). Due to the Neumann boundary condition, we
impose εQ to guarantee that the values of function Q is uniquely determined.

Lemma 2.4. For any given (v, Q̃) ∈ W, the following problem






























divSns(∇u) = F 2(v, Q̃) := ερv + div(ρv ⊗ v) +∇(δρ4 + ργ) + ε2∇ρ · ∇v

− div

(

−∇Q⊗∇Q+
1

2
|∇Q|2I+

1

2
tr(Q2)I+

c∗
4
(tr(Q2))2I

)

− div
(

Q4Q−4QQ+ σ∗c
2Q
)

− ρg2

u = 0, on ∂O,

(2.8)

has a unique solution u = u[v, Q̃] satisfying

‖u‖W 2,p ≤ C‖F 2‖Lp < ∞. (2.9)

where both ε ∈ (0, 1) and δ ∈ (0, 1) are fixed constants; ρ = ρ[v], c = c[v] and Q = Q[v, Q̃] are
determined in Lemmas 2.1-Lemma 2.3.

Remark 2.2. The artificial pressure δρ4 is used to improve the integrability of density, which
will be used in subsequent analysis.

3. Approximate Solutions

In this section we construct the approximate solutions to the problem (1.1)-(1.7). Have
the existence results for the linearized problems in Lemmas 2.1-2.4, we consider the following
nonlinear approximate system:























































ερε + div(ρεuε) = ε24ρε + ερ0,

uε · ∇cε = 4cε + g1,

divSns(∇uε) = F 2(uε, Qε),

4Qε = εQε + F 1(uε, Qε),

∂ρε
∂n

= 0, uε = 0,
∂cε
∂n

= 0,
∂Qε

∂n
= 0 on ∂O,

∫

ρε = m1,

∫

cε = m2,

(3.1)

where ρ0 =
m1
|O| , the functions F 1 and F 2 are taken from (2.6) and (2.8) respectively.

The theorem below states the existence of solutions to problem (3.1).
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Theorem 3.1. Assume that (1.8) holds true and ε is sufficiently small. Then there is a small

constant m2 depending on m1, c∗, µ, λ, γ, ε, δ, |O|, ‖g1‖L∞ , ‖g2‖L∞ , ‖g3‖L∞ , such that if

m2 ≤ m2, the problem (3.1) admits a solution (ρε, cε,uε, Qε) satisfying, for any p ∈ (1,∞),

0 ≤ ρε ∈ W 2,p(O), ‖ρε‖L1(O) = m1, (3.2)

0 ≤ cε ∈ W 2,p(O), ‖cε‖L1(O) = m2, (3.3)

uε ∈ W 2,p(O,R3), Qε ∈ W 3,p(O, S3
0). (3.4)

Proof. The proof is based on the Schaefer Fixed Point Theorem (see, e.g., Chapter 9, Theorem

4 in [9]). Thanks to Lemmas 2.1-2.4, for any given (v, Q̃) ∈ W, we have

(uε, Qε) = A[v, Q̃] := (u[v, Q̃], Q[v, Q̃]). (3.5)

By (2.7) and (2.9), it is clear that the operator A : W → W is compact. A straightforward
computation shows that A is continuous; see, e.g., [7]. In order to apply the Schaefer Fixed
Point Theorem, we need to prove the following proposition:

Proposition 3.1. Assume that (uε, Qε) is a solution to the equations (2.6) and (2.8). Then

the set
{

(uε, Qε) ∈ W

∣

∣

∣

∣

∣

(uε, Qε) = tA[uε, Qε]

for some t ∈ [0, 1], and ρε = ρ[uε], cε = c[uε]

}

(3.6)

is bounded.

From Proposition 3.1, we may use the Schaefer Fixed Point Theorem to conclude that
(uε, Qε) = A[uε, Qε] with ρε = ρ[uε] and cε = c[uε]. This together with Lemma 2.1 and
Lemma 2.2 guarantee the existence of the solution (ρε, cε,uε, Qε) to the problem (3.1) for any
fixed ε > 0. Consequently, the estimates (3.2)-(3.3) follow directly from (2.3) and Lemma 2.2.

We now prove Proposition 3.1 as well as (3.4), leading to the complete proof of Theorem
3.1. We will drop the subscript ε and use (ρ, c,u, Q) to denote (ρε, cε,uε, Qε) for the sake of
simplicity. Observe that (ρ, c,u, Q) solves























































ερ+ div(ρu) = ε24ρ+ ερ0,

u · ∇c = 4c+ g1,

4Q = εQ+ tF 1(u, Q),

divSns(∇u) = tF 2(u, Q),

∂ρ

∂n
= 0, u = 0,

∂c

∂n
= 0,

∂Q

∂n
= 0, on ∂O,

∫

ρ = m1,

∫

c = m2.

(3.7)

To prove Proposition 3.1, it suffices to show that there is a constant M < ∞ independent of
t such that

‖(u, Q)‖W < M. (3.8)
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3.1. Basic inequalities. Multiplying (3.7)1 by t
2 |u|

2 and (3.7)4 by u respectively, we get

εt

2

∫

(ρ+ ρ0)|u|
2 + t

∫

u · ∇
(

δρ4 + ργ
)

+ µ

∫

|∇u|2 + (λ+ µ)

∫

|divu|2

= t

∫

ρg2 · u− t

∫

4Q : (u · ∇)Q+
1

2
divu tr(Q2)

(

1 +
c∗
2
tr(Q2)

)

+ t

∫

div(Q4Q−4QQ)u− tσ∗

∫

c2Q : ∇u,

(3.9)

where we have used (1.4) and the following computation

∫

div

(

−∇Q�∇Q+
1

2
|∇Q|2

)

u

= −

∫

∂i(∂iQ
kl∂jQ

kl)uj +
1

2

∫

uj∂j |∂iQ|2 = −

∫

4Q : (u · ∇)Q.

By (3.7)1, one deduces

∫

u · ∇
(

δρ4 + ργ
)

=

∫

ρu · ∇

(

4δ

3
ρ3 +

γ

γ − 1
ργ−1

)

= ε

∫ (

4δ

3
ρ3 +

γ

γ − 1
ργ−1

)

(ρ− ρ0) + ε2
∫

∇

(

4δ

3
ρ3 +

γ

γ − 1
ργ−1

)

· ∇ρ

≥ ε

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

− ε

∫ (

δ

3
ρ40 +

1

γ − 1
ργ0

)

+ ε2
∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

.

Then substituting the above estimate into (3.9) gives

εt

2

∫

(ρ+ ρ0)|u|
2 + εt

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2t

∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+ µ

∫

|∇u|2 + (λ+ µ)

∫

|divu|2

≤ εt

∫ (

δ

3
ρ40 +

1

γ − 1
ργ0

)

+ t

∫

ρg2 · u

− t

∫

4Q : (u · ∇)Q+
1

2
divu tr(Q2)

(

1 +
c∗
2
tr(Q2)

)

+ t

∫

div(Q4Q−4QQ)u− tσ∗

∫

c2Q : ∇u

=: εt

∫ (

δ

3
ρ40 +

1

γ − 1
ργ0

)

+
4
∑

i=1

Ii.

(3.10)
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Next, following [7] we multiply (3.7)3 by −4Q+Q+ c∗Qtr(Q2) to obtain
∫

|4Q|2 + (1 + ε)

∫

|∇Q|2 + ε

∫

(

|Q|2 + c∗|Q|4
)

+ tc∗

∫

(

|Q|4 + c∗|Q|6
)

= 2tc∗

∫

4Q : Qtr(Q2) + t

∫

(c− c∗)

2
Q : (4Q−Q− c∗Qtr(Q2))

+ t

∫

b

(

Q2 −
1

3
Itr(Q2)

)

:
(

−4Q+Q+ c∗Qtr(Q2)
)

+ t

∫

(Q〈Ω〉 − 〈Ω〉Q) : 4Q

− t

∫

(Q〈Ω〉 − 〈Ω〉Q) : (Q+ c∗Qtr(Q2)) + t

∫

u · ∇Q :
(

4Q−Q− c∗Qtr(Q2)
)

+ t

∫

〈g3〉 :
(

−4Q+Q+ c∗Qtr(Q2)
)

=:
7
∑

j=1

Jj .

(3.11)

3.2. Uniform in ε and t estimates. Now we estimate the terms on the right-hand side in
(3.10) and (3.11). In this subsection, the generic constant C may rely on λ, µ, m1, δ, γ, |O|,
c∗, σ∗, ‖g1‖L∞ , ‖g2‖L∞ , ‖g3‖L∞ , but not on t and ε.

Direct calculations show

J1 = −2tc∗

∫

|∇Q|2tr(Q2)− tc∗

∫

|∇tr(Q2)|2 ≤ 0, (3.12)

J6 = t

∫

u · ∇Q : (4Q−Q− c∗Qtr(Q2))

= t

∫

u · ∇Q : 4Q− t

∫

u · ∇

(

1

2
(trQ2) +

c∗
4
((trQ2))2

)

= −I2,

(3.13)

and by the fact that Q is symmetric and Ω is skew-symmetric, one has

J5 = t

∫

(QΩ− ΩQ) : (Q+ c∗Qtr(Q2)) = 0. (3.14)

Moreover, we have the following computation:

I3 + J4 = t

∫

div(Q4Q−4QQ)u+ t

∫

(Q〈Ω〉 − 〈Ω〉Q) : 4Q

= t

∫

div(Q4Q−4QQ)u+ t

∫

(QΩ− ΩQ) : 4Q

+ t

∫

[(Q〈Ω〉 − 〈Ω〉Q)− (Q〈Ω〉 − 〈Ω〉Q)] : 4Q

= t

∫

[(Q〈Ω〉 − 〈Ω〉Q)− (Q〈Ω〉 − 〈Ω〉Q)] : 4Q

≤ tC‖〈∇u〉 − ∇u‖L2‖Q‖L∞‖4Q‖L2

≤ tC‖〈∇u〉 − ∇u‖L2

(

‖Q‖2L4 + ‖4Q‖2L2

)

,

(3.15)

where the last equality is from [6, Lemma A1], and the last inequality is from the interpolation
inequality.
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As a result of (3.12)-(3.15), inequalities (3.10) and (3.11) provide us

εt

2

∫

(ρ+ ρ0)|u|
2 + εt

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2t

∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+ µ

∫

|∇u|2 +

∫

|4Q|2 +

∫

|∇Q|2 + tc∗

∫

(

|Q|4 + c∗|Q|6
)

≤ Ct+ Ct‖〈∇u〉 − ∇u‖L2

(

‖Q‖2L4 + ‖4Q‖2L2

)

+ I1 + I4 + J2 + J3 + J7.

(3.16)

By (1.8), we have

|I1|+ |J3|+ |J7|

≤ Ct‖g2‖L∞‖ρ‖
L

6
5
‖u‖L6 + Cσ(1 + ‖g3‖L2)

(

‖4Q‖L2 + ‖Q‖5L6 + 1
)

≤ Ct+ Ct‖ρ‖2
L

6
5
+

tc2∗
4

∫

|Q|6 +
µ

4

∫

|∇u|2 +
1

4

∫

|4Q|2,

(3.17)

and

|I4|+ |J2|

≤ Ct‖c‖2L∞‖Q‖L2‖∇u‖L2 + Ct(1 + ‖c‖L∞)
(

‖Q‖L2‖4Q‖L2 + ‖Q‖4L6 + 1
)

≤ Ct+ Ct‖c‖6L∞ +
tc2∗
4

∫

|Q|6 +
µ

4

∫

|∇u|2 +
1

4

∫

|4Q|2.

(3.18)

Substituting (3.17) and (3.18) into (3.16) leads to

ε

∫

(ρ+ ρ0)|u|
2 + ε

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2
∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+

∫

|∇u|2 +

∫

|4Q|2 +

∫

|∇Q|2 +

∫

(

|Q|4 + |Q|6
)

≤ C + C‖ρ‖2
L

6
5
+ C‖c‖6L∞ + C‖〈∇u〉 − ∇u‖L2

(

‖Q‖2L4 + ‖4Q‖2L2

)

.

(3.19)

Observe that the constant C in (3.19) is independent of ε, then we may choose ε sufficiently
small and use the standard properties of mollification such that C‖〈∇u〉 − ∇u‖L2 ≤ 1

2 to
obtain

ε

∫

(ρ+ ρ0)|u|
2 + ε

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2
∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+

∫

|∇u|2 +

∫

|4Q|2 +

∫

|∇Q|2 +

∫

(

|Q|4 + |Q|6
)

≤ C + C‖ρ‖2
L

6
5
+ C‖c‖6L∞ .

(3.20)

3.3. ε-dependent regularity. Thanks to ‖ρ‖L1 = m1 and the interpolation inequalities, it
follows from (3.20) that

ε

∫

(ρ+ ρ0)|u|
2 + ε

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2
∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+

∫

|∇u|2 +

∫

|4Q|2 +

∫

|∇Q|2 +

∫

(

|Q|4 + |Q|6
)

≤ C
(

1 + ‖c‖6L∞

)

,

(3.21)

where and in the rest of this subsection, the constant C may rely on ε.
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In order to bound ‖c‖L∞ in (3.21), we need the following lemma:

Lemma 3.1. There exist constants C and C1 depending only on |O| such that

‖c‖L∞ ≤ C(1 + ‖u‖L6)C1(1 + ‖g1‖L∞)m2. (3.22)

We will continue the proof of Theorem 3.1 and postpone the proof of Lemma 3.1 to the
end of this section. With the help of (3.22) and (1.8), we estimate (3.21) as

ε

∫

(ρ+ ρ0)|u|
2 + ε

∫ (

δ

3
ρ4 +

1

γ − 1
ργ
)

+ ε2
∫ (

δ|∇ρ2|2 +
4

γ
|∇ρ

γ
2 |2
)

+

∫

|∇u|2 +

∫

|4Q|2 +

∫

|∇Q|2 +

∫

(

|Q|4 + |Q|6
)

≤ C
(

1 + ‖c‖6L∞

)

≤ C
(

1 +m6
2‖∇u‖6C1

L2

)

≤ 2C,

(3.23)

where the last inequality is valid if

m2 ≤ (2C)−
C1
2 . (3.24)

We remark that, by (3.24), the choice of m2 depends only on m1, c∗, σ∗, µ, λ, γ, ε, δ, |O|,
‖g1‖L∞ , ‖g2‖L∞ , ‖g3‖L∞ .

Having (3.23) obtained, we multiply (3.7)2 by c and utilize (1.8) to deduce
∫

|∇c|2 ≤

∫

|g1c|+

∫

|u · ∇c||c|

≤ ‖c‖L∞(‖g1‖L∞ + ‖∇c‖L2‖∇u‖L2)

≤
1

2
‖∇c‖2L2 + C.

(3.25)

If we multiply (3.7)2 by −4c, we obtain
∫

|4c|2 ≤

∫

|g14c|+ |u · ∇c4c|

≤ C‖4c‖L2(1 + ‖∇c‖L3‖∇u‖L2)

≤ C‖4c‖L2(1 + ‖∇c‖
1
2

L2‖4c‖
1
2

L2‖∇u‖L2)

≤
1

2
‖4c‖2L2 + C‖∇c‖L2 .

(3.26)

The last two estimates (3.25) and (3.26) guarantee that, for small m2,

‖∇c‖2L2 + ‖4c‖2L2 ≤ C. (3.27)

We next consider the Neumann boundary problem:

4ρ = divb with
∂ρ

∂n

∣

∣

∣

∂O
= 0. (3.28)
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Lemma 3.2. [29, Lemma 4.27] Let p ∈ (1,∞) and b ∈ Lp(O,R3). Then the problem (3.28)
admits a solution ρ ∈ W 1,p(O), satisfying

∫

∇ρ · ∇φ =

∫

b · ∇φ, ∀ φ ∈ C∞(O),

and the estimates

‖∇ρ‖Lp ≤ C(p, |O|)‖b‖Lp and ‖∇ρ‖W 1,p ≤ C(p, |O|)(‖b‖Lp + ‖divb‖Lp).

Lemma 3.3. [29, Lemma 3.17] There is a linear operator B = (B1,B2,B3) which satisfies

(i) Let Lp :=
{

f ∈ Lp |
∫

f = 0
}

with p ∈ (1,∞). Then,

B(f) : Lp 7→
(

W 1,p
0

)3
, divB(f) = f a.e. in O, ∀ f ∈ Lp.

(ii) For any g ∈ Lp(O,R3) with g · n|∂O = 0,

‖∇B(f)‖Lp ≤ C‖f‖Lp , ‖B(divg)‖Lp ≤ C‖g‖Lp ,

where the constant C depends only on p and |O|.

Rewrite (3.7)1 as

ε24ρ = div(ρu+ εB(ρ− ρ0)). (3.29)

Applying Lemma 3.2 to (3.29), and using (3.23), Lemma 3.3, we find

‖∇ρ‖L4 ≤ C‖ρu+ B(ρ− ρ0)‖L4

≤ C‖ρu‖L4 + C‖∇B(ρ− ρ0)‖L4

≤ C‖u‖L6‖ρ2‖
1
2

L6 + C‖ρ− ρ0‖L4 ≤ C,

then using Lp estimate on (3.29) yields

‖ρ‖H2 ≤ C‖div(ρu+ εB(ρ− ρ0))‖L2

≤ C‖u · ∇ρ+ ρdivu‖L2 + C‖divB(ρ− ρ0)‖L2 ≤ C.
(3.30)

By virtue of (3.23) and (3.27), one has ‖u · ∇Q+ tF 1(u, Q)‖
W 1, 32

≤ C, and hence

‖Q‖
W 3, 32

≤ C (3.31)

from (3.7)3. By (3.30) and (3.31), we deduce ‖tF 2(u, Q)‖
L

3
2
≤ C, which together with Lp

regularity and (3.7)4 imply

‖u‖
W 2, 32

≤ C. (3.32)

Finally, using (3.27), (3.31), (3.32), and Lp regularity, we obtain from (3.7)2 that

‖c‖W 2,p ≤ C (p < 6). (3.33)

As a result of (3.30)-(3.33), using bootstrap procedure generates, for p ∈ (1,∞),

‖(u, c)‖W 2,p ≤ C, ‖Q‖W 3,p ≤ C.

We have completed the proof of Proposition 3.1 and (3.4), except that we still need to prove
Lemma 3.1. �

The last part of this section is to give a proof of Lemma 3.1.
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Proof of Lemma 3.1. The proof of Lemma 3.1 is based on a Moser-type iteration technique.
Fix x0 ∈ O. Let BR = BR(x0) ⊂ O be a ball centered in x0 with radius R ≤ 1, and let η(x)
be a smooth cut-off such that, for all R

2 ≤ r < r′ ≤ R,

η(x) ≡ 1 if x ∈ Br, η(x) ≡ 0 if x /∈ Br′ , |∇η| ≤
2

(r′ − r)
.

In the sequel, we assume ‖g1‖L∞ ≤ 1
2 . Otherwise, we will multiply (3.7)2 by (2‖g1‖L∞)−1 and

consider c
2‖g1‖L∞

.

A simple computation shows

−

∫

η2cp4c =
4p

(p+ 1)2

∫

η2|∇c
p+1
2 |2 +

4

p+ 1

∫

ηc
p+1
2 ∇η∇c

p+1
2 dx

≥
2p

(p+ 1)2

∫

η2|∇c
p+1
2 |2 −

2

p

∫

|∇η|2cp+1,

and

∫

η2cpu · ∇c =
2

p+ 1

∫

η2u · ∇c
p+1
2 c

p+1
2

≤
p

(p+ 1)2

∫

η2|∇c
p+1
2 |2 +

1

p

∫

η2|u|2cp+1.

With the above two inequalities, and the fact that p2‖g1‖
p+1
L∞ is uniformly bounded for any

p ≥ 1, we multiply (3.7)1 by η2cp (p ≥ 1) to obtain

∫

η2
∣

∣

∣∇c
p+1
2

∣

∣

∣

2
dx ≤ C

∫

(

|∇η|2 + η2|u|2
)

cp+1 + Cp2
∫

η2cpg1

≤ C‖u‖2L6

(

∫

Br′

c
3(p+1)

2

) 2
3

+ C

∫

|∇η|2cp+1 + Cp2‖g3‖
p+1
L∞

≤ C‖u‖2L6

(

∫

Br′

c
3(p+1)

2

) 2
3

+ C

∫

|∇η|2cp+1 + C,

(3.34)

where the constant C may rely on R and |O| but not on p.
Owing to the Sobolev embeddings (cf. [1]), for f ∈ H1

0 (BR) one has ‖f‖L6 ≤ C‖∇f‖L2 .
Thus,

(∫

Br

c3(p+1)

) 1
3

≤

(∫

∣

∣

∣ηc
p+1
2

∣

∣

∣

6
) 1

3

≤ C

∫

∣

∣

∣
∇(ηc

p+1
2 )
∣

∣

∣

2

≤ C

(∫

η2|∇c
p+1
2 |2 +

∫

cp+1|∇η|2
)

,
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which together with (3.34) give us the following estimate:

(∫

Br

c3(p+1)

) 1
3

≤ C‖u‖2L6

(

∫

Br′

c
3(p+1)

2

) 2
3

+ C

∫

|∇η|2cp+1 + C

≤ C

(

‖u‖2L6 +
1

|r′ − r|2

)

(

∫

Br′

c
3(p+1)

2

) 2
3

+ C.

(3.35)

Choosing

r′ = rk−1 and rk =
R

2

(

1 +
1

2k

)

, k = 1, 2, ....,

we obtain from (3.35) that
(

∫

Brk

c3(p+1)

) 1
2

≤ C(1 + ‖u‖3L6)2
3(k+1)

(

∫

Brk−1

c
3(p+1)

2

)

+ C. (3.36)

If
∫

c
3(p+1)

2 is bounded uniformly in p, then (3.22) follows directly by taking p → ∞,

subject to a subsequence. Otherwise,
∫

c
3(p+1)

2 → ∞ as p goes to infinity. Hence, without loss

of generality we may assume that
∫

c
3(p+1)

2 ≥ C for all p ≥ 1 and rewrite (3.36) as
(

∫

Brk

c3(p+1)

) 1
2

≤ C
(

1 + ‖u‖3L6

)

23(k+1)

(

∫

Brk−1

c
3(p+1)

2

)

. (3.37)

Selecting 3(p+1)
2 = 2k−1 in (3.37), one has

(

∫

Brk

c2
k

) 1
2

≤ C
(

1 + ‖u‖3L6

)

23(k+1)

(

1

R3

∫

rk−1

c2
k−1

)

,

which yields by the deduction argument
(

∫

Brk

c2
k

) 1

2k

≤ C
(

1 + ‖u‖3L6

)a
2b
∫

BR

c2 ≤ C
(

1 + ‖u‖3L6

)a
∫

BR

c2, (3.38)

where

a =
∞
∑

k=1

1

2k
< ∞, b =

∞
∑

k=1

3(k + 1)

2k
< ∞.

Sending k → ∞ in (3.38) yields

sup
x∈BR

2

c2 = lim
k→∞





∫

BR
2

c2
k





1

2k

≤ C
(

1 + ‖u‖3L6

)a
∫

BR

c2. (3.39)

Then (3.22) follows from (3.39) together with the fact c ≥ 0 and ‖c‖L1 = m2.
We remark that for the case of boundary points, we can apply local flattening technique

since the domain has smooth boundary ∂O; while in the case when x0 ∈ O is near the
boundary, we follow similarly the ideas in [20, Section 4]. Therefore, we complete the proof
of Proposition 3.1 as well as (3.4) and hence the proof of Theorem 3.1.
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�

4. ε-Limit for the Approximate Solutions

In this section, we shall take the ε-limit of the approximate solutions obtained in Theorem
3.1 as ε → 0 for fixed δ ∈ (0, 1), and prove the existence of solutions to the following problem:

Theorem 4.1. Under the same assumptions as in Theorem 3.1, the system














































div(ρu) = 0,

u · ∇c−4c = g1,

div(ρu⊗ u) +∇
(

δρ4 + ργ
)

− div (Sns + S1(Q) + S2(c,Q)) = ρg2,

u · ∇Q+QΩ− ΩQ+ c∗Qtr(Q2) +
(c− c∗)

2
Q− b

(

Q2 −
1

3
tr(Q2)I

)

−4Q = g3,

u = 0,
∂c

∂n
= 0,

∂Q

∂n
= 0, on ∂O,

(4.1)

admits a solution (ρ, c,u, Q) in the sense of distributions for any δ ∈ (0, 1), satisfying
∫

ρ = m1, 0 ≤ ρ ∈ L5(O),

∫

c = m2, 0 ≤ c ∈ H2(O), (4.2)

u ∈ H1
0 (O,R3), Q ∈ H2(O, S3

0). (4.3)

In particular, (4.1)2 and (4.1)4 are satisfied almost everywhere in O, and (4.1)1 holds in the

sense of renormalized solutions, namely,

div(b(ρ)u) + (b′(ρ)ρ− b(ρ))divu = 0 in D′(R3),

where b(z) = z, or b ∈ C1([0,∞)) with b′(z) = 0 for large z.

Proof. We shall establish the uniform in ε estimates on the solutions (ρε, cε,uε, Qε) obtained
in Theorem 3.1 and then take the limit as ε → 0. We remark that the idea of the proof is in
the spirit of the arguments for the steady Navier-Stokes equations; see, e.g., [20, 29, 30]. In
this section, the constants C and C1 are generic and independent of ε.

Firstly, it follows directly from (3.20) that, if 1 < γ ≤ 2,

‖Qε‖
4
L4 + ‖∇uε‖

2
L2 + ‖∇Qε‖

2
L2 + ‖4Qε‖

2
L2 + ε2‖∇ρε‖

2
L2

≤ ‖Qε‖
4
L4 + ‖∇uε‖

2
L2 + ‖∇Qε‖

2
L2 + ‖4Qε‖

2
L2 + ε2

(

‖∇ρ
γ
2
ε ‖

2
L2 + ‖∇ρ2ε‖

2
L2

)

≤ C + C‖ρε‖
2

L
6
5
+ C‖cε‖

6
L∞ ;

(4.4)

while in the case of γ > 2, we replace the artificial pressure δρ4ε in (3.1) with δρ4ε + δρ2ε , and
repeat the deduction of (3.20) to conclude that

‖Qε‖
4
L4 + ‖∇uε‖

2
L2 + ‖∇Qε‖

2
L2 + ‖4Qε‖

2
L2 + ε2

(

‖∇ρ2ε‖
2
L2 + ‖∇ρ

γ
2
ε ‖

2
L2 + ‖∇ρε‖

2
L2

)

≤ C + C‖ρε‖
2

L
6
5
+ C‖cε‖

6
L∞ .

(4.5)

From (4.4) and (4.5) we conclude that, for all γ > 1,

‖Qε‖
4
L4 + ‖∇uε‖

2
L2 + ‖∇Qε‖

2
L2 + ‖4Qε‖

2
L2 + ε2‖∇ρε‖

2
L2

≤ C
(

1 + ‖ρε‖
2

L
6
5
+ ‖cε‖

6
L∞

)

.
(4.6)
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It follows from (1.8), (4.6), and (3.22) that

‖cε‖L∞ ≤ C (1 + ‖u‖L6)C1 (1 + ‖g1‖L∞)m2

≤ C
(

1 + ‖ρε‖
L

6
5
+ ‖cε‖

3
L∞

)C1

m2

≤ C + Cm2‖ρε‖
C1

L
6
5
+ Cm2‖cε‖

3C1
L∞

≤ 2C + Cm2‖ρε‖
C1

L
6
5
,

(4.7)

where the last inequality is valid as long as m2 is chosen sufficiently small.

Lemma 4.1. Let (ρε, cε,uε, Qε) be a solution in Theorem 3.1. Then

‖ρ5ε + ργ+1
ε ‖L1 ≤ C, (4.8)

provided that m2 is sufficiently small.

Proof. Let B be the Bogovskii operator (see Lemma 3.3). Multiply (3.1)3 by B(ρε − ρ0) to
obtain
∫

(

δρ4ε + ργε
)

ρε

=

∫

(

δρ4ε + ργε
)

ρ0 −

∫

ρεg2 · B(ρε − ρ0)

+ ε

∫

ρεuε · B(ρε − ρ0) + ε2
∫

∇ρε · ∇uεB(ρε − ρ0)−

∫

ρεuε ⊗ uε : ∇B(ρε − ρ0)

+

∫

µ(∇uε + (∇uε)
>) : ∇B(ρε − ρ0) + λdivuεdivB(ρε − ρ0)

+

∫ (

1

2
|∇Qε|

2
I−∇Qε �∇Qε

)

: ∇B(ρε − ρ0)

+
1

2

∫

tr(Q2
ε )
(

1 +
c∗
2
tr(Q2

ε )
)

divB(ρε − ρ0)

+

∫

(Qε4Qε −4QεQε) : ∇B(ρε − ρ0) +

∫

σ∗c
2
εQε : ∇B(ρε − ρ0)

=:

10
∑

i=1

Ki.

(4.9)

Using ‖ρ‖L1 = m1 and interpolation, one has

K1 +K2 ≤ C +
1

16

∫

(

δρ5ε + ργ+1
ε

)

+ C‖ρε‖
L

6
5
‖∇B(ρε − ρ0)‖L2

≤ C +
1

16

∫

(

δρ5ε + ργ+1
ε

)

+ C‖ρε‖
L

6
5
‖ρε − ρ0‖L2

≤ C +
1

8

∫

(

δρ5ε + ργ+1
ε

)

.
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Thanks to (4.6) and (4.7),

K5 = −

∫

ρεuε ⊗ uε : ∇B(ρε − ρ0)

≤ ‖ρε‖
L

12
5
‖uε‖

2
L6‖∇B(ρε − ρ0)‖L4

≤ C‖ρε‖
L

12
5

(

1 + ‖ρε‖
2

L
6
5

)

‖∇B(ρε − ρ0)‖L4

≤
δ

8
‖ρε‖

5
L5 + C.

In a similar way, one deduces

K3 +K4 +

9
∑

i=6

Ki ≤
(

ε‖ρε‖L2 + ε2‖∇ρε‖L2

)

‖uε‖H1‖B(ρε − ρ0)‖L∞

+ C
(

‖∇uε‖L2 + ‖∇Qε‖
2
L4

)

‖∇B(ρε − ρ0)‖L2

+ C
(

1 + ‖Qε‖
4
L6 + ‖4Qε‖L2‖Qε‖L6

)

‖∇B(ρε − ρ0)‖L3

≤ C‖ρε‖
2

L
12
5
‖B(ρε − ρ0)‖W 1,4

≤
δ

8
‖ρε‖

5
L5 + C.

Finally, using (4.6) and (4.7), one deduces

K10 =

∫

σ∗c
2
εQε : ∇B(ρε − ρ0)

≤ ‖cε‖
2
L∞‖Qε‖L6‖∇B(ρε − ρ0)‖

L
6
5

≤ Cm2(1 + ‖ρε‖
L

6
5
)C1

≤ C + Cm2‖ρε‖
C1

L5 .

Substituting the last three inequalities into (4.9) and taking m2 small, we get
∫

(

δρ5ε + ργ+1
ε

)

≤ C + Cm2‖ρε‖
C1

L5 ≤ 2C. (4.10)

The proof of Lemma 4.1 is completed. �

With (4.8) obtained, we deduce from (4.6) and (4.7) that

‖cε‖L∞ + ‖Qε‖
4
L4 + ‖∇uε‖

2
L2 + ‖∇Qε‖

2
L2 + ‖4Qε‖

2
L2 + ε2‖∇ρε‖

2
L2 ≤ C. (4.11)

Then multiply (3.7)2 firstly by cε and then by −4cε to deduce

‖∇cε‖L2 + ‖4cε‖L2 ≤ C. (4.12)

As a result of (4.8), (4.11), and (4.12) we can take ε-limit of (ρε, cε,uε, Qε) subject to some
subsequence so that, as ε → 0,

ρε ⇀ ρ in L5 ∩ Lγ+1, (4.13)

(∇uε, ∇
2Qε,∇cε) ⇀ (∇u, ∇2Q, ∇c) in L2, (4.14)

uε → u, (Qε, cε) → (Q, c) in W 1,p (1 ≤ p < 6), (4.15)

〈∇uε〉 → ∇u, 〈g3〉 → g3 in L2, (4.16)

ερε → 0, ερεuε → 0, ε2∇ρε∇uε → 0, ε2∇ρε → 0 in L1. (4.17)
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and moreover, it follows from (4.13) and (4.15) that

ρ4ε ⇀ ρ4 in L
5
4 , ργε ⇀ ργ in L

γ+1
γ , ρεuε ⇀ ρu in L2, (4.18)

where and hereafter the weak limit of a function f is denoted by f. Therefore, with (4.13)-
(4.18) in hand, we are able to pass the limit as ε → 0 and obtain the following equations in
the weak sense:






























div(ρu) = 0,

u · ∇c−4c = g1,

div(ρu⊗ u) +∇
(

δρ4 + ργ
)

− div (Sns + S1 + S2) = ρg2,

u · ∇Q+QΩ− ΩQ+ c∗Qtr(Q2) +
(c− c∗)

2
Q− b

(

Q2 −
1

3
tr(Q2)I

)

−4Q = g3.

(4.19)

In addition, (4.2) and (4.3) follow from (3.2), (3.3), (4.15), and (4.29) below. The next lemma
shows that (ρ,u) is a renormalized solution to (4.19)1.

Lemma 4.2. Assume that (ρ,u) is a weak solution to (4.1)1, ρ ∈ L2(O) and u ∈ H1
0 (O,R3).

If we extend (ρ,u) by zero outside O, we have

div(b(ρ)u) + (b′(ρ)ρ− b(ρ))divu = 0 in D′(R3), (4.20)

where b(z) = z, or b ∈ C1([0,∞)) with b′(z) = 0 for large z.

Proof. The detailed proof is available in [30, Lemma 2.1]. �

In order to complete the proof of Theorem 4.1, we need to verify

ρ4 = ρ4, ργ = ργ . (4.21)

To this end, let us define

C1([0,∞)) 3 bn(ρ) =











ρ ln(ρ+
1

n
), ρ ≤ n;

(n+ 1) ln(n+ 1 +
1

n
), ρ ≥ n+ 1.

We see that bn(ρ) → ρ ln ρ a.e. because of the fact: ρ ∈ L1. Select bn in (4.20) and send
n → ∞ to obtain

div(uρ ln ρ) + ρdivu = 0 in D′(R3).

This implies
∫

ρdivu = 0. (4.22)

On the other hand, multiplying (3.1)1 by b′n(ρε) gives
∫

(b′n(ρε)ρε − bn(ρε))divuε = ε

∫

ρ0b
′
n(ρε)− ε

∫

ρεb
′
n(ρε)− ε4

∫

b′′n(ρε)|∇ρε|
2

≤ ε

∫

ρ0b
′
n(ρε)− ε

∫

ρεb
′
n(ρε).

(4.23)



WEAK SOLUTIONS FOR STATIONARY ACTIVE LIQUID CRYSTAL FLOWS 19

Recalling (4.8) and the definition of bn, one deduces that

lim
n→∞

∫

ρ0b
′
n(ρε)

= lim
n→∞

(

∫

{ρε≤n}
ρ0b

′
n(ρε) +

∫

{ρε>n}
ρ0b

′
n(ρε)

)

≤ lim
n→∞

∫

{ρε≤n}
ρ0

(

ln(ρε +
1

n
) +

ρε

ρε +
1
n

)

+ C lim
n→∞

meas |{x; ρε ≥ n}|

≤ lim
n→∞

∫

{1/2≤ρε≤n}
ρ0 ln(ρε +

1

n
) + lim

n→∞

∫

ρ0ρε

ρε +
1
n

≤ C.

Similarly,

lim
n→∞

∫

ρεb
′
n(ρε) ≤ C.

Therefore, taking sequentially n → ∞ and ε → 0 in (4.23), using (4.22),
∫

ρdivu = lim
ε→0

∫

ρεdivuε ≤ 0 =

∫

ρdivu. (4.24)

Now define the following effective viscous flux:

Fε = δρ4ε + ργε − (2µ+ λ)divuε and F = δρ4 + ργ − (2µ+ λ)divu. (4.25)

Lemma 4.3. Under the assumptions in Theorem 4.1, the following property holds:

lim
ε→0

∫

φρεFε =

∫

φρF, ∀ φ ∈ C∞
0 (O). (4.26)

Let us continue to prove (4.21) with the aid of (4.26). The proof of Lemma 4.3 is postponed
to the end of this section.

Sending φ → 1 in (4.26), using (4.24) and (4.25), we get

lim
ε→0

∫

(

δρ5ε + ργ+1
ε

)

≤

∫

ρ
(

δρ4 + ργ
)

. (4.27)

According to (4.27), we have
∫

(

δρ5 + ργ+1
)

= lim
ε→0

∫

(

δρ5ε + ργ+1
ε

)

≤

∫

ρ
(

δρ4 + ργ
)

,

which implies
∫

δ
(

ρρ4 − ρ5
)

≥

∫

(

ργ+1 − ρργ
)

≥ 0, (4.28)

where the last inequality is due to the convexity. Next, for given constant β > 0 and η ∈
C∞(O),

0 ≤

∫

(

ρ4ε − (ρ+ βη)4
)

(ρε − (ρ+ βη))

=

∫

(

ρ5ε − ρ4ερ− ρ4εβη − (ρ+ βη)4ρε + (ρ+ βη)5
)

.
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By (4.28), sending ε → 0 yields

0 ≤

∫

(

ρ5 − ρρ4 − ρ4βη + (ρ+ βη)4βη
)

≤

∫

(

−ρ4 + (ρ+ βη)4
)

βη.

Replacing −β with β in the argument above, and then sending β → 0, we get
∫

(

ρ4 − ρ4
)

η = 0,

which implies ρ4 = ρ4, and thus ρε → ρ a.e. in O due to the arbitrariness of η, and hence for
all s ∈ [1, 5), from (4.13),

ρε → ρ in Ls. (4.29)

As a result of (4.29) and (4.13), we obtain (4.21) and thus complete the proof of Theorem
4.1. �

It remains to prove Lemma 4.3.

Proof of Lemma 4.3. Let 4−1(h) = K ∗ h be the convolution of h with the fundamental
solution K of Laplacian in R

3. For convenience, we write (3.1)3 equivalently as

ερεu
i
ε + ∂j(ρεu

j
εu

i
ε) + ∂iFε + ε2∇ρε · ∇ui

ε

= ρεg
i
2 + µ4ui

ε

− ∂j (∂jQε∂iQε) +
1

2
∂i|∇Qε|

2 +
1

2
∂i

(

tr(Q2
ε )(1 +

c
∗

2
tr(Q2

ε ))
)

+ ∂j

(

Qik
ε 4Qkj

ε −4Qik
ε Qkj

ε + σ∗c
2
εQ

ij
ε

)

, i = 1, 2, 3,

(4.30)

where the Einstein summation is used on k, j, and Fε is taken from (4.25).
Making zero extension of ρε to the whole space R

3, multiplying (4.30) by φ∂i4
−1(ρε) with

φ ∈ C∞
0 (O), we deduce
∫

φρεFε

= −

∫

∂i4
−1(ρε)∂iφ

(

δρ4ε + ργε − (µ+ λ)divuε

)

−

∫

ρεg
i
2φ∂i4

−1(ρε)

+ µ

∫

(

∂ju
i
ε∂i4

−1(ρε)∂jφ− ui
ε∂j∂i4

−1(ρε)∂jφ+ ρεuε · ∇φ
)

−

∫

ρεu
j
εu

i
ε∂jφ∂i4

−1(ρε)−

∫

ρεu
j
εu

i
εφ∂j∂i4

−1(ρε)

+

∫ (

1

2

∫

|∇Qε|
2 +

1

2
tr(Q2

ε )(1 +
c
∗

2
tr(Q2

ε ))

)

(

∂iφ∂i4
−1(ρε) + φρε

)

−

∫

∂jQε∂iQε

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

(

Qik
ε 4Qkj

ε −4Qik
ε Qkj

ε + σ∗c
2
εQ

ij
ε

)

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+ ε

∫

ρεu
i
εφ∂i4

−1(ρε) + ε2
∫

∇ρε · ∇ui
εφ∂i4

−1(ρε),

(4.31)
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where the second line on the right-hand side is due to
∫

∂ju
i
ε

(

∂i4
−1(ρε)∂jφ+ ∂j∂i4

−1(ρε)φ
)

=

∫

(

∂ju
i
ε∂i4

−1(ρε)∂jφ− ui
ε∂j∂i4

−1(ρε)∂jφ+ ρεuε · ∇φ
)

+

∫

ρεdivuεφ.

Making use of

ε(ρε − ρ0) + div(ρεuε) = ε2div(1O∇ρε) in R
3,

we write the third line on the right-hand side of (4.31) as

−

∫

ρεu
j
εu

i
ε∂jφ∂i4

−1(ρε)−

∫

ρεu
j
εu

i
εφ∂j∂i4

−1(ρε)

= −

∫

ρεu
j
εu

i
ε∂jφ∂i4

−1(ρε) +

∫

ui
εφ
[

ρε∂i∂j4
−1(ρεu

j
ε)− ρεu

j
ε∂j∂i4

−1(ρε)
]

−

∫

ρεu
i
εφ∂i∂j4

−1(ρεu
j
ε)

= −

∫

ρεu
j
εu

i
ε∂jφ∂i4

−1(ρε) +

∫

ui
εφ
[

ρε∂i∂j4
−1(ρεu

j
ε)− ρεu

j
ε∂j∂i4

−1(ρε)
]

− ε2
∫

ρεu
i
εφ∂i4

−1(div(1O∇ρε)) + ε

∫

ρεu
i
εφ∂i4

−1(ρε − ρ0).

(4.32)

Substituting (4.32) into (4.31) gives us
∫

φρεFε

= −

∫

∂i4
−1(ρε)∂iφ

(

δρ4ε + ργε − (µ+ λ)divuε

)

−

∫

ρεg
i
2φ∂i4

−1(ρε)

+ µ

∫

(

∂ju
i
ε∂i4

−1(ρε)∂jφ− ui
ε∂j∂i4

−1(ρε)∂jφ+ ρεuε · ∇φ
)

−

∫

ρεu
j
εu

i
ε∂jφ∂i4

−1(ρε) +

∫

ui
εφ
[

ρε∂i∂j4
−1(ρεu

j
ε)− ρεu

j
ε∂j∂i4

−1(ρε)
]

+

∫ (

1

2

∫

|∇Qε|
2 +

1

2
tr(Q2

ε )(1 +
c
∗

2
tr(Q2

ε ))

)

(

∂iφ∂i4
−1(ρε) + φρε

)

−

∫

∂jQε∂iQε

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

(

Qik
ε 4Qkj

ε −4Qik
ε Qkj

ε

)

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

σ∗c
2
εQ

ij
ε

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

− ε2
∫

ρεu
i
εφ∂i4

−1(div(1O∇ρε))−∇ρε · ∇ui
εφ∂i4

−1(ρε)

+ ε

∫

ρεu
i
εφ∂i4

−1(2ρε − ρ0)

=:

11
∑

n=1

T ε
n,

(4.33)
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where T ε
n denotes the nth integral on the right hand side of (4.33).

On the other hand, if we multiply (4.19)2 by φ∂i4
−1(ρ), we obtain

∫

φρF = −

∫

∂i4
−1(ρ)∂iφ

(

δρ4 + ργ − (µ+ λ)divu
)

−

∫

ρgi2φ∂i4
−1(ρ)

+ µ

∫

(

∂ju
i∂i4

−1(ρ)∂jφ− ui∂j∂i4
−1(ρ)∂jφ+ ρu · ∇φ

)

−

∫

ρujui∂jφ∂i4
−1(ρ) +

∫

uiφ
[

ρ∂i∂j4
−1(ρuj)− ρuj∂j∂i4

−1(ρ)
]

+

∫ (

1

2

∫

|∇Q|2 +
1

2
tr(Q2)(1 +

c
∗

2
tr(Q2))

)

(

∂iφ∂i4
−1(ρ) + φρ

)

−

∫

∂jQ∂iQ
(

∂jφ∂i4
−1(ρ) + φ∂j∂i4

−1(ρ)
)

+

∫

(

Qik4Qkj −4QikQkj
)

(

∂jφ∂i4
−1(ρ) + φ∂j∂i4

−1(ρ)
)

+

∫

σ∗c
2Qij

(

∂jφ∂i4
−1(ρ) + φ∂j∂i4

−1(ρ)
)

=:

9
∑

n=1

Tn.

(4.34)

In terms of (4.33) and (4.34), to prove (4.26) it suffices to check

lim
ε→0

T ε
n = Tn (n = 1, 2, · · · , 9) and lim

ε→0
T ε
n = 0 (n = 10, 11).

In fact, by the Mikhlin multiplier theory (cf. [35]), and the Rellich-Kondrachov compactness
theorem (cf. [9]), one has

∂j∂i4
−1(hε) ⇀ ∂j∂i4

−1(h) in Lp, ∂i4
−1(hε) → ∂i4

−1(h) in Lq, (4.35)

where q < (1/p− 1/3)−1 if p < 3 and q ≤ ∞ if p > 3. By (4.35), as well as (4.13) and (4.15),
we have

T ε
8 =

∫

(

Qik
ε 4Qkj

ε −4Qik
ε Qkj

ε

)

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

=

∫

(

∇Qik
ε ∇Qkj

ε −∇Qik
ε ∇Qkj

ε

)

(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

(

Qik
ε ∇Qkj

ε −∇Qik
ε Qkj

ε

)

∇
(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

=

∫

(

∇Qik
ε ∇Qkj

ε −∇Qik
ε ∇Qkj

ε

)

(

∂iφ∂i4
−1(ρε) + φρε

)

→

∫

(

∇Qik∇Qkj −∇Qik∇Qkj
)

(

∂iφ∂i4
−1(ρ) + φρ

)

=

∫

(Q4Q−4QQ)
(

∂iφ∂i4
−1(ρ) + φρ

)

= T8,

(4.36)
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where the third equality is valid after summing up i, j = 1, 2, 3, due to the fact that the matrix
Q is symmetric and the following computation:

∫

(

Qik
ε ∇Qkj

ε −∇Qik
ε Qkj

ε

)

∇
(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

(

Qjk
ε ∇Qki

ε −∇Qjk
ε Qki

ε

)

∇
(

∂iφ∂j4
−1(ρε) + φ∂i∂j4

−1(ρε)
)

=

∫

(

Qik
ε ∇Qkj

ε −∇Qjk
ε Qki

ε

)

∇
(

∂jφ∂i4
−1(ρε) + φ∂j∂i4

−1(ρε)
)

+

∫

(

Qjk
ε ∇Qki

ε −∇Qik
ε Qkj

ε

)

∇
(

∂iφ∂j4
−1(ρε) + φ∂i∂j4

−1(ρε)
)

= 0.

Next, utilizing (4.8), (4.13)-(4.18), and (4.35) again, we deduce that

lim
ε→0

T ε
n = Tn, for i = 1, 2, 3, 4, 6, 7, 9,

and

lim
ε→0

T ε
n = Tn, for i = 10, 11.

In order to justify

lim
ε→0

T ε
5 = T5, (4.37)

we present the following Lemma (cf. [11]):

Lemma 4.4 (div-curl). Let 1
r1

+ 1
r2

= 1
r and 1 ≤ r, r1, r2 < ∞. Suppose that

vε ⇀ v in Lr1 and wε ⇀ w in Lr2 .

Then,

vε∂i∂j4
−1(wε)− wε∂i∂j4

−1(vε) ⇀ v∂i∂j4
−1(w)− w∂i∂j4

−1(v) in Lr, (i, j = 1, 2, 3).

Taking vε = ρεu
j
ε and wε = ρε, we obtain (4.37) by Lemma 4.4. The proof of Lemma 4.3 is

thus completed.

5. Vanishing Artificial Pressure

In this section, we will complete the proof of Theorem 1.1 by taking the limit as δ → 0 in
the solutions (ρδ, cδ,uδ, Qδ) obtained in Theorem 4.1.

5.1. Refined estimates on energy function. We first derive the refined estimates on
(ρδ, cδ,uδ, Qδ) uniform in δ, which helps us relax the restriction on γ.

Proposition 5.1. Let (ρδ, cδ,uδ, Qδ) be the solution obtained in Theorem 4.1. Then, under

the assumptions in Theorem 1.1, the following inequality holds for all s ∈ (1, 32),

‖δρ4δ + ργδ‖Ls + ‖Qδ‖L6 + ‖uδ‖H1
0
+ ‖∇Qδ‖H1 + ‖cδ‖L∞ ≤ C, (5.1)

where, and in what follows, the constant C is independent of δ.

The proof of Proposition 5.1 borrows some ideas developed in [12, 20, 26, 32]. We present
the details below through several lemmas.
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Lemma 5.1. Let (ρδ, cδ,uδ, Qδ) be the solution obtained in Theorem 4.1. Then there are

constants C and C1 independent of δ such that,

‖c‖6L∞ +

∫

(

|∇uδ|
2 + |4Qδ|

2 + |∇Qδ|
2 + |Qδ|

6
)

≤ C
(

1 + ‖ρδuδ‖L1 +m2‖ρδuδ‖
3C1

L1

)

,

(5.2)

provided that m2 is sufficiently small.

Proof. Using the same computation as that in (3.12)-(3.15), we multiply (4.1)3 by uδ and
(4.1)4 by −4Qδ +Qδ + c∗Qδtr(Q

2
δ) to deduce

µ

∫

|∇uδ|
2 + (λ+ µ)

∫

|divuδ|
2 +

∫

|4Qδ|
2 +

∫

|∇Qδ|
2 + c∗

∫

(

|Qδ|
4 + c∗|Qδ|

6
)

≤

∫

ρδg2 · uδ +

∫

b

(

Q2
δ −

1

3
tr(Q2

δ)I

)

:
(

−4Qδ +Qδ + c∗Qδtr(Q
2
δ)
)

+

∫

g3 :
(

−4Qδ +Qδ + c∗Qδtr(Q
2
δ)
)

− σ∗

∫

c2δQδ : ∇uδ +

∫

(cδ − c∗)

2
Qδ : (4Qδ −Qδ − c∗Qδtr(Q

2
δ)).

From (1.8) it follows that
∣

∣

∣

∣

∫

b

(

Q2
δ −

1

3
tr(Q2

δ)I

)

:
(

−4Qδ +Qδ + c∗Qδtr(Q
2
δ)
)

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

g3 :
(

−4Qδ +Qδ + c∗Qδtr(Q
2
δ)
)

∣

∣

∣

∣

≤ C(1 + ‖Qδ‖
2
L4 + ‖g3‖L2)

(

‖4Qδ‖L2 + ‖Qδ‖
3
L6 + 1

)

≤ C +
c2∗
4

∫

|Qδ|
6 +

1

4

∫

|4Qδ|
2,

and
∣

∣

∣

∣

−σ∗

∫

c2δQδ : ∇uδ +

∫

(cδ − c∗)

2
Qδ : (4Qδ −Qδ − c∗Qδtr(Q

2
δ))

∣

∣

∣

∣

≤ C‖cδ‖
2
L∞‖Qδ‖L2‖∇uδ‖L2 + C(1 + ‖cδ‖L∞)

(

‖Qδ‖L2‖4Qδ‖L2 + ‖Qδ‖
4
L6 + 1

)

≤ C + C‖cδ‖
6
L∞ +

c2∗
4

∫

|Qδ|
6 +

µ

2

∫

|∇uδ|
2 +

1

4

∫

|4Qδ|
2.

The last three inequalities provide us
∫

|∇uδ|
2 +

∫

|4Qδ|
2 +

∫

|∇Qδ|
2 +

∫

|Qδ|
4 ≤ C + C‖cδ‖

6
L∞ + ‖ρδuδ‖L1 . (5.3)

With the aid of (5.3) and (3.22), we choose m2 sufficiently small such that

‖cδ‖L∞ ≤ C(1 + ‖uδ‖L6)C1(1 + ‖g1‖L∞)m2

≤ C(1 + ‖cδ‖
3
L∞ + ‖ρδuδ‖

1
2

L1)
C1m2

≤ 2C + Cm2‖ρδuδ‖
C1
2

L1 ,

which together with (5.3) lead to the desired estimate (5.2). �
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Lemma 5.2. Let (ρδ, cδ,uδ, Qδ) be the solution obtained in Theorem 4.1. Then, for any

s ∈ (1, 32), the following inequality holds true

‖δρ4δ + ργδ‖Ls ≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

, (5.4)

provided that m2 is sufficiently small.

Proof. As in Lemma 3.3, we introduce the Bogovskii operator

B := B(h− (h)O) with (h)O = |O|−1

∫

h.

Then, for any h ∈ L
s

s−1 with s ∈ (1, 32), Lemma 3.3 implies

‖B‖L∞ + ‖∇B‖L2 + ‖∇B‖
L

s
s−1

≤ C‖h‖
L

s
s−1

. (5.5)

Multiplying (4.1)3 by B gives
∫

(

δρ4δ + ργδ
)

h

= (h)O

∫

(

δρ4δ + ργδ
)

−

∫

ρg2 · B(h− (h)O) +

∫

Sns : ∇B

−

∫

ρδuδ ⊗ u : ∇B +

∫

S1 : ∇B +

∫

S2 : ∇B

≤ C‖h‖
L

s
s−1

‖δρ4δ + ργδ‖L1 + C‖B‖L∞ + C‖∇uδ‖L2‖∇B‖L2

+ C
(

‖ρδ|uδ|
2 + c2Qδ + |Qδ|

2 + |Qδ|
4 + |∇Qδ|

2 +Qδ4Qδ‖Ls)‖∇B‖
L

s
s−1

)

≤ C‖h‖
L

s
s−1

(

1 + ‖δρ4δ + ργδ‖L1 + ‖ρδ|uδ|
2‖Ls + ‖∇uδ‖L2

)

+ C‖h‖
L

s
s−1

(

‖c2Qδ + |Qδ|
2 + |Qδ|

4 + |∇Qδ|
2 +Qδ4Qδ‖Ls

)

,

(5.6)

where, for the last inequalities, we have used (1.4), (1.5), (1.8), (5.5) and ‖ρδ‖L1 = m1. Due

to the arbitrariness of h ∈ L
s

s−1 , it yields from (5.6) that

‖δρ4δ + ργδ‖Ls ≤ C
(

1 + ‖δρ4δ + ργδ‖L1 + ‖ρδ|uδ|
2‖Ls + ‖∇uδ‖L2

)

+ C‖c2Qδ + |Qδ|
2 + |Qδ|

4 + |∇Qδ|
2 +Qδ4Qδ‖Ls

≤
1

2
‖δρ4δ + ργδ‖Ls +

(

1 + ‖ρδ|uδ|
2‖Ls + ‖∇uδ‖L2

)

+ C‖c2Qδ + |Qδ|
2 + |Qδ|

4 + |∇Qδ|
2 +Qδ4Qδ‖Ls .

(5.7)

Since s ∈ (1, 32), one has

‖c2δQδ + |Qδ|
2 + |Qδ|

4 + |∇Qδ|
2 +Qδ4Qδ‖Ls

≤ C
(

1 + ‖cδ‖
3
L∞ + ‖Qδ‖

4
L6 + ‖∇Qδ‖

2
L2 + ‖4Qδ‖

2
L2

)

≤ C
(

1 + ‖cδ‖
3
L∞ + ‖Qδ‖

6
L6 + ‖∇Qδ‖

2
L2 + ‖4Qδ‖

2
L2

)

.

Therefore, substituting it into (5.7) and utilizing (5.2) we obtain (5.4). �

Next, we shall deduce a weighted estimate on both the pressure and kinetic energy.
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Lemma 5.3. Let (ρδ, cδ,uδ, Qδ) be the solution obtained in Theorem 4.1. Then, for any

α ∈ (0, 1) and s ∈ (1, 32), the following inequality holds true

sup
x∗∈O

∫

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

,

(5.8)

provided that m2 is sufficiently small.

Proof. We adopt some ideas in [12, 20,26], and divide the process into two cases.

Case 1: The boundary point case x∗ ∈ ∂O.
As in [37, Exercise 1.15] we introduce a function φ(x) ∈ C2(O) that behaviors like the

distance when x ∈ O is near the boundary and is extended smoothly to the whole domain O,
and moreover,



















φ(x) > 0 in O and φ(x) = 0 on ∂O,

|φ(x)| ≥ k1 if x ∈ O and dist(x, ∂O) ≥ k2,

∇φ =
x− x̃

φ(x)
=

x− x̃

|x− x̃|
if x ∈ O and dist(x, ∂O) = |x− x̃| ≤ k2,

(5.9)

where the positive constants k1 and k2 are given. Following [12], we define

ξ(x) =
φ(x)∇φ(x)

(

φ(x) + |x− x∗|
2

2−α

)α with x, x∗ ∈ O. (5.10)

It follows from (5.9) that, for all points x satisfying dist(x, ∂O) ≤ k2,

φ < φ+ |x− x∗|
2

2−α ≤ C|x− x∗|, (5.11)

owing to 2
2−α > 1. By (5.10), a careful computation gives

∂jξ
i =

φ∂j∂iφ
(

φ+ |x− x∗|
2

2−α

)α +
∂jφ∂iφ

(

φ+ |x− x∗|
2

2−α

)α

− α
φ∂iφ∂jφ

(

φ+ |x− x∗|
2

2−α

)α+1 − α
φ∂iφ∂j |x− x∗|

2
2−α

(

φ+ |x− x∗|
2

2−α

)α+1 , i, j = 1, 2, 3.

(5.12)

Thus, |∇ξ| ∈ Lq for all q ∈ [2, 3
α). In view of (5.10)-(5.12), one has

C +
C

|x− x∗|α
≥ divξ ≥ −C +

(1− α)

2

|∇φ|2
(

φ+ |x− x∗|
2

2−α

)α

≥ −C +
C

|x− x∗|α
.

(5.13)

In addition, by (5.9),

∂j∂iφ =
∂i(x− x̃)j

φ
−

∂jφ∂iφ

φ
. (5.14)
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Hence, if we multiply (4.1)3 by ξ, we find

∫

(

δρ4δ + ργδ
)

divξ +

∫

ρδuδ ⊗ uδ : ∇ξ

=

∫

(Sns(∇uδ) + S1(Qδ) + S2(cδ, Qδ)) : ∇ξ −

∫

ρδg2 · ξ.

(5.15)

Making use of (1.2), (1.4), (1.5), (1.8), (5.13), and the fact ξ ∈ W 1,3
0 , one deduces

∣

∣

∣

∣

∫

(Sns(∇uδ) + S1(Qδ) + S2(cδ, Qδ)) : ∇ξ −

∫

ρδg2 · ξ

∣

∣

∣

∣

≤ C(α)
(

1 + ‖∇uδ‖L2 + ‖|∇Qδ|
2 + |Qδ|

4 + |Qδ||4Qδ|+ c2δQδ‖
L

3
2

)

≤ C(α)
(

1 + ‖∇uδ‖L2 + ‖4Qδ‖
2
L2 + ‖∇Qδ‖

2
L2 + ‖Qδ‖

4
L6 + ‖cδ‖

3
L∞

)

,

(5.16)

and

∫

(

δρ4δ + ργδ
)

divξ ≥ −C

∫

(

δρ4δ + ργδ
)

+ C

∫

O∩Bk2
(x∗)

(

δρ4δ + ργδ
)

|x− x∗|α
. (5.17)

By (5.14),

∫

φρδuδ ⊗ uδ∂j∂iφ
(

φ+ |x− x∗|
2

2−α

)α =

∫

ρδ|uδ|
2

(

φ+ |x− x∗|
2

2−α

)α −

∫

ρδ|uδ · ∇φ|2
(

φ+ |x− x∗|
2

2−α

)α ,

which along with (5.9), (5.11), (5.14) and the Schwarz inequality imply

∫

ρδuδ ⊗ uδ : ∇ξ

=

∫

ρδ|uδ|
2

(

φ+ |x− x∗|
2

2−α

)α − α

∫

φρδ(uδ · ∇φ)2
(

φ+ |x− x∗|
2

2−α

)α+1

− α

∫

φρδ(uδ · ∇|x− x∗|
2

2−α )(uδ · ∇φ)
(

φ+ |x− x∗|
2

2−α

)α+1

≥ (1− α)

∫

ρδ|uδ|
2

(

φ+ |x− x∗|
2

2−α

)α − α

∫

φρδ(uδ · ∇|x− x∗|
2

2−α )(uδ · ∇φ)
(

φ+ |x− x∗|
2

2−α

)α+1

≥
(1− α)

2

∫

ρδ|uδ|
2

(

φ+ |x− x∗|
2

2−α

)α − C

∫

φ2ρδ|uδ|
2|x− x∗|

2α
2−α

(

φ+ |x− x∗|
2

2−α

)α+2

≥ C

∫

O∩Bk2
(x∗)

ρδ|uδ|
2

|x− x∗|α
− C‖ρδ|uδ|

2‖L1 .

(5.18)
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Therefore, the inequalities (5.15)-(5.18) yield that, for some C independent of x∗,

∫

O∩Bk2
(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C
(

‖δρ4δ + ργδ‖L1 + ‖ρδ|uδ|
2‖L1

)

+ C
(

‖∇uδ‖L2 + ‖4Qδ‖
2
L2 + ‖∇Qδ‖

2
L2 + ‖Qδ‖

4
L6 + ‖cδ‖

3
L∞

)

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

,

(5.19)

where the last inequality follows from (5.4) and (5.2).

Case 2: The interior point case x∗ ∈ O.
We set dist(x∗, ∂O) = 3r > 0. Define the smooth cut-off function

χ(x) = 1 if x ∈ Br(x
∗), χ(x) = 0 if x /∈ B2r(x

∗), |∇χ(x)| ≤ 2r−1. (5.20)

Multiplying (4.1)3 by x−x∗

|x−x∗|αχ
2 yields

∫

(

δρ4δ + ργδ
) 3− α

|x− x∗|α
χ2 +

∫

ρδuδ ⊗ uδ : ∇

(

x− x∗

|x− x∗|α
χ2

)

=

∫

(Sns(∇uδ) + S1(Qδ) + S2(cδ, Qδ)) : ∇

(

x− x∗

|x− x∗|α
χ2

)

−

∫

ρδg2 ·
x− x∗

|x− x∗|α
χ2

− 2

∫

(

δρ4δ + ργδ
)

χ
∇χ · (x− x∗)

|x− x∗|α
.

(5.21)

A simple calculation shows

∂i

(

xj − (x∗)j

|x− x∗|α
χ2

)

=
∂i(x

j − (x∗)j)

|x− x∗|α
χ2 − α

(xj − (x∗)j)(xi − (x∗)i)

|x− x∗|α+2
χ2 + 2χ

xj − (x∗)j

|x− x∗|α
∂iχ,

(5.22)

thus, for some constant C independent of x∗ and r,

∫

ρδuδ ⊗ uδ : ∇

(

x− x∗

|x− x∗|α
χ2

)

≥ (1− α)

∫

ρδ|uδ|
2

|x− x∗|α
χ2 + 2

∫

χρδ(uδ · ∇χ)(uδ · (x− x∗))

|x− x∗|α

≥
1− α

2

∫

ρδ|uδ|
2

|x− x∗|α
χ2 − C

∫

B2r(x∗)\Br(x∗)

ρδ|uδ|
2

|x− x∗|α
,

where we have used

|∇χ||x− x∗| ≤ 4, ∀ x ∈ B2r(x
∗)\Br(x

∗). (5.23)
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Observe from (5.20) and (5.22) that ∇
(

x−x∗

|x−x∗|αχ
2
)

∈ Lq for all q ∈ [1, 3
α). By the similar

argument to (5.16), one has, for some constant C independent of r,
∣

∣

∣

∣

∫

(Sns(∇uδ) + S1(Qδ) + S2(cδ, Qδ)) : ∇

(

x− x∗

|x− x∗|α
χ2

)∣

∣

∣

∣

+

∣

∣

∣

∣

∫

ρδg2 ·
x− x∗

|x− x∗|α
χ2

∣

∣

∣

∣

≤ C
(

1 + ‖∇uδ‖L2 + ‖4Qδ‖
2
L2 + ‖∇Qδ‖

2
L2 + ‖Qδ‖

4
L6 + ‖cδ‖

3
L∞

)

and
∣

∣

∣

∣

−2

∫

(

δρ4δ + ργδ
)

χ
∇χ · (x− x∗)

|x− x∗|α

∣

∣

∣

∣

≤ C

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ
)

|x− x∗|α
,

due to (5.23). Therefore, taking the above inequalities into accounts, utilizing (5.2), we deduce
from (5.21) that

∫

Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C
(

1 + ‖∇uδ‖L2 + ‖4Qδ‖
2
L2 + ‖∇Qδ‖

2
L2 + ‖Qδ‖

4
L6 + ‖cδ‖

3
L∞

)

+ C

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

+ C

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx.

(5.24)

It remains to estimate the last term appeared in (5.24). To this end, we adopt the ideas in [20]
and discuss two cases: (1) x∗ is far away from the boundary; (2) x∗ is close to the boundary.

(1) Assume dist(x∗, ∂O) = 3r ≥ k2
2 with k2 given in (5.9). Then

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ k−α
2

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

,

(5.25)

where the last inequality follows from (5.4).
(2) Assume that x∗ ∈ O is close to the boundary. By (5.9), we have

|x∗ − x̃∗| = dist(x∗, ∂O) = 3r <
k2
2

with x̃∗ ∈ ∂O,

and hence,

4|x− x∗| ≥ |x− x̃∗|, ∀ x /∈ Br(x
∗). (5.26)
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Making use of (5.26) and (5.19), we get

C

∫

B2r(x∗)\Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C

∫

O∩Bk2
(x̃∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x̃∗|α
dx

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

.

(5.27)

In summary, substituting (5.25) and (5.27) back into (5.24) yields
∫

Br(x∗)

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C
(

1 + ‖ρδ|uδ|
2‖Ls +m2‖ρδuδ‖

3C1

L1

)

,

(5.28)

where the constant C is independent of x∗. The combination of (5.19) with (5.28) yoelds the
desired estimate (5.8). �

Lemma 5.4. Assume that u ∈ H1
0 (O,R3) and f(x) ≥ 0 a.e. in O. Then there is a constant

C depending only on |O| such that
∫

O
|u|2fdx ≤ C‖∇u‖2H1

0 (O)

∫

O

f(x)

|x− x∗|
dx, (5.29)

as long as the right-hand side quantity is finite.

Proof. The proof is based on the Green representation and integration by parts; see, e.g., [32,
Lemma 4]. �

Lemma 5.5. Let θ = γ−1
2γ ∈ (0, 1

2). Then,
∫

ρδ|uδ|
2(2−θ) ≤ C. (5.30)

Proof. Denote by

A =

∫

ρδ|uδ|
2(2−θ).

Noting ‖ρδ‖L1 = m1, we have

‖ρδuδ‖L1 ≤ ‖ρδ|uδ|
2(2−θ)‖

1
2(2−θ)

L1 ‖ρδ‖
3−2θ
2(2−θ)

L1 ≤ CA
1

2(2−θ) , (5.31)

and

‖ρδ|uδ|
2‖

L
3
2
≤ ‖ρδ|uδ|

2(2−θ)‖
1

2−θ

L1 ‖ρδ‖
(1−θ)
2−θ

L1 ≤ CA
1

2−θ . (5.32)

Thanks to (5.31), it follows from (5.2) that

‖cδ‖
6
L∞ +

∫

(

|∇uδ|
2 + |4Qδ|

2 + |∇Qδ|
2 + |Qδ|

6
)

≤ C

(

1 + A
1

2(2−θ) +m2A

3C1
2(2−θ)

)

.

(5.33)



WEAK SOLUTIONS FOR STATIONARY ACTIVE LIQUID CRYSTAL FLOWS 31

A direct calculation shows

ρδ|uδ|
2(1−θ)

|x− x∗|
=

(

ρδ|uδ|
2

|x− x∗|α

)1−θ (
ργδ

|x− x∗|α

)
θ
γ





1

|x− x∗|
α+

γ(1−α)
(γ−1)θ





(γ−1)θ
γ

. (5.34)

Noting that θ = γ−1
2γ , we have α+ γ(1−α)

(γ−1)θ ∈ (0, 3) if α ∈ (2γ−1
γ2 , 1), thus

∫

1

|x− x∗|
α+

γ(1−α)
(γ−1)θ

dx ≤ C.

Therefore, by (5.8), (5.31), (5.32), we integrate (5.34) to obtain
∫

ρδ|uδ|
2(1−θ)(x)

|x− x∗|
dx ≤ C +

∫

ρδ|uδ|
2(x)

|x− x∗|α
dx+

∫

ργδ (x)

|x− x∗|α
dx

≤ C + C

∫

(

δρ4δ + ργδ + ρδ|uδ|
2
)

(x)

|x− x∗|α
dx

≤ C

(

1 + A
1

(2−θ) +m2A

3C1
2(2−θ)

)

.

(5.35)

From the definition of A, (5.33) and Lemma 5.4, we obtain

A ≤ ‖∇u‖2L2 sup
x∗∈O

∫

ρδ|uδ|
2(1−θ)(x)

|x− x∗|
dx

≤ C

(

1 + A
1

2(2−θ) +m2A

3C1
2(2−θ)

)

sup
x∗∈O

∫

ρδ|uδ|
2(1−θ)(x)

|x− x∗|
dx,

which together with (5.35) implies

A ≤ 1 + CA
3

2(2−θ) +m2A

3C1
(2−θ) .

Since θ ∈ (0, 12), we choose m2 ≤ 1 sufficiently small to conclude (5.30). The proof of Lemma
5.7 is completed. �

Finally, Proposition 5.1 is a direct consequence of Lemmas 5.1-5.5.

5.2. Vanishing artificial pressure. Now we take the limit as δ → 0 in the spirit of [7,29,30].
Thanks to (5.1), the following estimate follows similarly to (3.27):

‖∇cδ‖L2 + ‖4cδ‖L2 ≤ C. (5.36)

With (5.1) and (5.36) in hand, we are allowed to take the following limits as δ → 0, subject
to a subsequence,

(∇uδ, ∇
2cδ, ∇

2Qδ) ⇀ (∇u, ∇2c, ∇2Q) in L2, (5.37)

uδ → u in Lp1 , (cδ, Qδ) → (c, Q) in W 1,p1 (1 ≤ p1 < 6), (5.38)

δρ4δ → 0 in D′, ρδ ⇀ ρ in Lγs, for all s ∈ (1, 32). (5.39)

As γ > 1, we can choose s ∈ (1, 32) such that γs > 3
2 . Then, from (5.38)-(5.39) one has

ρδuδ ⇀ ρu, in Lp2 for some p2 >
6

5
, (5.40)
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and from (5.38)-(5.40), for some p3 > 1,














ρδu
i
δu

j
δ ⇀ ρuiuj ,

Qik
δ 4Qkj

δ ⇀ Qik4Qkj ,

Qik
δ (∂ku

j
δ − ∂ju

k
δ ) ⇀ Qik(∂ku

j − ∂ju
k),

(5.41)

in Lp3 . Using (5.37)-(5.41), we take δ-limit in (4.1) and obtain the equations in the sense of
distributions:














































div(ρu) = 0,

u · ∇c−4c = g1,

div(ρu⊗ u) +∇ργ − div (Sns(∇u) + S1(Q) + S2(c,Q)) = ρg2,

u · ∇Q+QΩ− ΩQ+ c∗Qtr(Q2) +
(c− c∗)

2
Q− b

(

Q2 −
1

3
tr(Q2)I

)

−4Q = g3,

u = 0,
∂c

∂n
= 0,

∂Q

∂n
= 0, on ∂O.

(5.42)

Additionally, (1.7) follows from (3.2)-(3.3), (5.38), (5.39) and (5.50) below.

Next, we define an increasing and concave function Tk(z) ∈ C1
0 ([0,∞)), satisfying

Tk(z) = z if z ≤ k, Tk(z) = k + 1 if z ≥ k + 1. (5.43)

Clearly, for any 1 ≤ p ≤ ∞,

Tk(ρδ) ⇀ Tk(ρ) in Lp. (5.44)

Lemma 5.6. Let (ρδ,uδ, cδ, Qδ) be the solution obtained in Theorem 4.1. Then,

lim
δ→0

∫

Tk(ρδ)
(

ργδ − (2µ+ λ)divuδ

)

=

∫

Tk(ρ) (ργ − (2µ+ λ)divu) , (5.45)

where Tk is defined in (5.43).

Proof. With the help of (5.37)-(5.41), we may slightly modify the argument of Lemma 4.3 to
complete the proof of Lemma 5.6. The detail is omitted here. �

Since Tk is concave, one has

(ργδ − ργ) (Tk(ρδ)− Tk(ρ)) ≥ (Tk(ρδ)− Tk(ρ))
γ+1 .

Then, from (5.45), (5.39), ργ ≥ ργ , and Tk(ρ) ≤ Tk(ρ), we obtain

(2µ+ λ) lim
δ→0

∫

(

Tk(ρδ)divuδ − Tk(ρ)divu
)

= lim
δ→0

∫

(

Tk(ρδ)ρ
γ
δ − Tk(ρ) ργ

)

= lim
δ→0

∫

(ργδ − ργ) (Tk(ρδ)− Tk(ρ)) +

∫

(ργ − ργ)
(

Tk(ρ)− Tk(ρ)
)

≥ lim
δ→0

∫

(ργδ − ργ) (Tk(ρδ)− Tk(ρ))

≥ lim
δ→0

∫

(Tk(ρδ)− Tk(ρ))
γ+1 .

(5.46)
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Noticing that divuδ ∈ L2 is bounded uniformly in δ, and

lim
δ→0

∫

(Tk(ρδ))
2 ≥

∫

(

Tk(ρ)
)2

,

one has
2C lim

δ→0
‖Tk(ρδ)− Tk(ρ)‖L2

≥ C lim
δ→0

(

‖Tk(ρδ)− Tk(ρ)‖L2 + ‖Tk(ρ)− Tk(ρ)‖L2

)

≥ (2µ+ λ) lim
δ→0

∫

(

Tk(ρδ)− Tk(ρ) + Tk(ρ)− Tk(ρ)
)

divuδ

= (2µ+ λ) lim
δ→0

∫

(

Tk(ρδ)− Tk(ρ)
)

divuδ

= (2µ+ λ) lim
δ→0

∫

(

Tk(ρδ)divuδ − Tk(ρ)divu
)

.

(5.47)

In terms of (5.46) and (5.47), it holds that

lim
δ→0

‖Tk(ρδ)− Tk(ρ)‖Lγ+1 ≤ C, (5.48)

where the constant C is independent of k and δ.
We remark that (5.48) measures oscillation of the density, which helps us prove that (5.42)1

holds in the sense of renormalized solutions as in [29].

Lemma 5.7. [29] For the solution (ρ,u),

div(b(ρ)u) + (b′(ρ)ρ− b(ρ))divu = 0 in D′(R3), (5.49)

where b(z) = z, or b ∈ C1([0,∞)) with b′(z) = 0 for large z.

Proof. Thanks to Lemma 4.2, we see that (ρδ,uδ) is a renormalized solution. If we multiply
the equation (4.20) satisfied by (ρδ,uδ) by Tk(ρδ), and use (5.43), (5.37)-(5.41), (5.48), we
conclude (5.49) by taking δ → 0 and then k → ∞. The detailed proof may be found in [29]. �

In order to complete the proof of Theorem 1.1 we only need to verify

ργ = ργ . (5.50)

To this end, it suffices to prove the strong convergence of ρδ in L1 by (5.39). The idea is
to compare the limit of the renormalized solution (ρδ,uδ) with (ρ,u). In more detail, we
introduce

Lk =







z ln z, z ≤ k;

z ln k + z

∫ z

k

Tk(s)

s2
ds, z ≥ k.

A direct computation shows that

C([0,∞)) ∩ C1((0,∞)) 3 bk(z) = Lk(z)−

(

ln k +

∫ k+1

k

Tk(s)

s2
+ 1

)

z,

and moreover, b′(z) = 0 if z ≥ k + 1 and b′k(z)z − bk(z) = Tk(z). In view of Lemma 4.2 and
Lemma 5.7, one has

0 = div(bk(ρ)u) + Tk(ρ)divu

= div(Lk(ρ)u) + Tk(ρ)divu, in D(R3),
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and

0 = div(Lk(ρδ)uδ) + Tk(ρδ)divuδ, in D(R3).

Integration of the difference of above two equations leads to
∫

(Tk(ρ)divu− Tk(ρδ)divuδ) = 0,

which along with (5.46) and the fact divu ∈ L2 implies

C‖Tk(ρ)− Tk(ρ)‖L2 ≥ (2µ+ λ)

∫

(

Tk(ρ)− Tk(ρ)
)

divu

= (2µ+ λ)

∫

(

Tk(ρδ)divuδ − Tk(ρ)divu
)

≥

∫

(Tk(ρδ)− Tk(ρ))
γ+1 .

(5.51)

Recalling Proposition 5.1, we have ‖ρδ‖Lγ ≤ C. Thus, the limit

lim
k→∞

‖Tk(ρδ)− ρδ‖L1 = ‖Tk(ρδ)− ρδ‖L1({ρδ≥k})

≤ 2 lim
k→∞

‖ρδ‖Lγ({ρδ≥k})

≤ C lim
k→∞

k1−γ‖ρδ‖
γ
Lγ({ρδ≥k}) = 0

(5.52)

is uniform in δ. In a similar way,

lim
k→∞

‖Tk(ρ)− ρ‖L1 = 0. (5.53)

Making use of (5.54)-(5.53), and

‖Tk(ρ)− Tk(ρδ)‖L1 ≤ C‖Tk(ρ)− ρ+ ρδ − Tk(ρ)‖L1

≤ C

(

‖Tk(ρ)− ρ‖L1 + lim
δ→0

‖Tk(ρδ)− ρδ‖L1

)

,
(5.54)

we conclude

lim
δ→0

‖ρδ − ρ‖L1

≤ lim
k→∞

lim
δ→0

(‖ρδ − Tk(ρδ)‖L1 + ‖Tk(ρδ)− Tk(ρ)‖L1 + ‖Tk(ρ)− ρ‖L1)

= 0.

The proof of Theorem 1.1 is completed.
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