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ABSTRACT

Graph Attention Networks (GAT) have been extensively used to
perform node-level classification on data that can be represented as
a graph. However, few papers have investigated the effectiveness of
using GAT on graph representations of patient similarity networks.
This paper proposes Patient-GAT, a novel method to predict chronic
health conditions by first integrating multi-modal data fusion to
generate patient vector representations using imputed lab variables
with other structured data. This data representation is then used to
construct a patient network by measuring patient similarity, finally
applying GAT to the patient network for disease prediction. We
demonstrated our framework by predicting sarcopenia using real-
world EI-IRs obtained from the Indiana Network for Patient Care.
We evaluated the performance of our system by comparing it to
other baseline models, showing that our model outperforms other
methods. In addition, we studied the contribution of the temporal
representation of the lab data and discussed the interpretability of
this model by analyzing the attention coefficients of the trained
Patient-GAT model. Our code can be found on Github'
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1 INTRODUCTION

Electronic Health Records (EHR) data representation affects the
accuracy of downstream tasks, such as disease prediction. Typically,
when a machine learning model is used for clinical outcome or
disease prediction using EHR data, each patient is represented
as a vector using clinical variables or phenotypes. The vectors
are then being fed into machine learning models for prediction.
In recent years, graph neural network models have been applied
in various application domains, including clinical domains, such
as adverse drug reaction prediction [5] and many others [6, 11].
Graph representationsare also found in predictive analysis, where
patients' medical information can be processed to find the similarity
between given patients and define clusters or neighborhoods for
patient similarity networks [3]. Recent research shows predictions
of in-hospital mortality and length of stay can be improved through
exploiting diagnoses as relational information by connecting similar
patients in a network (10]. In the study [4], the authors have also
shown that theycan achieve better results by utilizing clinical notes
to build the patient network and using Graph Neural Networks
(GNN) for predicting 30-day hospital re-admission.

In this paper, we propose Patient-GAT - a novel application of
graph neural networks for sarcopenia prediction using EHR data.
Sarcopenia is estimated to affect 10% of older adults across the
world [8], where it contributes to a loss of independence, dysmo-
bility, disability, hospitalizations, and heightened healthcare costs.
However, the diagnosis of sarcopenia is often delayed by limited
knowledge of sarcopenia among physicians, busy clinic time pres-
sures, and the need for objective measures to establish its diagnosis.
Our Patient-GAT model has a multi-model data representationcom-
ponent that considers the temporal changes of the lab values, and it
has a patient network built by measuring the similarities between
the static features and the changing lab values.

The contribution of our research includes: (1) Wedevelop a multi-
model data representation to integrate static EHR clinical variables
with changing lab values. The multi-modal data representation
includes an efficient data imputation part to deal with missing lab
values. (2) We create a graph representation of patient networks
by calculating similarity based on multi-modal data representation.
The patient network takes advantage of similar patient data in the
system to improve the performance and increase interpretability of
the predictive model.
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Figure 1: Framework of Patient-GAT

2 THE PROPOSED MODEL

Figure 1 shows the framework of Patient-GAT. Lab data is imputed
using BRITS. Dynamic Time Warping (DTW) is used to measure
the similarity between the temporal lab series. The static features,
Demographics, Diagnosis, and Medication, are concatenated to
build the non-lab vector representation of the patient. The patient
network is then built based on the measured similarity between
the vector representation and temporal lab series. Finally, GAT is
performed on the patient network for disease prediction, which is
represented by binary node classification.

2.1 Multi-Modal Data Fusion

2.1.1 Demographics, Diagnosis and Medication Embedding. For the
Demographics data, we map the patient (all adults) age in our
study cohort to age groups (18-29, 29-39, etc.). The patient gender
and race are mapped to a binary or integer encoding, respectively.
The BMI is Z-Score normalized. The Diagnosis and Medication
data are one hot encoded. To reduce the dimension, we represent
the common groups of diagnosis and medication based on the
International Statistical Classification of Diseases (ICD) hierarchies
and the national drug code (NCD) directory, respectively. All less
commonly occurring diagnoses and medications in our study cohort
are grouped under "other", respectively.

2.1.2  Lab Data and BRITS Imputation. For each patient Lab data,
we construct time series for each lab test as follows. First, we fix a
length k for the time series sequence and a time step /s between
each collection in the sequence. In the experiment, based on the

natural of the lab tests and data distribution in our study cohort, we
setk = 6 and ts = 180 days. Then we map the earliest value vy of
the lab to the 0'h index of the time series and use the time to as the
anchor time. For eachsubsequent value v;, we calculate the number
of days between the time of measurement t; and the anchor time 7o

as 8d =1 - to. Then, we divide 8d by s to find the index i to map

v; to. It is possible that multiple values are mapped to i; in that case,
we take the average of all the values.Ifi k, we ignore such values.
We repeat the above procedure to build multiple time series for
differentlab tests of interest. The time series vectors for the labdata
are likely to contain missing values. Therefore, we use a state-of-
the-art imputation method- BRITS to fillin the missing values [1].
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BRITS utilizes a bidirectional recurrent dynamical system that uses
binary masking as well as a time gap matrix, where the imputed
values are treated as variables of an RNN, which can be effectively
updated during back propagation [1].

2.2 Patient Network with Weighted Similarity
Metric

We propose a weighted similarity metric measure that incorporates
both static features (Demographics, Diagnosis, and Medication)
and temporal features (Lab data) to build a patient graph network.
Given two patients p and q, for the static features of p and g, we
concatenate De, D, M resulting in static feature vectors Sp = D}, I
Dp ||Mp and Sq = D; I Dgq I Maq, where Ilis the concatenation

operation. We then compute cosine similarity between Sp and Sg,

shown as Equation ap,q =IISfJSﬁﬁ§qII

On the other hand, we adopt DTW to calculate the similarity
between the imputed lab time series [9].DTW returnsa realnumber
r 0 that represents how similar two times series are (larger r
means more dissimilarity)[9]. For each lab /;, we compute a DTW
distance matrix DD, by computing the pair-wise DTW distance
of all the time series associated with I;. So, the entry (n, m) in
DD, is DTW(Ifl;"), where If and I;" represents the time series
oflabl; for patient » and m, respectively. We then apply min-max
normalization DD, to bound the distance between O and 1. We
subtract all entries in DD, from 1 to produce a DTW similarity
matrix DS;. The reason we subtract the normalized values from 1
is that a larger distance » means more dissimilarity; thus, when we
subtract from 1, this results in a smaller similarity score. Hence,
dd(p,q) is the DTW similarity between patients p and ¢ for lab I;. If
we have multiple labs of interest {lo,11,**< . /k}, we take the mean
ofall DTW similarity metrics to produce a lab similariﬁ}ll_ coefficient

s

between patient p and g shown as Equation /Jp,q = :=<> pg

Tointegrate the similarity value calculated based on thestatic
features - ap,g, with the similarity value calculated based on the
temporal lab data - /Jp,q, we take a simple and flexible weighted
scheme to make a comprehensive similarity metric 8p,g between
patients p and ¢, shown as Equation 1.
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op,g=k *«p,g+(1- k) */p,gq, O k 1 (1)

The patient graph network is constructed based on the siini-

larities between patients. From each patient node p, we set it to

connect to the top m nodes with the highest similarity values that

are over a threshold w. Both m and w can be tuned based on the
data set.

2.3 Weight Graph Attention Networks for
Prediction

After we have built a patient similarity network, we leverage GAT
to perform node-level binary classification [12]. GAT is a novel
neural network model that operates on graph-structured data and
uses attention mechanisms to achieve state-of-the-art results on
both inductive and transductive learning tasks [12].

Consider that we have a set of node features h = {h1,hz, =++<hN},
h; E RF, where N is the number of node in the graph and Fis
the dimension of the node features, the layer outputs a new set of
node features (of potentially different node feature dimension F’)
h' = {h;,h;,*--h },h E RF'_

We apply a linear transformation W E IRF'xF to every node to
obtain sufficient expressive power. Then, we perform self-attention
on the nodes using a shared attention mechanism, shown as Equa-
tion a : RP X RF' -+ R to compute attention coefficient (shown
as Equation e;j = a(Wh,,Whj)) Theattention coefficient indicates
the relative importance of node j's features to node i. These atten-
tion coefficients are used to explain the relative importance of each
node (patient) in predicting the label of another node. Note that
this attention coefficient is not necessarily symmetric.

These attention coefficients are normalized across all choices of
J, where j lies in some neighborhood N; of some fixed i using the
softmax function, shown as Equation 2

exp(ei)
«ij = softmax(eij) = , , () 2)
L,kEN; exp ek

In our modelimplementation, N; is the first-order neighborhood
of'i. In our proposed model, the attention mechanism ais a single-
layer forward neural network on which we apply the LeakyReLU
non-linearity. The normalized attention coefficients are then used
to compute a linear combination of the features corresponding to
them, to serve as the final output features for every node, shown
as Equation h; = a(l,jJEN; a;jWhj)-

In the final prediction layer, we first take the average of the
previous layers and apply a final nonlinearity (in our binary clas-
sification problem, this is the Sigmoid function). The equation for
the final layer is 3

K

K, = 5(% > D alwlhy)).

I=1 jeN;
3 EXPERIMENTAL SETTING AND RESULTS
3.1 Dataset, Baselines, and HyperParameters

(©)

We used a proprietary dataset obtained from the Indiana Network
for Patient Care (INPC). The objective is to investigate whether we
can use the structured data in the EHR for sarcopenia identification.
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Our initial cohort contains the medical histories of 1,304 patients.
Toprove the robustness of our model, we excluded patients without
any information on diagnoses, medications, or lab variables. At the
end, our dataset included 884 patients, with 174 patients diagnosed
with sarcopenia. The input feature setting and representation is
determined based on our previous experiments using the baseline
models along with SHAP [7] interpretation to identify the most
important features for prediction. For diagnosis, instead of using
the full ICD code, we used the third level to the leaf nodes of the
ICD-10 code hierarchy, which groups diagnoses intocategories. For
medication, instead of using the original drug name with dosage,
we used the drug group specified in the NDC directory. For lab
data, we considered the following four major lab tests: glucose,
Low-density lipoprotein (LDL), High-density lipoprotein (HDL),
and hemoglobin.

We compared the performance of our model against five base-

lines: k-Nearest Neighbors, Logistic Regression, support Vector
classification (SVC), Random Forest, and Multi-layer Perceptron
(MLP).
HyperParameter Setting: For Patient-GAT, the K in Equation
1 is set to be 0.25, m is set to be 5, and w is set to be 0.65. Both
MLP and Patient-GAT were standardized to all have two hidden
layers with 16 nodes per layer, a dropout rate of 0.1, and were
all trained with 10,000 maximum epochs. The Adam optimizers
were used with a learning rate of 0.0005 and a weight decay of
0.05. The Binary Cross Entropy (BCE) with Logits Loss using mean
reduction is used.We used 70%of the study cohort for training, 20%
for testing, and 10%for validation. Since our dataset is unbalanced,
SMOTE oversampling [2] is used on positive sarcopenia nodes in
each training split to balance the classifications.The baselines are
fine tuned to gain the best performances for comparison.

3.2 Performance and Comparison

Table 1 summarizes the mean and standard deviation AUC of
Patient-GAT and the baseline models. The results show that the
performances of all models except SVC drop slightly without de-
mographics. The performance ofMLP dropped significantly (5%),
whereas the kNN, Logistic Regression, Random Forest, and our
Patient-GAT model dropped by only approximately 1%. However,
Patient-GAT outperformed all other baseline modelswithout demo-
graphics. This allows for real-world deployments of Patient-GAT
to potentially ignore the direct metrics of patient age, gender, race,
or BMI, leading to a more equitable model in clinical settings. In
addition to our primary graph representation that uses all clinical
variables, we compared Patient-GAT and the baseline models on
data without demographics to investigate whether the model has
any biases on populations with certain demographics.

Table 1: Overall Model Performance Comparison

Model Type ‘Without Demographics | Demographics
k-Nearest Neighbors 0.70 + 0.03 0.71+ 0.03
Logistic Regression 0.70 + 0.03 0.71+ 0.04
SvC 0.66 + 0.03 0.66+0.03
Random Forest 0.70 + 0.04 0.71+ 0.04
MLP 0.55 £ 0.09 0.70£0.03
Patient-GAT 0.71+0.04 0.72+0.04
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3.3 Model Analysis and Interpretation

To investigate the contribution of the lab time series similarity
measure using DTW, we perform a model analysis by comparing
Patient-GAT to a variant of Patient-GAT by creating the patient
network with edges solely based on the cosine similarity of the
vector representation through concatenating the imputed lab vari-
ables with other staticvariables, then calculate the cosine similarity
between patients to build the patient network. Figure 2 shows that
without using DTW to measure the lab tests' similarity, the per-
formance of Patient-GAT dropped by about 4%. This demonstrates
that DTW is effectively used to measure the similarities between
the temporal lab test values based on the changes over time. Like
other diseases, the changes in the lab values often indicate the
progression of diseases.
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Figure 2: AUC-ROC Curves for Ablation Study on DTW

A notable feature of Patient-GAT is that it allows for imple-
mentations of Patient-GAT to achieve a certain level of model in-
terpretability. We used attention weights of the trained model to
identify the similar patients on the graph. Given patient with ID
66739 in the training data, the model correctly classified 66739
as not having sarcopenia. This patient has two other neighbors
patient 40532 and 3077510 in the testing set, shown as Figure 3.
The self attention of patient 66739 is the highest. The attention
weight between patient 66739 and 40532 is higher than that be-
tween patient 66739 and 3077510. After further investigation we
found that patient 40532 has a much closer BMI, age, and number
of shared diagnoses with 66739 than patient 3077510 does. And
patient 40532 shares thirteen different medications with patient
66739, while patient 3077510 shares only eight medications with
patient 66739.

Figure 3: Similarity-based neighbors of Patient 66739
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4 CONCLUSIONS AND FUTURE WORK

We have proposed Patient-GAT, a novel framework for disease pre-
diction and applied to a sarcopenia dataset. The model leverages
EHR data with imputed lab variables to generate patient similarity
networks, allowing for a Graph Attention Network to perform pre-
diction. Our model outperforms the compared baseline models. The
imputed lab variables and DTW similarity measurement capture
the changes in the lab tests and contribute to the performance of
the proposed model. The proposed model can be adapted to other
clinical outcomes or disease predictions.

In future work, we will (1) extensively study the contribution
of each modality, (2) utilize rich data representation to measure
the semantic associations between the structured data elements
including diagnoses, medication and lab tests, and (3) include more
lab tests with various lengths of history. We plan to compare our
model against more baselines and test our proposed model on other
diseases. We will also want to investigate the heterogeneous graph
representation to measure patient similarity.
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