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We study the coupled charge density wave (CDW) and insulator-to-metal transitions
in the 2D quantum material 1T-TaS,. By applying in situ cryogenic 4D scanning
transmission electron microscopy with in situ electrical resistance measurements,
we directly visualize the CDW transition and establish that the transition is medi-
ated by basal dislocations (stacking solitons). We find that dislocations can both
nucleate and pin the transition and locally alter the transition temperature 7, by
nearly ~75 K. This finding was enabled by the application of unsupervised machine
learning to cluster five-dimensional, terabyte scale datasets, which demonstrate a
one-to-one correlation between resistance—a global property—and local CDW
domain-dislocation dynamics, thereby linking the material microstructure to device
properties. This work represents a major step toward defect-engineering of quan-
tum materials, which will become increasingly important as we aim to utilize such
materials in real devices.

phase transitions | charge density wave | in situ electron microscopy | 4D-STEM | machine
learning

Electronic phase transitions in quantum materials are of fundamental and technological
interest, with potential applications ranging from quantum computers to next-generation
microelectronics (1, 2). In a wide range of phase transitions, ranging from ice formation
(3) to melt-crystallization cycles of phase change memories (4) to solid—solid structural
transitions (5, 6), a materials microstructure—its defects, interfaces, surfaces, confinement,
etc.—strongly influences the phase transition (7). However, the coupling of microstructure
with electronic phase transitions in quantum materials is underexplored, despite huge
implications for future devices. Bridging this gap requires real-space visualization to locally
connect electronic phases with microstructural features during phase transitions. Such
experiments are commonly performed with scanning probe microscopy, e.g., scanning
tunneling microscopy (STM) or magnetic force microscopy, but these methods are surface
sensitive and thus cannot access any subsurface (bulk) transformation process or defect
(8, 9). Four-dimensional scanning transmission electron microscopy (4D-STEM) is a
relatively new characterization method which averages the sample structure through thick-
ness and, in principle, can simultaneously image quantum phases and microstructural
defects with nanoscale spatial resolution (10). Processing and interpreting 4D-STEM
datasets is difficult given massive dataset sizes (terabyte scale) and the need to extract subtle
features from high-dimensional noisy data. Application of machine learning (ML) is a
promising route to solve these issues (11, 12).

Here, using 4D-STEM with in situ cryogenic cooling, in situ electric biasing, and
unsupervised ML, we directly visualize a dislocation-mediated quantum phase transition
in 1'T-TaS,. Specifically, we study the concomitant charge density wave (CDW) and insulator-
to-metal transition in TaS,, and we show that basal dislocations (stacking solitons) both
nucleate and pin the CDW transition. As a consequence, we show that the local dislocation
density can modulate the nominal CDW transition temperature 7, by ~75 K, which is
crucial for practical device applications. Moreover, a series of resistive transitions are
realized in a single device, due to discrete jumps of the CDW phase boundary between
dislocations. Such behavior is relevant to multistate memory devices. As basal dislocations
are pervasive in layered materials (13), many quantum materials may similarly be affected
by the dislocation density. Finally, our approach of in situ cryo-4D-STEM with electric
biasing and ML provides real-space visualization of complex structure-property relations
during phase transitions, an essential step for the engineering of quantum materials and
devices.
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Significance

Quantum materials are of
fundamental interest and are
promising for applications such as
next-generation computers. These
materials are commonly studied
with bulk averaging probes and
thus their nanoscale properties
are poorly understood. Here,
using transmission electron
microscopy with in situ cryogenic
temperature control and electric
biasing, we image a charge
density wave (CDW) transition in
1T-TaS,. By correlating the device
resistance, CDW phase, and the
material microstructure, we show
that basal dislocations—which are
ubiquitous in 2D materials—both
nucleate and pin the CDW
transition. We then show how the
dislocation density can be used to
engineer device properties. Our
work uses nanoscale cryogenic
electron microscopy with machine
learning to better understand
guantum materials, a necessary
step toward real-world devices.
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Results and Discussion

1'T-TaS, is a two-dimensional (2D) material that hosts several CDW
phases (14-16). Each layer consists of edge-sharing TaS; octahedral
units, and layers are nominally stacked in an AA fashion (Fig. 14).
The primary CDW distortion consists of 13 neighboring Ta atoms
bunched together into a so-called Star of David (Fig. 1B). In the low
temperature ground state, the stars crystallize in a long-range ordered
phase commensurate (C) with the underlying atomic lattice
(Fig. 10). This is the insulating C phase. Above ~200 K, TaS, tran-
sitions to the metallic nearly commensurate (NC) phase. This phase
consists of ordered domains with a characteristic domain size Dy
~ 10 nm, separated by phase slips in the CDW order parameter, i.e.,
discommensurations (Fig. 1D) (14-16). The C to NC phase tran-
sition causes a large resistance change and can be triggered thermally
or via an applied electric bias, making TaS, highly promising for next
generation electronic devices (17-20). Still, better control over the
transition is needed, for instance, the ability to tune the transition
temperature 7, ideally to room temperature.

Prior attempts to visualize the CDW transition in real-space have
faced experimental limitations. Optical imaging can differentiate the
insulating and metallic regions of TaS, (21-23); however, these
approaches are only indirectly sensitive to the CDW order parameter
and can suffer from poor (~500 nm) spatial resolution (22).
Atomic-scale analysis of the CDW is possible with STM (16, 24-26),
but STM is surface sensitive and thus blind to subsurface (bulk)
transformation processes. Moreover, STM does not offer a sufh-
ciently large field-of-view to track mesoscale domain behavior which
occurs on pm length scales (21-23). For both optical and STM
methods, the ability to observe sample microstructure, e.g., disloca-
tions, is limited. Alternatively, our use of 4D-STEM allows the direct
quantification of the CDW order parameter as well as the sample
microstructure, with both nanoscale spatial resolution and pm scale
field-of-view. As we show below, this approach allows deep insight
into the TaS, phase transition and its coupling to atomic-scale
defects.

Our experimental set-up and in situ 4D-STEM methodology are
demonstrated in Fig. 1 £~H. We first exfoliated a Ta$, flake (~60
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nm thick, purchased from 2D Semiconductors) in an Ar glovebox
and then transferred the flake to an in situ TEM chip (27, 28), which
allows resistance measurements and temperature control from ~100
to 1,000 K within the STEM. The flake is imaged optically in Fig. 1 £
and within the STEM in Fig. 1F. With 4D-STEM, a converged
electron probe (~14 nm full width at half maximum in our case) is
rastered across the sample, and a diffraction pattern is recorded at
each spatial coordinate. For this flake, we use a 4D-STEM scan size
of 400 x 180 real-space pixels (21 nm pixel size), and an example
diffraction pattern is shown in Fig. 1G. To study the CDW phase
transition, we cooled the flake down to 120 K, and then slowly
warmed the flake while collecting electrical resistance and 4D-STEM
datasets every few K. The electrical resistance versus temperature (R
vs. T) data shows a clear insulator-to-metal transition at ~200 K
(Fig. 1H), and select snapshots from the 4D-STEM scans confirm
the C to NC phase transition (Fig. 1 H, Insets). In the diffraction
data, the brightest spots are Bragg diffraction spots, and the weaker
spots are CDW satellite peaks (15, 19). In the C phase, the 1st and
2nd order CDW spots have equal intensity, while in the NC phase,
the 1st order CDW spot intensities are greatly diminished (Fig. 17)
(19). Additionally, there are slight modulations in the CDW angle
¢ and wavevector magnitude k.

To quantify the CDW structure in real-space, we extract the
domain size Dy from the 4D-STEM diffraction data. To do
so, we determine the position of every Bragg and CDW peak
for each diffraction pattern, and then calculate the local CDW
vector magnitude 4 and angle ¢ (see ST Appendix, Supplementary
Note 1 for details). We then use the equation introduced by
Thomson et al. (16) to determine the CDW domain size

Dye = a/\/ Q2rAB/360)° + (Ak/kc ), [1]

where 4 is the atomic lattice parameter, and A¢ and Ak are the
differences in ¢ and £ relative to their C values, ¢, = 13.9° and
k.=13""24* = 0.2773a*. Thus, Dy acts as a single order param-
eter to differentiate the C and NC phases, with Dy — oo for the
C phase and Dy ~ 10 nm within the NC phase.
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Fig. 1. Structure of 1T-TaS, and experimental methodology. (A and B) TaS, atomic structure shown in cross-section and plan-view, respectively, along with the
Star of David distortion. (C and D) Cartoon schematics of the Cand NC CDW phases, respectively, with corresponding electron diffraction data. For the NC phase,
the domain size Dy is shown. The TaS, flake is imaged optically () and within the STEM (F). The scale bars are 10 and 1 pm in E and F, respectively. The tick
marks on the STEM image indicate the pixel indices for the 4D-STEM datasets. 4D-STEM analysis was performed over the through-hole in the SiN, membrane.
(G) Individual diffraction pattern extracted from a 4D-STEM scan taken at 200 K. (Scale bar, 3 nm™".) (H) The electrical resistance measured during an in situ 4D-
STEM experiment upon warming. /nsets show diffraction data extracted from 4D-STEM scans. (/) Schematic of the diffraction data, showing the Bragg spots, 1st

and 2nd order CDW spots, and the CDW angle ¢.
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Fig. 24 and Movie S1 present the Dy maps at select temper-
atures upon warming; nonuniform nanoscale domain behavior is
observed. At 120 K in the insulating phase, the measured Dy is
mostly > 100 nm. Within our measurement sensitivity, Dy¢ ~
100 nm s consistent with the C phase (S Appendix, Supplementary
Notes 2 and 3). At 185 K, right as the flake resistance begins to
drop (Fig. 1H), sharp lines appear in the Dy map, with values
of Dy¢ ~50 nm, indicating a local (partial) transition to the NC
phase. The number of lines in the Dy map increases upon warm-
ing to 190 K and then to 195 K. Additionally, there is a small
circular domain near the center of the through-hole with Dy
~16 nm at 185 K. From 195 to 204 K, the NC domain quickly
grows to encompass the entire field-of-view. With further warming
to 250 K, there is a homogenous decrease in Dy across the entire
flake, and there are no longer any well-defined features (lines,
domains, etc.) in the CDW structure. The phase transition char-
acteristics captured in Fig. 2 were not previously observed in any
STM, optical, or other real-space analysis of the TaS, CDW tran-
sition, highlighting the benefits of the in situ cryo-4D-STEM
approach.

We posit that the sharp lines and the circular domain observed
in the Dy maps (Fig. 24) are connected to the flake’s microstruc-
ture. To test this hypothesis, we generate a virtual image from the
4D-STEM data by summing the intensity of all Bragg diffraction
spots (Fig. 2B). This image—based on Bragg diffraction con-
trast—reflects the structure of the underlying atomic crystal, as
opposed to the CDW structure. The Bragg contrast image clearly
shows a network of line defects (referred to as atomic defects for
now) encompassing the entire field-of-view, and there is a direct
correspondence between the atomic defects and the CDW C to
NC evolution observed in the Dy maps. Moreover, we find that

A

180K
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A

two atomic defects intersect at the circular domain in the Dy
map (see the white arrow in Fig. 2B), suggesting again that the
atomic defects are linked to the domain nucleation. We note that
the presence of the line defects does not hinder our measurement
of the CDW structure, as explained in ST Appendix, Supplementary
Note 4. We conclude that the CDW phase transition is intimately
connected to the flake microstructure.

To identify the exact nature of the atomic defects, we perform
atomic-resolution imaging via high angle annular dark field
(HAADF) STEM. For these measurements we study a much thin-
ner flake (~20 nm) which is more amenable to atomic-resolution
analysis (all studied TaS, flakes (over a dozen) show similar defect
structures, as evidenced with low magnification STEM imaging).
Fig. 34 shows a low magnification HAADF-STEM image, reveal-
ing several line defects, similar to the ones shown in Fig. 2B.
Fig. 3B presents a magnified view of one defect, which runs along
the ~[1-10] direction. On either side of the defect, the atomic
image reflects the projected Ta sublattice of 1T-TaS, with AA
stacking, as expected (the S sublattice is essentially invisible with
HAADF-STEM). However, at the defect, two distinct Ta sublat-
tices are observed, offset by a vector of ¥2 a. This image contrast
is consistent with a basal dislocation having a Burgers vector along
[100] and a line vector of ~[1-10]. The experimental image con-
trast (Fig. 3C) is accurately reproduced viz STEM image simula-
tions (Fig. 3D) (29) of a basal dislocation, with the dislocation
structure schematically shown in Fig. 3E. At the dislocation core,
the layer stacking arrangement changes from the equilibrium AA
structure, yielding two offset Ta sublattices in the projected STEM
image. Analysis of the adjacent line defects in Fig. 34 is also con-
sistent with basal dislocations, albeit with different Burgers vectors

(SI Appendix, Fig. S1). Reexamining the 4D-STEM data in
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Fig. 2. Real-space visualization of the CDW phase transition. (A) 4D-STEM derived maps of the CDW domain size Dy for select temperatures. The data are
cropped to the through-hole in the SiN, membrane; see Fig. 1F. Note that the 4D-STEM data were acquired during the same warming cycle used to generate the
Rvs. T data in Fig. 1H. Insets show local diffraction data. (B) Virtual STEM image generated by summing the intensity of every Bragg diffraction beam. Data were
collected at 195 K. The white arrow in B marks the location of the small circular CDW domain first observed at 185 Kin A.
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Fig. 3. Atomic resolution imaging of basal dislocations. (A) Low magnification HAADF-STEM image of a thin TaS, flake in plan-view (the ab-plane) showing
several line defects. (B) Zoomed in region of (A) showing a line defect at atomic resolution. (C) Enlarged view of the line defect, with a corresponding STEM image
simulation (D) along with the atomic model used to generate the STEM simulation (E). Only the Ta sublattice is shown.

Fig. 2B, the observed defect network is qualitatively similar to
dislocation networks observed in both conventional 3D materials
(30, 31) as well as 2D materials (13, 32-35) including TaS, (36,
37). Hence, we conclude that the atomic defects observed with
4D-STEM are basal dislocations, which are expected in exfoliated
2D materials.

Our findings demonstrate that basal dislocations strongly influ-
ence the CDW phase transition in 1T-TaS,, and therefore, engi-
neered dislocation structures may be used to control the CDW
transition, e.g., by altering the 7. To test this hypothesis, we
study a second device, shown optically in the Fig. 4 A, Inser (flake
thickness of ~65 nm). Initially, the flake displayed a well-defined
insulator-to-metal transition upon warming, as expected (Fig. 44
black curve). Next, we repeatedly cycled the flake from 120 K up
to 500 K and applied large voltage pulses [10 V across a 10 pm
channel, with ~us duration to avoid substantial heating (38)]
with the intention of increasing the dislocation density (we
assume dislocations can be formed via thermal- or voltage-induced
strain). After cycling, the insulator-to-metal transition was split
into series of discrete resistance drops, each with a 7, lower than
the start (Fig. 44, red curve). Additionally, virtual STEM imaging
shows the presence of dislocations, with a high local concentra-
tion of dislocations indicated with the red arrow (Fig. 4B and
SI Appendix, Fig. S2).

Given the complexity of dislocation networks in this flake,
we apply unsupervised ML to cluster the 4D-STEM data col-
lected upon warming. If our observation of the one-to-one cor-
relation between dislocations and CDW domain nucleation
(Fig. 2) is universal, then we expect that ML will cluster the
CDW phase transition behavior in a way that can be mapped
onto the spatial distribution of dislocations. We start with the
X-TEC methodology—a ML approach we designed for the anal-
ysis of temperature-dependent X-ray diffraction using Gaussian
mixture model based clustering (39—41)—and we adopt this
method to temperature-dependent 4D-STEM analysis. Our
approach largely ignores the complexities of individual diffrac-
tion patterns, and instead focuses on how the diffraction data
evolve with temperature. This strategy improves robustness of
the XTEC clustering against measurement noise and sample tilt.

The ML approach is outlined in Fig. 4 C—F and discussed in
detail in Materials and Methods and SI Appendix, Supplementary
Note 5. To begin, each diffraction pattern is segmented according
to the Bragg diffraction spots, dividing the diffraction pattern into
half Brillouin zone (BZ) triangles (Fig. 4C). Next, CDW spots
above the background noise level are identified with a peak finding
algorithm, and the number of CDW spots per half BZ are

https://doi.org/10.1073/pnas.2402129121

calculated, Nepy. Note that in principle, Nepy = 6 for the C
phase, and Ngpy = 3 for the NC phase (Fig. 1 C and D). By
extracting Ngpy from each diffraction pattern, we reduce the 5D
dataset (temperature, real space x and y, momentum space 4, and
k,) to a 3D dataset (temperature, real space x and y). Next, we use
the Gaussian mixture model (42) to cluster the data in real space
based on the thermal evolution of Ny (Materials and Methods).
We used the Elbow method (43) to determine the optimal number
of clusters (4), see SI Appendix, Fig. S3.

Fig. 4D shows the real space map of the clustering results, where
the different clusters are interpreted as regions of the flake showing
distinct CDW behavior. Fig. 4F plots the mean Ny versus tem-
perature for each of the clusters, where abrupt changes in Ny are
interpreted as local CDW phase transitions. The real space cluster
map (Fig. 4D) shows excellent agreement with the dislocation struc-
tures observed in the virtual STEM image (Fig. 4B). In particular,
the region of cluster 0 (blue region) coincides with the region of
high dislocation density, as marked with the red arrows in Fig. 4 B
and D. Supporting our claim that dislocations nucleate the metallic
NC phase, cluster 0 shows the C to NC phase transition at the
carliest temperature of ~155 K (Fig. 4E). Conversely, clusters 1 to
3 (yellow, orange, and pink) show the most pronounced transition
at ~190 K (Fig. 4E), and these regions do not contain as many
dislocations as cluster 0. Additionally, ML analysis provides a
real-space explanation for the multiple resistance steps observed in
Fig. 4A. Specifically, each cluster shows distinct transition temper-
ature(s) which collectively explain the multiple device resistance
jumps. The resistance drop at 155 K is explained by CDW transi-
tions in cluster 0 and 1; the resistance drop at 190 K is explained
by CDW transitions in clusters 2 and 3 (and to a lesser extent 0 and
1); and the resistance drop at 220 K is explained by CDW transi-
tions in clusters 1 and 2 (Fig. 4E). Thus, ML analysis allows us to
establish a microscopic picture for the resistance, with each resist-
ance step corresponding to spatially separate CDW transitions,
which supports our hypothesis that a high concentration of dislo-
cations can strongly influence the CDW 7.

To supplement the ML cluster analysis, we map Dy in
real-space and present maps from select temperatures (Fig. 4G).
AtT =150 K, much of the flake is in the C phase; however, at the
region of increased dislocation density (which roughly coincides
with cluster 0), we observe a suppressed Dy of ~16 nm. The same
CDW structure is observed down to the lowest measured temper-
ature of 130 K. This finding indicates that a high concentration
of dislocations can suppress the C phase, at least for temperatures
down to 130 K, ~75 K below the nominal 7. With increasing
temperature, the NC domain centered at cluster 0 grows,

pnas.org
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Fig. 4. ML analysis of 4D-STEM during phase transition. (A) R vs. T for a TaS, flake (pictured in the /nset, 80 x 80 pm field of view), both in the initial state and
after temperature and electric field cycling. For the cycled R vs. T data, each of the resistance plateaus are labeled. (B) Virtual STEM image generated from the
4D-STEM data. The red arrow marks a region of high dislocation density. (Scale bar, 1 pm.) (C) Example diffraction pattern from the 4D-STEM dataset, with the
ML preprocessing steps shown. Dashed blue lines divide the data into half-BZs, and red dots mark diffraction spots identified with the peak finding algorithm.
For each half-BZ, the number of CDW peaks is listed, Ncpw. (D) Real-space visualization of the four clusters determined from the ML analysis. (Scale bar, 1 pm.)
(E) The average number of CDW peaks for each cluster, N¢py, determined from the ML analysis. The plot is color-coded according to the cluster labels shown in
the panel. The lines show the mean, and the shaded area represents the SD of the trajectories in that cluster. (F) Average CDW angle ¢ for each of the clusters
as a function of temperature. The lines show the mean, and shading shows the SD of the values of ¢ in the cluster. (G) CDW domain size D¢ as a function of
temperature, showing different domain structures after each resistance jump. The five presented temperatures correspond to the five resistance plateaus
labeled in A. (Scale bar, 1 pm.) The white arrows mark the positions of dislocations that pin the CDW phase boundary (S/ Appendix, Fig. S2). The red arrow shows
the region of high dislocation density.

eventually encompassing the entire flake. Critically, the Dy maps  data to extract the CDW angle for each cluster, as shown in Fig. 4F.
show that for each of the abrupt changes in electrical resistance, Initially, for T < 155 K, clusters 1 to 3 all show ¢ ~ 13.9°, consistent
there is a discrete expansion of the NC phase. This process is ~ with the C phase. In contrast, cluster 0 shows ¢ ~ 13.5°, indicating
mediated by the dislocation network. The domain boundary sep-  that cluster 0 never fully entered the C phase, in agreement with
arating the NC and C phases preferentially lies along dislocation ~ our maps of Dy (Fig. 4G). With increasing temperature, the
lines, and the domain boundary jumps from one dislocation to the ~ CDW transitions identified in the Ngpy, plots are all reproduced
next during domain growth. White arrows mark the dislocation in the CDW angle ¢ (Fig. 4 £ and F), verifying our ML method-
lines which pin the domain boundary (Fig. 4G). Hence, the discrete  ology based on Npy. The SD (see shaded regions) of ¢ are much

insulator-to-metal transitions reflected in the R vs. 7 curve are  less than that of Ngpy; this is because sample tilt will alter the
attributed to sudden expansion of the NC phase volume fraction,  diffraction spot intensities and thus Ngpy, but tilt does not influ-
as the CDW domain boundary jumps between dislocations. ence the diffraction spot positions, which determine ¢.

Last, we average the diffraction data in real-space according to We propose two microscopic mechanisms through which the

the ML assigned clusters, which provides temperature-dependent dislocations may interact and influence the CDW. First, the C and
diffraction data for each of the four clusters. We then process these ~ NC phases have different out-of-plane structure: the C CDW forms
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out-of-plane dimers, which lack long-range coherence along ¢, while
the NC CDW has a well-defined three-layer stacking along ¢ (44,
45). Thus, it is possible that the local change in layer stacking at basal
dislocations (which are commonly referred to as stacking solitons)
couples to the CDW energetics. Alternatively, large in-plane strains
are expected around the dislocation core. Due to the strong coupling
between the atomic lattice and CDW structure in TaS, (46, 47), it
is reasonable to expect that large strain may influence the CDW
transition thermodynamics and kinetics. We cannot directly verify
this hypothesis with our experimental geometry, because plan-view
strain measurements average together the compensating compressive
and tensile strains expected above and below basal dislocations. First
principles calculations may help elucidate the underlying coupling
between dislocations and CDW behavior.

Conclusions

We studied the prototypical CDW and insulator-to-metal tran-
sition in 1'T-Ta$, and found that basal dislocations can i) nucleate
the phase transition, ii) pin CDW domain boundaries, and iii)
given a sufficient concentration, suppress the C phase. Based on
these observations, we directly identify coupling between a CDW
phase transition and the local microstructure in real space. We
expect the impact of dislocations on CDWs to be widespread,
given that basal dislocations have been identified in a large number
of 2D materials, both for flakes on holey TEM grids and flakes
exfoliated onto conventional substrates (e.g., SiO, and h-BN) (13,
32-37, 48). However, it is unclear how factors such as the flake
thickness, exfoliation method, and substrate may influence dislo-
cation networks, and, in turn, CDW properties. Answering these
questions may enable dislocation-engineering of TaS, for specific
device functionality. Indeed, the TaS, CDW shows a complex
thickness-dependent behavior (18, 19, 49, 50), which may be
linked to thickness-dependent dislocation structures. A much finer
control over the dislocation structure (and thus the CDW) may
also be achieved by electric-field control of individual dislocations,
as demonstrated in certain materials (51, 52). Dislocations are
also known to have a nontrivial influence on superconductivity
(53), though it is unclear what role dislocations may play in sys-
tems with competing superconducting and CDW orders, e.g.,
1T-TaS, and the high 7, cuprates (54). In principle, liquid He
cryo-STEM could reveal such effects, if present. Last, our method
of combining in situ cryo-4D-STEM with in situ transport and
ML analysis is a promising approach to study structure-property
coupling in other quantum materials during phase transitions.

Materials and Methods

4D-STEM measurements were performed with a Thermo Fisher Titan Themis 60 to
300 kVinstrument, operated at 120 kV.The 4D-STEM datasets were captured using
an EMPAD-G2 detector, the beam currentwas ~1.5 nA, and the convergence semi-
angle was setto 0.15 mrad, providing a real-space probe size of ~14 nm.The pixel
dwell time was 2 ms. To extract the Dy maps from the 4D-STEM data, we followed
the procedures described in ref. 38 and explained in S/ Appendix, Supplementary
Note 1. We used the HennyZ in situ holder (model FDCHB-6) (28), with heating
and biasing nanochips purchased from DENS Solutions (part # DS-PT.2B4H.DS-1).
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Forthe temperature-dependent 4D-STEM scans, each scan took several minutes to
complete, and then the temperature was adjusted ata rate of 1 K/s. For the atomic-
resolution imaging in Fig. 3, we used a 5th-order probe-corrected Thermo Fisher
Spectra operated at 200 kV with a convergence semiangle of 30 mrad.

For the STEM image simulation in Fig. 3, we used the COMPUTEM package
(29). We used the INCOSTEM method, which projects the 3D supercell potential
to 2D, and then convolves the potential with the probe point spread function to
form an image.

In producing Fig. 4, we adopted an unsupervised ML algorithm, where the
feature extraction is performed by counting the number of CDW spots in the
Bragg diffraction pattern in momentum space as shown in Fig. 4C. We improve
the original method used in X-TEC by using a more robust quantity against tilting
and misalignment. We first detect all the Bragg diffraction spots, and connect the
neighboring ones to triangularize the momentum space, where each triangle
corresponds to half BZ, as shown in Fig. 4C. We then count the average number
of CDW spots in one diffraction pattern at a fixed temperature, and then change to
another temperature to track the thermal trend at each real space position. Finally,
we treat the thermal trend at each real space position as a high-dimensional vec-
tor, and perform the Gaussian mixture model to cluster in the real space. Further
details are provided in S/ Appendix, Supplementary Note 5 (55).

An unknown parameter in this procedure is the number of distinctive clusters,
which needs to be determined before running the clustering algorithm. Therefore,
we run the same algorithm with different numbers of clusters, and compare the
clustering performance using the Bayesian information criterion (a measure to
quantify the fit of a model to the data, a lower value generally indicates a better
fit) as shown in S/ Appendix, Fig. S3.To determine the optimal number of clusters,
we use the heuristic Elbow method to look for the "kink" (the most significant
drop before the change becomes marginal).

Data, Materials, and Software Availability. Machine learning analysis and
datasets have been deposited in PARADIM Data (10.34863/0k5x-w691) (55).
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