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ABSTRACT

A preceding paper [M. Dhar, J. A. Dickinson, and M. A. Berg, J. Chem. Phys. 159, 054110 (2023)]
shows how to remove additive noise from an experimental time series, allowing both the
equilibrium distribution of the system and its Green’s function to be recovered. The approach is
based on nonlinear-correlation functions and is fully nonparametric: no initial model of the system
or of the noise is needed. However, single-molecule spectroscopy often produces time series with
either photon or photon-counting noise. Unlike additive noise, photon noise is signal-size
correlated and quantized. Photon counting adds the potential for bias. This paper extends noise-
corrected-correlation methods to these cases and tests them on synthetic datasets. Neither signal-
size correlation nor quantization is a significant complication. Analysis of the sampling error
yields guidelines for the data quality needed to recover the properties of a system with a given
complexity. We show that bias in photon-counting data can be corrected, even at the high count
rates needed to optimize the time resolution. Using all these results, we discuss the factors that
limit the time resolution of single-molecule spectroscopy and the conditions that would be needed

to push measurements into the submicrosecond region.
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I. INTRODUCTION

Onsager’s original regression hypothesis postulated that if a system is at equilibrium, all the
information about its dynamics is encoded in its thermal fluctuations about that equilibrium.! In
addition to its importance in theory and simulation, which are noise free, this hypothesis opens up
new types of experiment,?> which do contain noise. The most prominent of these equilibrium-
fluctuation experiments are fluorescence-correlation®” (FCS) and single-molecule
spectroscopies.®!2  They always have high levels of noise, either due to detector imperfections or
simply due to the quantization of light detection. Modern instruments can partially compensate
by collecting very large datasets, but detection noise remains a limiting factor in many single-
molecule experiments.

The more common way to measure dynamics is by measuring a system’s nonequilibrium
response to an external perturbation. Although these perturbation—response experiments are
theoretically equivalent to equilibrium-fluctuation experiments, the noise removal problem is
fundamentally different in the two types of experiment. In perturbation-response experiments,
averaging repeated measurements is standard. In equilibrium-fluctuation data, both the signal and
the noise are fluctuations; a simple average of repeated experiments removes both equally.
However, in either experiment, we can assume that the correlation time of detector noise is fast
relative to the rate of change of the signal. This principle underlies the use of fitting functions or
smoothing routines for perturbation—response data. The preceding paper (Paper 1'%) and this one
show how to apply the same principle to equilibrium-fluctuation measurements by using
nonlinear-correlation functions. The noise-corrected correlation functions can then be used to
recover all the system’s properties, both static and dynamic.

This correlation approach offers a number of advantages over other classes of time-series
analysis. Compared to parametric methods, correlation analysis avoids the need to know or
correctly guess an initial model for the system. Correlation analysis is nonparametric: the data are
first reduced to physically relevant system properties, and a model to account for those properties
is developed later. Compared to methods that seek an ideal trajectory underlying the noisy data,
correlation analysis is more noise tolerant. As aresult, it can have improved time resolution. These
advantages are shared by the low-order, linear-correlation function, but the addition of high-order
functions is required to recover all the system’s properties.

Although Paper 1'* showed that a correlation approach works well with additive noise, single-
molecule spectroscopy is subject to more complex noise: Poisson noise from linear photon
detection or Bernoulli noise from photon counting. Issues of noise—signal correlation, quantization
noise, and bias are introduced. This paper establishes that a correlation approach also works well

with these types of noise.



This paper also addresses the fundamental limitations imposed by these more complex types
of noise. It make useful statements about the highest experimental time resolution for a dataset
with a given quality, that is, a given signal-to-noise ratio, time-series length, and number of series.
Conversely, it also predicts the signal-to-noise ratio and quantity of data needed to recover the
properties of a system of a given complexity. These results then allow a discussion of the current
limitations on the time resolution of single-molecule experiments and how the resolution can be
improved.

Although Onsager’s regression hypothesis in its broadest form applies to all measures of a
system’s dynamics, attention has focused almost entirely on the linear-correlation function. For a

time series of noisy data D(7), this function is
My, [D)(7) =(D(0)D(O)) ()

It is fundamental to fluorescence-correlation spectroscopy®’ and is often used in single-molecule

%1417 The effects of detector noise are limited to 7 = 0. As a result, the time

spectroscopy.
resolution is limited only by the detector-response time and is higher than in any other analysis
method. However, in general, this function alone carries limited information on the system’s
properties, and attention has shifted away from linear-correlation analysis of single-molecule data.

However, the linear-correlation function is only the lowest member of a large set of high-order

correlation functions,
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This set contains all the information available in the time series. However, learning which
functions provide what information and developing effective methods for extracting that
information are ongoing projects. One-dimensional (N = 1) correlation functions up to £ + /=4

18,19

have been used in FCS experiments. The multidimensional members of the set—those

functions with more than one time delay r,—are important when there are dynamical coordinates
that are not distinguished by the observable D(¢), that is, when there are hidden coordinates.?*-*!
Both two-dimensional (2D, N = 2) and three-dimensional (3D, N = 3) correlation functions have

been applied to both noise-free, computer simulations?*%

and to noisy, single-molecule and FCS
data.?*3! For simplicity, this paper will focus on systems without hidden coordinates and not
requiring multidimensional-correlation functions. However, the methods developed here can be
extended to these more complex cases (see Paper 11%).

Experiments produce data D(f) that consist of an underlying, noise-free signal S(7) with the
addition of noise. Paper 1!* showed that detector noise creates strong effects in high-order

correlation functions that are not present in the linear correlation, so it is not possible to use Eq.



(2) on experimental data without noise correction. However, computer simulations have direct
access to a noise-free signal S(f). Looking at them has shown how the high-order correlation
functions can be used, once the noise is corrected.?**? In a system without hidden coordinates, it
1s sufficient to look at the subset of 1D, but nonlinear, correlation functions. Different nonlinear
functions of the signal can be used,*® but here, we focus on powers, yielding the moment-

correlation functions,
M) = (5@ S0 ). ®)

The overall order of the correlation function is » = k + [. These functions can be transformed into

the equilibrium-probability distribution P.,(S) of the signal S, and the 1D Green’s function

eq
G(S; | Sp; t), which is the conditional probab(;lity of observing §; at time #; = f, + 7, if S occurs at
time 7). These two quantities fully define the properties of the system: its state space is defined
by Pcy(S), and its dynamics within that space are specified by G(S | Sp; 7). This approach has been
used to successfully analyze noise-free time series from computer simulations.?*-?

To include experimental data in this approach, Paper 1 introduced a simple noise-correction
procedure for high-order correlation functions and detailed its behavior with additive noise.!* In
this procedure, noise and signal are distinguished by the difference between their correlation times:
detector-noise correlation decays rapidly compared to signal correlation. Full recovery of the
system’s properties from the set of noise-corrected, nonlinear-correlation functions was
demonstrated. With an infinite amount of data, the system’s properties could be recovered for any
signal-to-noise ratio. In reality, property recovery from a finite dataset is limited by sampling
error. Relationships describing the required data quality: the signal-to-noise ratio, the length of
time series and the number of series; were derived for additive noise. High noise levels can be
compensated by collecting more and longer series, until one reaches a “floor” in the signal-to-
noise ratio of about one half. The need to bin the time series to reach this floor sets the effective
time resolution of the experiment. For high noise levels, it can greatly exceed the time resolution
of the detector.

This correlation approach can be contrasted with more established methods of single-molecule
analysis.>**® Many of the most popular methods are fully parametric: complete models of the
system and the noise are proposed, and the unknown parameters of the model are fit to the data.’”

31 Procedures for continuous’’?°

or discrete state spaces differ. For example, hidden Markov
models are confined to discrete-state systems.*>! In contrast, correlation methods are agnostic
about whether the states are continuous, discrete, or a mixture of the two. (The method is initially
continuous but can be reduced to discrete states later, if the data support that interpretation. See

Figs. 6 and 13 below.)



Parametric methods also face the problems of model generation and model selection. If the
correct model for the system is not known a priori, multiple models must be proposed and fit, and
then, the “best” model must be selected. Knowing whether the diversity of proposed models is
sufficiently large, deciding which is the best, and determining the uniqueness of the results are all
challenges. Bayesian nonparametric methods automate the generation and selection of models

using statistically motivated criteria.”>">

In contrast, correlation methods can be fully
nonparametric, and modelling can be postponed until after the data are analyzed.

Another set of existing methods are based on explicitly extracting the noise-free signal series
S(fy—often called the ideal trajectory—from the noisy data series D(#). With the ideal trajectory
in hand, analysis is easier. The 1D histogram of S(7) gives Pe(S),"*>** and a 2D histogram gives
G(S]|So; 7). In the case of discrete-state systems, the time series can be reduced to a sequence of
derived quantities: dwell times, transitions times, or more general events.>> Parametric modeling
or nonparametric statistics can then be applied to these derived quantities, rather than to raw
intensities, as in the correlation approach. For example, dwell-time histograms are analogous to
the linear intensity correlations [Eq. (1)].!*%® High-order statistics of derived quantities, such as

5,67 68,69

2D dwell-time histograms,>”’ constrained dwell-time correlation functions®>" or event-averaged

correlation functions,’®”* have the same goals as the high-order intensity correlations defined in
Eq. (2).

However, extracting the ideal trajectory from noisy data is problematic in practice. The
simplest and most general method of noise reduction is binning in time along the time series.’*7°
The method requires no model, but dramatically reduces the time resolution when the signal-to-
noise ratio is low. Improvements are possible by restricting the solution space to certain classes
of model. For example, if solutions are confined to a small number of states undergoing sudden

transitions, thresholding,”””® filtering,” change-point detection,®*-> 8690 ¢

or machine learning an
yield an ideal trajectory. Determining the correct number of states remains challenging.

In addition, the ideal trajectory S(7) is problematic in concept. Knowledge of the state of a
specific molecule at a specific time cannot be improved by collecting more data at other times or
from other molecules: in practice, it is not a statistically consistent quantity. Insisting that S(7) be
known accurately places unnecessary demands on the signal-to-noise ratio. However, the ideal
trajectory is never the ultimate goal of an analysis; only its statistical properties are important.
Correlation methods bypass any explicit determination of the ideal trajectory, allowing noisier data
to be used and improving the time resolution.

Another idea currently popular in single-molecule analysis is forgoing an ensemble average
over multiple molecules, for example, by calculating single-molecule correlation functions or
single-molecule diffusion constants. The limited amount of data available for one molecule can

leave large sampling error in the results.”'®® However, any system that has reached equilibrium



or a stable steady state by the start of the experiment is ergodic. An average over both time and
molecules is possible and is implied by the angular brackets (...) in our correlation functions.
Similarly, parametric methods often pool the results from many molecules.”® However, some
investigators have argued that ensemble averaging is antithetical to single-molecule
experiments.”*® Many of their concerns are addressed by recognizing that (ensemble-averaged)
multidimensional-correlation functions contain information about heterogeneity within the
ensemble.20-2227-231 The ability to remove noise by correlation methods without seeking an ideal
trajectory also alleviates concerns about the loss of information when multiple times series are
directly averaged. The correlation methods described here allow free ensemble averaging. As a
result, the measurement of many molecules can compensate for the finite lifetime of any one
molecule.

Paper 1"

demonstrated the potential of correlation analysis when the noise is additive.
However, single-molecule spectroscopy is subject to photon noise, which is more complex, and
those complexities are addressed in this paper. At high signal levels, the noise is Gaussian, but the
width of the Gaussian depends on the signal level: there is noise—signal correlation. At low signal
levels, the noise also becomes non-Gaussian and quantized. In photon counting, the data become
biased at high count rates. Section II describes a model for each of these types of noise and a
model system with which to test the proposed methods.

Section III examines photon noise. It first (Sec. II1.A) uses simulated data to demonstrate that
neither noise—signal correlation nor non-Gaussian noise nor quantization significantly degrades
correlation analysis relative to additive noise. It then (Sec. II1.B) analyses the data quality needed
for a successful property recovery with photon noise. It shows that a floor to the signal level exists
at a count rate of about 4 count per time bin, analogous to what was seen for additive noise in
Paper 1.1

Single-molecule data are often collected by photon counting, leading to binary (Bernoulli)
signals. For linear-correlation functions, no change in methodology is needed, and the
experimental time resolution can match the detector time resolution.”!>!” Parametric methods
have also been developed specifically for this “photon-by-photon” data, although the time

-38.4042.43.47.55-58.100 - Gection IV looks at this problem for nonlinear-

resolution is not as high.?*
correlation functions. In Sec. IV.A, we identify the amount of time binning needed and the time
resolution achievable in the typical case of low count rates and low bias.

However, general concepts argue that a time series will contain the most information at high
count rates and high bias. It is difficult to directly correct for bias in photon-by-photon data, but
Sec. IV.B shows that it is easy to correct the results of a correlation analysis. This ability opens

up the analyzing data with high signal intensities and, therefore, high time resolution.



The fundamental limits to the time resolution in single-molecule spectroscopy remains an
important issue.!’! In many single-molecule experiments, the time resolution is limited to = 1 ms.
However, the time resolution of photon-counting detectors can be orders of magnitude lower, 25
ns or less.!%1% One goal of improved noise removal is to reduce the effective time resolution.
Section V discusses this issue in light of the results of this paper. As an illustration, it presents a
scenario in which the time resolution is submicrosecond and discusses the conditions needed to

extend the current limits on time resolution.

. MODELING DETECTOR NOISE IN EQUILIBRIUM-FLUCTUATION
MEASUREMENTS
We assume that a molecule or other emitter is at equilibrium or in a stable steady state. Its
quantum yield X(7) is the observable of interest, and it varies stochastically with time 7. The
observable’s statistics are defined by its joint-probability distribution P(X;, X;; ), the probability
of observing X, at time 7, and then X at time #; = ¢, + 7. This quantity can be split into two parts,

P(X), X07) = G(X, | X 0)FP (X)), 4)

with the static properties defined by the equilibrium distribution P.(X,), and the dynamics defined
by the conditional probability or Green’s function G(X; | Xj; 7). In our examples, these dynamics
will be Markovian (that is, no coordinates other than the quantum yield affect the dynamics), but
Markovian dynamics are not required. Similarly, discrete-state examples of P (X;) will be
presented, but continuous distributions can be treated in the same manner.

The molecule is excited with a constant light flux /... The emitted photons are collected with

an experimental sensitivity,

SO :QI;XGabs i (5)
Wex

where the fraction of emitted photons collected and detected is Q, the absorption cross-section is

o, and the excitation frequency is w,,. A noise-free detector would give a signal
S(0)=8°(X(0)+B). (6)

with a background contribution B from the sample.

A real detector generates data D(#)) that include noise
D(t ;) ~ Noise( D| S(t j)) , (7)

where ~ indicates a random selection from the conditional-probability distribution Noise(D |S).

The data are generated at discrete time points 7, which are separated by the time resolution of the



detector, 7;; = #;; — #;. This time includes any dead time and temporal cross-talk in the detector. It

must be long enough that the noise is uncorrelated in time, that is

E(D(1+T5)mD(t)") :E(D(1+Tg)m)E(D(t)"), ®)

where E(...) is the expectation value over many hypothetical datasets. In addition, we assume that

the signal correlation decays slowly relative to the noise correlation, that is,
E(S(nTg)S(O))zE(SZ) )

for n not too large. This “fast-noise/slow-signal” assumption is the primary basis for noise
removal.

The noise is characterized by its first two moments. If the detector is linear, the noise is
unbiased, and

E(D|S)=S, (10)

or using the law of total expectation,

E(D) = E(S). (11)

In this case, the magnitude of the noise o, can be measured by its variance for a given signal level,
averaged over all the signal levels in the data,

Gi = E(Var(D | S))
= Var(D)—- Var(S), (12)

where Var(...) is the variance over many hypothetical datasets. The last line follows from the law
of total variance. It is more useful to measure the noise’s magnitude relative to the average signal
level, giving the signal-to-noise ratio,

SNR:@. (13)

O

A simple and common method to decrease the noise is to average the data over NV, time bins,

1 j+Nb
D(t;,Ny)=— > D(t,). (14)
Ny i
The experimental noise is reduced to

1/2



Both S(7) and D(7) are defined to have units of photons/s, so their magnitudes are independent of
time binning. The signal-to-noise ratio increases with binning, but the experimental time
resolution 7, is reduced, 7, = Ny, 1.

In general, knowing the noise distribution requires detailed characterization of a specific

detector.!9%1%7 Qur preceding paper considered additive noise,'® for which

Noise(D|S)=P.(D-S). (16)

where P.(¢) is an unconditioned noise distribution. Additive noise is typical of electronic
amplifiers. It has three properties that make it simple. First, additive noise is unbiased [Eq. (10)
]. Second, the signal dynamics and the noise generation are independent processes. In particular,

the variance of the data is independent of the signal size,
Var(D(1,N, | 5))= Nyo, . (17)

The signal-to-noise ratio simplifies to

SNR :M. (18)

O,

Lastly, additive noise is effectively continuous. Although real detectors digitize the data to discreet
values, this effect is minor compared to o,.
In general, the additive-noise distribution can have a variety of forms. For the examples

presented here, Gaussian noise will be used,

Gaussian(X) = ! exp —X—z (19)
N27o . 20 5
and
Noise(D | §) = Gaussian(D — ) (20)

An equivalent definition of additive noise is that
D(tj):S(tj)Jrg(tj), (21)
where &(#)) is a second stochastic process with a distribution Pe(e),

£(t)~P(¢=D-S), (22)

which is independent of the signal. The lack of bias [Eq. (11)] implies that P.(¢) has a zero mean.

The independence of signal and noise processes implies that

E(s(r)k S(O)l) _ EGEEST. (23)
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In particular, the noise magnitude o, is the standard deviation of P.(¢) [compare to Eq. (17)].
Although Eqgs. (21) and (22) are more familiar ways to describe additive noise, Eqs. (7) and (16)
are easier to generalize.

This paper will look at noise with more complex features: signal-correlated noise, quantized
noise, and biased noise. Light detection is subject not only to noise from detector imperfections,
but also to noise from the quantized nature of light. Photon noise occurs when this latter source is
important. If the average number of collected photons in a time bin is N, the number of photons
actually detected N, follows a Poisson distribution,!*®

=  Arivet

— -N, N,
Poisson(N [N ) =e N“C—t; N =0,1,....

54>
| ct

24)

For photon noise, there are two, alternative descriptions of the data and signal, either as
intensities () and S(4), which have units of photons per second and binning-independent
magnitudes, or as count levels Ny(#;) and ]Vct(tj), which are unitless (photons per bin) and have

binning-dependent magnitudes. These two descriptions are related by
Ny (t;)=N,T.D(1))
N (t;)=N,I,5(t;) . (25)

In terms of intensities, the noise is defined by

Noise(D | §) =Poisson(N, I .D|N,T.S). (26)

A special property of Poisson noise is that the sum of Poisson variables is also a Poisson variable.
Upon binning, the shape of the distribution changes, but the form does not.'®® As a result, N, does
not appear as an independent variable in Eq. (26) [contrast Eq. (33) below].

Similar to additive noise, photon noise is unbiased [Eq. (10)]. Unlike additive noise, photon

noise is correlated to the signal level. However, the correlation is simple to describe,

S
N, T,

&

Var(D(t,N, |S))= (27)

[compare to Eq. (17)]. These two properties make it possible to calculate the average noise

magnitude, o, = ((D)/NpT, 8)1/ 2 and the average signal-to-noise ratio,

SNR =[N, T, (DY = (N)"°. (28)

[compare to Eq. (18)]. Because the signal-to-noise ratio is well defined for both additive and

photon noise, it is the best basis for comparing them.
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Photon noise also differs from additive noise in that it is quantized: N is limited to integers
[Eq. (24)]. However, the effects of noise—signal correlation and quantization are distinguishable.
The effects of quantization disappear for (V) >> 1 or SNR >> 1, whereas the effects of correlation
remain at all signal levels.

In the linear photon detector just discussed, there is no upper limit to the number of photons
that can be detected in one time bin. Current-detected photomultipliers, photodiodes, and
photodiode arrays approximate this ideal. However, the highest sensitivity and time resolution
and the lowest background are achieved by photon-counting detectors, such as avalanche
photodiodes. In photon counting, any number of photons within the detector-time bin creates the
same result. This behavior is idealized as Bernoulli noise,'®®

. =0 e_N:t : Ny =0
Bernoulli( N, | N ) = , (29)

1—eM N =1

> ct

in which only the absence (N, = 0) or the presence of one or more photons (N = 1) is registered.
The true distribution of photons is assumed to be Poisson, and the true, average number of photons

in an detector-time bin is NS. The unbinned data are generated by

Noise(D | §) = Bernoulli( 7, D| 7, S(; )) . (30)
As with photon noise, it is correlated and quantized. However, the data are now biased,

E(D|S):Ti(1—e‘TES) 31)

&

[compare to Eq. (10)]. As aresult, neither o, nor SNR are useful measures of the noise magnitude.
The unbinned count level N3 is more important.
Unlike additive or photon noise, the statistics of photon counting change upon time binning.

The Bernoulli distribution becomes a binomial distribution,

_ Ny NNy [ —w )
Binomial(th|N;,Nb):(ije e (l—e j

ct

(32)

N, =01,...,N,

ct
In terms of intensities,
Noise(D | S, N},) = Binomial( N, 7,D | 7,S(1). N, ) . (33)

The detector-time counts N$ and the extent of binning N}, are independently relevant, not just their
product [contrast with Eq. (24)].
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One way to avoid the complications of photon-counting noise is to operate in the quasi-
Poisson limit: the detector-count rate must be low N3 = 7,.S « 1, and the time binning must be
extensive, N = NpNQ = 1. In this limit, the noise approaches a Poisson distribution,

lim  Binomial(N, | Ng,N,)="Poisson(N, | N,N_). (34)
Ng =0
]V;N , = const
The noise becomes unbiased, it can be described by a signal-to-noise ratio [Eq. (28)], and the
detector is linear. These desirable properties come at the expense of an experimental time

resolution much greater than the detector time resolution.
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FIG. 1. Synthetic data were generated from this model system. The equilibrium
probabilities of the states versus their quantum yields are shown as black bars (left scale),
along with their state-to-state transition rates (blue arrows). The cumulative-
distribution function is shown as a dashed, red curve (right scale).

To compare these different types of noise, ideal-signal time series S(7) were generated from a
model system, and then different types of noise were added to them to create data time series D(7).
The model is the same one used in our preceding paper on additive noise,'* except the observed
property X is now explicitly a quantum yield. The model (Fig. 1) consists of three, discrete states
with equilibrium probabilities P., = {5/12, 1/4, 1/3} and corresponding quantum yields X = {0,
0.5, 1.0}. The cumulative probability,

Fe(X)=] OX Py(X)dX' (35)

is also shown.

The kinetics are ultimately defined by the state-to-state rates k;;. However, with the population
ratios already set, we only need to define the equilibration times, (k;; + kﬁ)_l. Being a simulation,
all the rates can be uniformly scaled to any relevant time scale. However, we will quote specific

times to help visualize the results. The low- and medium-quantum-yield states exchange rapidly
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with a fast-equilibration time of 7y= (k5 + kzl)‘l =1 ms. The medium- and high-quantum-yield
states exchange with a slow-equilibration time 7, = (ky3 + k32)_1 = 100 ms. As the slowest
relaxation in the system, it is also the ergodic time. There are no direct transitions between the
low- and high-quantum-yield states, (k3 + k31)_1 = 0. In the initial simulations, the detector time
resolution will be 7, = 10 us.

The length of a single series will be 77. The correlation functions use an ergodic average (...),
one that allows both averaging over the 77/ 7, time points from one molecule and ensemble
averaging over multiple series from N, different molecules. The overall dataset size is N, =
N, 17/ T, data points.

The initial simulations will have one series (N,, = 1 molecule) and a length of 77 = 1000 s,
resulting in N, = 108 data points. This large size has the pedagogic advantage that we can see the
effects of clearly separated fast and slow dynamics. At the same time, the effects of detector noise
dominate, and the errors in sampling the slow dynamics and in resolving the fast dynamics

remaining secondary. An example of a smaller dataset will be given in Sec. V.A.

. 1
430 407.432 407.434 407.430 407.432 407.434

N
S
B

~
T

Data D/ S° or Signal S/ S°

N

0
1 1
407430 407432 407434 406480  406.482  406.484
Time 7 (s) Time 7 (s)

FIG. 2. Examples of time series with different types of noise: noisy data (black points)
and the underlying, noise-free signal (red points). All series have a time bin of 10 us.
Left column: Medium-intensity signal, $°=0.1 us™!. Right column: High-intensity signal,
§°=1ust. (a) Medium-intensity signal with Gaussian—additive noise (g, = S°, SNR =
0.58, from Paper 1%). (b) High-intensity signal with photon noise (N =5.83, SNR = 2.41).
(c) Medium-intensity signal with photon noise (N = 0.583, SNR = 0.76). (d) High-
intensity signal with photon-counting noise (N3 = 0.0583 binned by N, = 100, SNR = 2.4).
See Table S1 in the supplementary material for details of the datasets.

Figure 2 shows samples of data with different types of noise. In each case, the noise-free

signal is shown in red, and the noisy data are shown in black. [Figs. 2(a)— 2(c) use the same signal
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time series; Fig. 2(d) uses a separately generated series.] The data in Fig. 2(a) have Gaussian—
additive noise with a low signal-to-noise ratio, SNR = 0.583 (o, = 5° = 0.1 ,us_l). These data were
extensively analyzed in Paper 1'° and serve as a reference.

Figure 2(b) shows the effects of correlated noise. The signal was increased 10-fold (S° = 1
,us_1 or (S) = 583 count/ms) to reduce quantization, and photon noise [Eq. (26)] was added. The
noise for the high-quantum-yield states is noticeably higher than for the low-quantum-yield states.
Figure 2(c) adds quantization effects. As in Fig. 2(b), the data has photon noise, but the signal
level has been dropped (S° =0.1 ,us_1 or (S) = 58.3 count/ms), until the signal-to-noise ratio (SNR
= 0.764) is comparable to the additive example in Fig. 2(a). The quantization gaps are now
comparable to the overall spread due to noise. The noise distribution also develops noticeable
skewing toward high counts, especially when the signal is low.

Figure 2(d) shows an example of photon-counting noise just outside the quasi-Poisson limit.
Data from a photon-counting detector with a time resolution of 7, = 0.1 us has been binned to 10
us (Np = 100). A high signal level, the same as in Fig. 2(b) (S° =1 us ™! or (S) = 583 count/ms),
creates bias, in addition to noise—signal correlation and noise quantization. The small bias is
discernable as a slight deficiency in the number of high values while in the high-quantum-yield

state.

lll. CORRECTING PHOTON NOISE

A. Recovering the system’s properties

In the absence of detector noise, the properties of a system are easily extracted from a time
series of its fluctuations at equilibrium S(7) using histograms. The equilibrium distribution is well
approximated by a 1D histogram of the series, and the Green’s function can be approximated by a
2D histograms of values separated by specific times. We start with an alternative approach that is
initially more complex. However, it will become more useful when noise is introduced.

We define a set of moment-correlation functions,>?
kool
M 810 =5 50)). (36)

which are written as functionals of the time series S(7). They can be regarded as raw, bivariate

moments of P(S), Sp; 7). The univariate moments of Pey(Sp),

1 [S] :<S"> = M [S)0);, n=k+l, 37)



15

can be measured as the zero-delay points of the moment-correlation functions of the same overall

order n. These moments are sufficient to find P (So) (Paper 1'%). After this distribution is found,

the moment-correlation functions [Eq. (36)] are sufficient to find G(S| | Sy; 7).>*
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FIG. 3. Effect of noise and noise correction on moment-correlation functions. Top row:

Medium-intensity signal and Gaussian—additive noise. Middle row: High-intensity

signal and photon noise. Bottom row: Medium-intensity signal and photon noise. Black,

solid curves: from noise-free signal AMjy[S](z). Green, dashed curves: from noisy data

without noise correction AMy[D](r). They have been reduced by the factors given within

the figures to bring them onto the vertical scale. Their time-zero points (green circles)

are still off-scale. The circles are labeled with their vertical value (after division). Red

crosses: from noisy data with noise correction AMy[D](7).

Figure 3 shows examples of noise-free correlation functions calculated from S(7) (black

curves, identical for all three rows). Because these functions do not decay to zero, we plot

AMj(t) = Myy(t) — My(0). The lowest non-trivial, moment-correlation function M, ;[S](7) is the

standard, linear-correlation function and is shown in the left-hand column. By itself, it does not

have enough information to recover the Green’s function. Higher orders add the required
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information. The number of orders needed for a successful recovery increases with the complexity
of the system (Paper 1'%). Orders up to those of the center column, n = 8, are sufficient for a system
of three discrete states. With four discrete states, orders at least up to those of the right-hand
column, n» = 13, are needed.

In the presence of strong noise, neither histogramming nor uncorrected moment-correlation
functions work well. The green, dashed curves in Fig. 3 show the effects of strong Gaussian noise
[top row of Fig. 3, also see Fig. 2(a)], moderate photon noise [middle row of Fig. 3, also see Fig.
2(b)] and strong photon noise [bottom row of Fig. 3, also see Fig. 2(c)] on the moment-correlation
functions. Because detector noise is uncorrelated between different time points, the noise only
affects the 7 = 0 point of the linear-correlation function, regardless of the nature of the noise (Fig.
3, left-hand column). As a result, the linear-correlation function has very good time resolution,

%1417 However, noise more strongly affects higher-order correlation

even with noisy data.
functions, so much so that the green, dashed curves must be rescaled to remain on the plots in the
center and right-hand columns of Fig. 3. Histogramming these data fails just as dramatically
(Paper 1'%). Some type of noise correction is needed to recover the system’s properties.

Both the signal and the noise are stochastic processes. The fundamental feature that
distinguishes between them is their correlation time; the noise has a short correlation time, and the
signal has a long one. To exploit this difference, primed powers of the data are defined by using

values separated by the noise-correlation time 7,

D@ =D ((k-DT, +1)...D(T, +1)D(1). (38)
The primed powers are then used to define the noise-corrected, moment-correlation functions,
My[D)(z) = <D(r +17,)* D(0)’ > ~ M ,[S1(r), (39)
and moments,
D1=(D" V= 51 (40)

These definitions extend the noise rejection of the linear-correlation function to the nonlinear case.
If the fastest signal-correlation time is still long compared to n7, the noise-corrected results from
the data will closely approximate those from the noise-free signal. These values can then be used
to recover both the equilibrium distribution and Green’s function.

13 and is

The practicality of this approach was demonstrated for additive noise in Paper
summarized by the top row of Fig. 3, which shows noise-corrected correlation functions for

Gaussian—additive noise (red crosses). The agreement with the noise-free (black curves) result is
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excellent, even at high orders. The accuracy of the noise-corrected moments can be judged from
the 7= 0 points.

The current question is whether the performance of this method degrades for photon noise.
The middle row of Fig. 3 shows high-signal, photon-noise data, which is affected by noise—signal
correlation [see Fig. 2(b)]. The bottom row shows low-signal, photon-noise data [see Fig. 2(c)],
which is also affected by quantization. In both cases, Eq. (39) continues to accurately correct noise
effects of many orders of magnitude, just as it did for additive noise.

However, close examination of Fig. 3 shows that the noise-correction is not perfect, especially
at the highest orders. There is residual error due to imperfect sampling, despite the large amount
of data used. Comparing the Gaussian—additive and the low-signal, photon-noise cases [Fig. 3(c)
and 3(1)], which have similar signal-to-noise ratios, the photon noise leaves somewhat higher
sampling error. The cause of this effect will be discussed below, but we first check to see whether
it creates a problem in recovering the system’s properties.

We first focus on recovering the equilibrium distribution and briefly review the methods that

were developed in Paper 1.3

A sequence of noise-corrected moments, p'[D] = {x,[D]} for n =
1 to Ny, are calculated from the noisy data using Eqgs. (38) and (40). A vector of Np evenly spaced
points is taken along the signal axis, S = {S;} from §;= Sy;, t0 Snp = Spax,- The recovered
equilibrium distribution is given by the vector of values at these points, P,(S) = {P,(S;)}. These

quantities satisfy the equation,
n[D]=V(S)-P.(8), (41)

where the Vandermonde matrix V(S) is defined by!!°

S S Sy SNP
2 2 2 2
S S Sy ... 8
ve)=| o= ! 2 TN (42)
N
g # N, N, N,
S, S, 0 SNP

The problem is to invert Eq. (41) to find P,(S) from p'[D]. As with many inverse problems, this
one is underdetermined and ill-conditioned.!'! As a result, an infinite number of very different
functions solve the problem exactly.

Moreover, due to the sampling error in p'[D], even the correct solution should not solve Eq.

(41) exactly. Rather, the solution error,

N,

2 1
Z(Pr) _N Zli

(43)

1,[D]

(V-B,) u;[D]T
u n=l1 ’
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should have a nonzero value equal to the (unknown) size of the sampling error. If y is too small,
the solution is “fitting the error” instead of giving a more accurate result.

In such cases, “regularizing” conditions are chosen to select from among the possible
solutions.'''"''* In our case, the constrained minimization,

. 2
min| £(P,)7 + AR (P,) +aRy (P, P |
Np
subjectto > P, =1
i=1
and P >0; i=1...,Np, (44)

expresses our choices. The first constraint requires that zy[P,] = 1, that is, the solution must have
unit area. The second constraint requires the probability distribution to be positive everywhere.
Because we are dealing with quantum yields, we also set S,;,, = 0, implying that the probability of
a negative signal is zero. The maximum possible signal S, 1s less obvious. However, by
checking that the recovered probability reaches zero before this point, we can verify that our choice
was sufficiently large, after the fact.

The conditions so far reject many mathematically good solutions by using physical
requirements that are nearly certain. The regularizing functions, &,(P,) and R,(P,, P,), impose
requirements that are also grounded in physical expectations, but that are more subjective. The
main constraint is to favor a smoother solution over a jagged, noisier one. Such smoothing
regularizers also favor solutions with broader peaks over ones with narrow peaks. Paper 1'3 found
that

Rl(Pr)zﬁ"D-Pr" g (45)

where

, (46)

works well as a smoothing regularizer in this problem. This function approximates the average
first derivative of the distribution and is a standard choice.!'®!!! The magnitude of the regularizing
parameter f reflects the importance given to smoothness relative to the importance of matching
the data.

The sparsity regularizer,
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Rz(Pr’Psp) - Z Pr,i ’ (47)
Pr,i<Psp

discriminates against low probability areas, specifically probabilities below P, and pushes them

sp>
toward zero. It is justified by the expectation that data are poor at distinguishing between zero and
low probability and that it is better not to infer probability where it may not exist. Its effects are to
remove baseline noise and low-level background to narrow the wings of peaks and to reduce
interpeak intensities (Paper 1!%). In the examples in this paper, this regularizer will not be needed,
but it is included for generality.

These regularizing functions should not push the solution outside the data’s error range.
Unfortunately, the correct error level is not known. A more useful measure is y/ y,,;,, the ratio of
the error of a fully regularized solution y, to one based on only high-confidence constraints y,;, (&
= =0). The set of solutions with y/y, ., only modestly larger than one defines the “error bars”
of the result.

Finally, we must choose the number of moments to use N,. On one hand, the error in the
moments increases exponentially with the order of the moment.!* Including moments beyond
some number Ny,

quality of the data. On the other hand, there is a minimum number of moments that are needed to

will degrade the quality of the solution. The value of N,

M,max

depends on the

for an adequate recovery, N, This number increases with the complexity of the system and

min-

serves as a useful quantification of a system’s complexity. As shown in Paper 1,'* for two discrete

states, N, min = 4-5; for three, N, i, = 7-8; and for four, N, i, = 16. For good quality data, N,y
> Ny min> and nearly the same result is found for N, anywhere between these limits. For poor

quality data, N, 0 < Ny min, the solution changes erratically with N, and a good recovery is not
possible.

Do these methods work as well on photon noise as they did on additive noise? Given the good
noise correction seen in Fig. 3(f), we expect them to, at least when the signal is high and
noise—signal correlation is the only new issue. Figure 4 shows the equilibrium distribution (solid,
black curve) recovered from the high-intensity, photon-noise dataset [see Fig. 2(b)]. The peaks
are sufficiently narrow to show that the system consists of three, distinct states. There are error
ranges on the state positions, which are expressed as peak widths. The widths vary across the
signal range. Not surprisingly, the high-signal state, from which the most photons are collected,
has the most precise position.

Comparing the cumulative probabilities of the original model (dashed, red curve) and of the
recovered distribution (solid, red curve) shows that the peak positions and areas are accurately
recovered. Note that the recovered signal differs from the absolute quantum yield by two factors

that are generally unknown experimentally: the instrumental sensitivity S° and the background
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level B [see Eq. (6)]. Figure 4 and subsequent figures correct for the sensitivity. However, they
leave in the background as a reminder that it is not part of the noise correction and must be
corrected with additional measurements on a blank sample. A large number of moments are
accurate: N, = 15 were used in Fig. 4 and many more can be used, N, 0 > 15. This results reflects
the relatively high signal-to-noise ratio of these data (SNR = 2.4). Overall, the methods of Paper

1'3 can be used on signal-correlated noise without modification.

10

Probability
Density Pg
(8]
Cumulative
Probability F'g

0.0 0.5 1.0
Signal S/ 8°

FIG. 4. A state space recovered from data with noise-signal correlation [high-intensity,
photon-noise dataset, see Fig. 2(b)]. The equilibrium distribution (black, solid curve)
and cumulative probability (red, solid curve) are shown. The correct cumulative
probability is shown as the red, dashed curve. See Table S2 in the supplementary
material for the regularization conditions.

The effect of noise quantization is introduced in Fig. 5. It compares results from the medium-
intensity, photon-noise data to those from the additive-noise data. These datasets have similar
signal-to-noise ratios (SNR = 0.76 and 0.58, respectively), which allows a more direct comparison
of noise types. Figure 5(a) compares the distributions; Fig. 5(b) shows the corresponding
cumulative probabilities. The true results are also shown in black. Almost identical distributions
are recovered with either type of noise, and these distributions agree well with the system’s true
properties. No change in methods is needed for quantized noise.

However, there is a discernable, quantitative difference in the results. For additive noise,
nearly identical results were found over the range N, = 8—13, whereas the results for photon noise
are only unchanging for N, = 8-10. That is, N, n,x = 13 accurate moments are extracted with
additive noise, but only N, 1, = 10 accurate moments with photon noise. Fortunately, this number
is higher than the minimum for three states, N, i, =78, and a good recovery is still possible (Fig.
5). However to achieve an entirely identical recovery, photon noise requires somewhat higher

quality data than Gaussian—additive noise does. This result is consistent with the earlier
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observation of higher sampling error in Fig. 2(f) versus Fig. 2(c). Thus, the demands for data

quality with photon noise are higher than with additive noise, but only slightly higher.
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FIG. 5. Comparison of state distributions recovered from data with additive versus
photon noise [see Figs. 2(a) and 2(c), respectively]. Equilibrium distributions (a) and
cumulative probabilities (b) recovered from medium-intensity data with photon noise
using N, = 10 moments (red, dashed curves) or with Gaussian—additive noise using N, =
13 moments (blue, thin curves). These datasets have similar signal-to-noise ratios (SNR
=0.76 or 0.58, respectively). The correct values are shown as solid, black bars in (a) or as
the solid, black curve in (b).

We now turn to recovering the system’s dynamics. The sampling error in the first point of
the moment-correlation functions reflects the error along the entire correlation function (Fig. 3).
Thus, we expect that the ability to recover equilibrium distributions will extend to the recovery of
kinetics as well. A general discussion of this process is in Refs. 23,32,33; the specifics used here
are described in the supplementary material, Sec. SI. We use the photon-noise data used in Fig. 5
and shown in Fig. 2(c).

The recovery of kinetics is simplified by ignoring the linewidths in the recovered distributions.
Thus, the distribution is reduced to three discrete states. In the simplified calculation, only three
moment-correlation functions are used: M;;[D](t), M;,[D](t) = M3,[D](t) and M;,[D](7).
(Higher moment functions would be useful if we wanted to look for dynamics within the

linewidths.) By itself, the linear-correlation function M7 ;[D](7) identifies two time constants
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[Fig. 3(g)], but it cannot assign them to specific state-to-state transitions. The two, additional
correlation functions are sufficient to resolve this ambiguity.

Results are shown in Fig. 6. The correlation function is first converted to the Green’s function,
which is more easily plotted as the joint probability [Eq. (4), Figs. 6(a)-6(e)]. This function is
symmetric in the two signals, S, and S;. At 7= 0, this probability is diagonal, with the equilibrium
distribution along the diagonal [Fig. 6(a)]. By 7= 1.1 ms, a cross peak between the two low-signal
peaks is clearly visible [Fig. 6(b)], and it continues to grow to its full height by 7 = 10 ms [Fig.
6(c)]. This peak indicates that the fast component of the autocorrelation is due to transitions
between the two low-signal states. Additional cross peaks between the high-signal state and the
pair of low-signal states are visible at =100 ms [Fig. 6(d)] and reach their full heightby r=1.1s
[Fig. 6(e)]. The timing of this peak growth shows that the slow component of the autocorrelation
is due to transitions in and out of the highest-signal state. The fact that the system reaches
equilibrium within the measurement time can be verified by the fact that the long time value of the

joint probability is the cross product of the equilibrium distribution.

(@ 7=0 (b) 7=1.1ms e (c)r=10ms os (d) 7= 100 ms
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FIG. 6. Kinetics recovered from the noise-corrected, moment-correlation functions [Fig.
3(g)-3(1)]: (a)-(e) The joint-probability distribution P(S1, Sp; 7). (f)—(h) The eigenstates
Ri(S) normalized to a mean-squared amplitude of one. (i) The corresponding
eigendecays Ej(r) (points). The eigendecays are fit with single exponentials (solid
curves, Ty = 0.99 ms from Ep5, Ter = 160 ms from Ej;). The cross-decays are zero

(supplementary material, Fig. S2).

It is possible to further reduce the joint probability to eigenstates and eigendecays [Figs. 6(f)—
6(i)]. Number the states from O for the lowest-signal state to 2 for the highest-signal state. In
terms of discrete-state labels, P;(7) is a real, symmetric matrix and can be diagonalized at any
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single delay time. Applying the same transformation at all times gives the matrix (7). If this
matrix remains diagonal at all times, the system has right eigenstates R;(S). The diagonals £;;(7)
are the eigendecays, and the eigenstates are extracted from the diagonalizing matrix.

In our example, diagonalizing at 7 = 10 ms makes the off-diagonal decays zero at all times
(supplementary material, Fig. S2), so eigenstates and eigendecays can be found. One eigendecay
E( o(7) 1s constant [Fig. 6(1)], and its associated eigenstate R((S) is proportional to the equilibrium
distribution [Fig. 6(f)]. The fast eigendecay £, 5(t) [Fig. 6(i)] corresponds to the fast component
of the autocorrelation function [Fig. 3(g)]. Its eigenstate R,(S) involves only exchange between
the two low-signal states [Fig. 6(h)]. The intermediate eigendecay £ j(7) [Fig. 6(i)] corresponds
to the slow component of the autocorrelation [Fig. 3(g)]. Its eigenstate R;(S) shows that this time
corresponds to the exchange between the highest signal state and the lower two [Fig. 6(g)]. The
eigendecays fit to single exponentials [Fig. 6(i)], showing that the system is Markovian in the
quantum yield. There are no hidden states, that is, no states with identical quantum yields, but
different kinetics. The time constants (0.99 ms and 160 ms) recover the original rate constants of
the system (1.00 ms and 100 ms) with reasonable accuracy.

In Paper 1, the same calculations were done with the same data, except with Gaussian—additive
noise (see Fig. 12 in that paper).”®> These results are nearly identical. In this example, the effects

of noise quantization and noise—signal correlation are not important.

B. Theory of photon-noise sampling error

To understand noise in a more general context than the specific examples presented above,
we need a more analytical treatment. This analysis will show how the results above generalize to
other systems or to data with lower quality. The analysis focusses on the moments, that is, to the
first point of the moment-correlation functions. However, similar considerations will hold at later
delays as well.

113

Many of the results in Paper apply to any type of unbiased noise and can be used as a

starting point. First, noise-correction does not introduce bias:
E(u[D1)=E (1, Fs]). (48)

[A finite time series D(7) is sampled from a corresponding, ideal probability distribution Pp(D).
Thus, moments written as functionals of a time series include sampling error and functionals of a

probability distribution do not.] The typical fractional error in a noise-corrected moment is

, Var( i, [D])

i il v e § (49)
H,[Ps]

This total error has two contributions,
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2 2 2
W, =05+, ,, (50)

the signal-sampling error wg and the noise-sampling error w, .

The signal-sampling error exists even with a noise-free dataset due to its finite size. That size
is characterized by the length of an individual time series 77 (the size of the time average in (...))
compared to the longest relaxation time in the system (the ergodic time) 7., and by the number of
molecules measured N, (the size of the ensemble average in (...)). In the large-order limit that is

relevant for determining N,

L max> the signal-sampling error is independent of order:

2a—1

) (51)
N, {H(TL)]
T

cr

2_
g =

The details of the equilibrium distribution determine a, which is approximately constant and is of
order unity.

Signal-sampling noise is of secondary interest for the current discussion. First, it is
independent of the nature of the noise. When the noise is significant, and the dataset is not very
small, signal-sampling noise is smaller than the noise-sampling error and is less important in
recovering the system’s properties.!*> As an example, the black curve in Fig. 3(i) has signal-
sampling error, which is visually undetectable, whereas the red points also include noise-sampling
error, which can be seen at high orders.

With simulated data, noise correction should be perfect for an infinite dataset [Eq. (48)].
However, in a finite dataset, errors in sampling the noise lead to imperfections in its removal. This
noise-sampling error is'?

n

o =— 1 _ Z[”]E(Var(DW)kSz(n_k)). (52)
’ ‘un[PS] Ner k=1 k

It depends on the noise process Noise(D | S) through its variance Var(D|S). For additive noise,

Var(D|$) =0, (53)

[Eq. (16)]. To treat photon noise, we substitute!®®

S
NI,

&

Var(D|S) = (54)

[Eq. (26)]. Using the same large-order approximations used in Eq. (51), photon noise gives

ol =28 [1+ ! 2] ~1 (55)
N 2bSNR

cr
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(supplementary material, Sec. SII.1), whereas additive noise previously gave (Paper 1'%)

ol =28 [1+ 21 2] 1. (56)
N 4b"SNR

cr

Like a, b is a quantity that depends on the details of the equilibrium distribution, but that is constant
and near unity at high orders. Thus, despite the significant differences between additive and
photon noise, the differences in the sampling error are minor, when compared on the basis of their
signal-to-noise ratios.

Note that Eqs. (55) and (56) predict the absolute size of the sampling error and have been
tested against simulated data (see Paper 1'%), but that W, 18 not directly observable in real data.
A more practical measure of data error is the maximum number of accurate moments N, .y that
can be recovered from a dataset. To estimate this quantity for a certain dataset size and signal-to
noise ratio, we need @, the maximum fractional error that a moment can have before it
degrades the recovery. We previously found that w, p, =5 * 1073 is a reasonable value."® Setting

Wgp = Og max When n= N, ., Eq. (55) gives

2
In (% Nera)g,max )
N,u,max = i) (57)
In (1 +1SNR )
for photon noise, and Eq. (56) gives
2
In (% Nera)g,max )
N - (58)

o 1n(1+%SNR_2)
for additive noise. Here and in the rest of the paper, we set @ = b = 1. This simplification is
sufficient to predict trends in and to estimate magnitudes for generic datasets.

These formulas predict that a dataset with photon noise will need an approximately 1.4 time
higher signal-to-noise ratio to be equivalent to a dataset with Gaussian noise. For the Gaussian—
additive-noise and medium-intensity, photon-noise datasets, these formulas predict Ny, = 13
and N, ., = 11, respectively. These results are consistent with our fitting results, N, ., = 13 and
Ny max = 10, respectively.

We can rephrase the problem to ask how large a dataset is needed to recover a given system.
Clearly, a more complex system will require more data, even for a fixed signal-to-noise ratio.
Here, a system’s complexity is measured by the minimum number of accurate moments needed to
recover its properties, N, yin. It enters through the basic criterion for a successful recovery, Ny yin

S Numax- For photon noise, it is useful to characterize the size of the dataset through the total
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number of photons collected N, = N N,.. Similarly, the noise can be characterized through the
average number of counts per time bin N,

Equation (55) gives different answers in two limits. In the high-count-rate limit, N >> %,

N -2

ph Z a)g,max

N

4,min *

(59)

This result is typical for noise analysis. The number of photons needed is a fixed value that
depends on the complexity of the system being analyzed. If the count rate N is lowered, the total
number of data points N, must increase in proportion, by increasing either the length of the
measurement /7 or the number of molecules measured N,,. However, the count rate does not
matter as an independent factor; noise level and dataset size can be freely traded.

This behavior changes in the low-count-rate regime. In the limit N < Y%, Eq. (55) gives
2

— —. (60)
(27, ) Ve

Now 2 g

£, max

Now, as the count rate drops, the total number of photons or the total number of data points must

increase by a high power of the drop, typically a power of 5-15. It is no longer practical to

compensate for a low count rate by collecting more data. Thus, N, = % (SNR = 1/+/2) is a “floor”

to the signal level that can be successfully analyzed. A similar floor exists for additive noise at a
similar level, SNR = % (Paper 11%).

For a statistically consistent quantity, the results from an arbitrarily large dataset (N, — )
always converge to the correct answer, regardless of the signal-to-noise ratio. At high signal levels,
the rate of convergence is slow (with the square root of the dataset size), but familiar. However,
for a signal-to-noise ratio that is below the signal floor, the rate of convergence becomes so
unfavorable that collecting sufficient data becomes impractical.

The existence of a signal floor has a major effect on the maximum time resolution of the
experiment. Above the floor, correlation-based noise-removal preserves time resolution better
than time binning. The blurring of time due to noise removal [Eq. (38)] can be estimated (Paper

1!%) to give the time resolution of the experiment as

N, . +1
_ ' pmin : 1
Tr_TTg’ ST,.>5. (61)
The exact signal level is not relevant to the time resolution, and the time resolution can be improved
by choosing a faster detector.
On the other hand, if the raw count rate is below this floor, correlation methods are inefficient,
and the data must be binned until N = %4. Accounting for the binning, the maximum experimental

time resolution is
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T, :M; ST, <L (62)
485

Now the detector time resolution is irrelevant. The experimental time resolution can only be
improved by increasing the signal from the sample, either by increasing the collection efficiency

or by using more intense excitation.
These formulas resolve the apparent paradox posed in the introduction. The time resolution
a single-molecule experiment can be much longer that the time resolution of its detector because
the nature of signal averaging changes at the signal floor. Simply increasing the detector speed

with a constant signal level will inevitably put the experiment below this limit.

IV. CORRECTING PHOTON-COUNTING NOISE

A. Low-bias conditions

The previous section (Sec. I1I) showed that noise from linear photon detectors can be corrected
using moment-correlation functions. However, many single-molecules experiments are done with
photon-counting detectors because of their high time resolution and low background. Often, the
count rate is kept low, and the detector is quasi-linear. With extensive binning, photon-counting
noise becomes quasi-Poisson, and the data can be treated as if they came from a linear photon
detector. However, the binning causes the time resolution of the experiment to be much less than
the detector time resolution.

On the other hand, “photon-by-photon” analyses directly treat unbinned photon-counting data.
Photon-by-photon, linear-correlation functions give a time resolution equal to the detector time
resolution, #1719 byt they do not exhaust the information in the time series. In contrast, photon-
by-photon, parametric analyses provide a complete interpretation of the data, but have a lower time

resolution 2438-40:42:43,

47.35-58.100  This subsection (Sec. IV.A) looks at a complete, nonparametric
analysis of photon-counting data in the unbiased regime and elucidates the factors limiting the
time resolution. The analysis argues for using conditions with bias, a topic treated in the following
subsection (Sec. IV.B).

We must first ask whether a moment-based method can work at all on unbinned photon-
counting data. In its raw form, the data consist entirely of ones and zeros. Taking a power of the
time series leaves it unchanged. Every moment-correlation function is identical to the linear-
correlation function, and there is no advantage to using higher orders.

Primed powers solve this problem. Every value of Dk'(ti) actually samples a sequence of &
points starting at #; [Eq. (38)]. A nonzero Dk'(ti) occurs only when the entire sequence is nonzero.
The number of such occurrences varies with the power, as shown in Fig. 7. The detailed shape of

this variation is not exponential due to the distribution of signal levels, and this non-exponential
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variation is exploited by an analysis using primed moments and moment-correlation functions. In
the limit of an infinite amount of data, a nonlinear-correlation analysis could be completed with

the same high-time resolution that a linear-correlation function has.
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FIG. 7. The number of nonzero occurrences of D*' in unbinned, photon-counting data
with medium intensity and low bias ((N$) = 5.83 x 107, red squares), high intensity and
moderate bias (N) = 5.83 x 107, green triangles) or very high intensity and high bias
((N&) = 0.583, blue circles).

Unfortunately, the sampling error in a finite dataset alters this conclusion. In a finite dataset
with a low count rate, the number of nonzero values of a primed power drops very rapidly with
the power. Figure 7 shows result from data with photon-counting noise [Eq. (30)] and with a
detector 100-times faster (7, = 0.1 ps) than the one used in the examples in Sec. III. The red line
comes from a medium-intensity dataset ((S) = 58.3 photon/ms). At this count rate ((N3) =
0.00583), bias is low, but D4'(tl~) = 1 occurs only once, and D3'(tl~) = 1 occurs fewer than 100 times,
even in a very large dataset. The very high sampling error makes these, or any higher powers,
unusable.

The situation improves somewhat for a high-intensity dataset (Fig. 7, green line, (S) = 583
photon/ms, (N3) =0.0583) at the expense of introducing some bias. However, it is still not possible
to accurately calculate primed powers up to the order required to fully recover the system’s
properties, N, yin = 7-8. Thus, low-to-moderate bias data must to binned before a complete
correlation analysis can be done. The high-time resolution of photon-by-photon linear correlations
does not extend to higher correlation functions.

The same reasoning applied to moment-correlation functions. The need for progressively
more binning at higher orders is illustrated in Fig. 8 using the medium-intensity, low-bias dataset
((N3)=0.00583). For the linear-correlation function M, 1[D](z), good results can be found without
any binning [Fig. 8(a), black curve]. For M, ,[D](z), no binning produces extremely noisy results

[Fig. 8(b), black curve].  However, binning by N = 10 (blue curve) produces an acceptable



29

correlation function [Fig. 8(b), blue curve]. (Our correlation algorithm uses quasi-logarithmic time
bins, which creates additional signal averaging at later times. Thus, the noise at early times limits
the overall analysis.) For M, 4[D](z), binning by N = 10 leaves excessive noise [Fig. 8(c), blue
curve], but with N = 100, the result is acceptable [Fig. 8(c), red curve]. For Mg g[D](z), Ny =100
is inadequate [Fig. 8(d), red curve], and further binning to Np = 400 is needed [Fig. 8(d), green
curve]. The amount of binning required depends on the number of moments needed and, thus, on

the complexity of the system.

Correlation (us™)

107 10? 10° 107 10? 10°
Time (us) Time (us)

FIG. 8. Effect of time binning on moment-correlation functions from medium-intensity
data with photon-counting noise [(NQ) = 5.83 x 1073, also see Fig. 7, red squares]: (a)
M, 1[D](z) with no binning (Np, = 1, black curve), (b) M;,[D](r) with no binning (N =1,
thin black curve) or with 10-fold binning (N, = 10; heavy, blue curve), (c) M, 4[D](r) with
10-fold (Np = 10; thin, blue curve) or 100-fold binning (N3 = 100; heavy, red curve); (d)
M, 4[D](z) with 100-fold (Np = 100; thin, red curve) or 400-fold binning (N, = 400; heavy,
green curve).

Figure 9 looks at the consequences treating low-count-rate photon-counting data as if it came
from a linear photon detector. Figure 9(a) shows equilibrium distributions recovered from data
from a slow, linear photon detector [see also Figs. 2(c), 3(g)-3(i), 5, and 6]. Figure 9(b) is the
same, except the data are from a fast, photon-counting detector, after binning to the same time
resolution. Specifically, the photon-counting data have an unbinned count rate of (N3) = 5.8x10~
3 a detector time of 7, = 100 ns, and have been binned by a factor of N, = 100 [see also Figs. 7;
Fig. 8(c), red; and 8(d), red]. The recovery from the photon-counting data with quasi-Poisson
noise is of marginal quality [Fig. 9(b)]. The distribution changes erratically depending on the exact
number of moments used. This instability indicates that these low moments already have

significant error. In comparison, linear-photon-detection data with true-Poisson noise give a stable
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recovery under identical conditions [Fig. 9(a)]. Even at a count rate of less than 1%, photon-
counting entails a loss of information with a detectable effect.

Fortunately, the loss is small and is easily corrected. Figure 9(c) shows good recovery with
additional time binning by a factor of four. Alternatively, Fig. 9(d) shows a good recovery with a
10-times higher count rate. Overall, having a higher time-resolution detector has not improved the

results of the experiment.
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FIG. 9. Comparison of distribution recovery from data from a slow, linear photon
detector with true Poisson noise (7 = 10 us,) or from data from a high-speed, photon-
counting detector with quasi-Poisson noise (7 = 0.1 us, N, =100). Within each subpanel,
recoveries are shown using different numbers of moments: N, = 8 (black), 9 (red), or 10
(green). (a) Linear-photon-detector data with medium intensity and 10-us bins (see also
Fig.5). (b) Photon-counting data with medium intensity and 10-us time bins. (c) Photon-
counting data with medium intensity and 40-us time bins. (d) Photo-counting data with
high intensity and 10-us time bins.

We can generalize this conclusion by estimating the effect of sampling error on unbinned,
unbiased photon-counting data, as we did in Sec. III.B for photon noise. Details are given in the
supplementary material (Sec. SIL.2). For a given set of data, the estimated number of accurate
moments is

10Ny e

er- ¢, max

N,u,max T 1]
In RN;> }

[compare to Eqs. (57) and (58)]. Conversely, if a certain number of moments are needed, the

(63)

required number of collected photons can be estimated:
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1

— (64)
) A,min
» <th>

Ny 2

£,max

As expected, both of these equations are very similar to the photon-noise result in the limit of low
count rates. In particular, Eq. (64) matches the result for photon noise below the signal floor [Eq.
(60)]. Photon-counting data never enters the high-signal region where the more conventional
SNR!? dependence [Eq. (59)] holds.

Because they are effectively below the signal floor, unbiased photon-counting data always
require time binning and always have an experimental time resolution similar to that of low-count-

rate, photon-noise data:

7 = pmin T

N . +1
|

N §><%~ (65)
[see Eq. (62)]. The resolution depends critically on the signal level, but it is independent of the
detector.

However, raising the signal level significantly will begin to introduce bias. This effect was
seen in a close examination of Fig. 9. Using 10-times higher signal [Fig. 9(d)] gave improved time
resolution [compare to Fig. 9(c)]. However, a small amount of bias is now evident: the position
of the high-intensity peak is shifted from its correct position [see also Figs. 10(b) and 10(e) below].

Increasing the intensity to improve the time resolution will further increase the bias.

B. Bias correction and the optimal signal level

Given the trade-off between time resolution and bias, what is the optimal signal level to use
in photon counting? Given that linear photon detectors have an optimum signal level of N3 = 3,
it is tempting to suggest that the same level is optimal for a photon-counting detector. Information
theory supports this answer.!'> An unbinned, photon-counting time series has two outcomes when
the system is generating signal S: a count of one occurring with probability N$ and a count of zero
with probability 1—N3. Information entropy is gained at a rate (D |S) = (1—-NQ)log(1-N2) +
N3log(NQ) as the time series is extended. No information is gained in the unbiased limit, N3 —
0, or in the saturated limit, No — 1. The maximum information rate occurs when NS = %. Not
knowing the distribution of § beforehand, the optimal experimental strategy is to set the average
count rate to (N3) = Y.

A dataset close to this condition was generated by increasing the signal another factor of 10,
to (S) = 580 photon/ms ((N3) = 0.583). With this very-high-intensity dataset, the blue line and
circles in Fig. 7 show that powers beyond £’ > 15 are well sampled with no binning. The

distribution recovered without binning is shown as the green, dashed curve in Fig. 10(c). It has
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the correct number of narrow peaks with the correct areas and with no compromise in the time
resolution of the detector. However, the peak positions are strongly biased toward low values.

How can a dataset with the maximum amount of information give an erroneous result? The
resolution comes from realizing that bias is deterministic and, therefore, correctable, so long as the
nature of the bias is understood. For photon counting, the bias is given by Eq. (31). Defining a
new variable S by

| -ST
S:—(l—e ) (66)
TE
creates a transformation that is nonlinear, but invertible,

S :Tiln(l—Tgﬁ). (67)

&
In terms of this variable, the detector is unbiased,
E(D|S)=S. (68)

Recovery of the data with the methods used so far gives results in terms of this transformed
variable, P(S) and G (S| So; 7). Applying the inverse transformation [Eq. (67)] to these results
gives the desired P,(Sy) and G(S1|Sy; 7).

To implement this scheme requires addressing one subtle point, which can be seen by
rewriting Eq. (44) to include a preferred solution P:

nll)in[;((Pr)z + BR (P, —Py)+aR, (P, —PO,PSp)]

Np
subjectto > P, =1
i=1
and P .>0; i=1...,Np, (69)

This equation selects solutions that are both close to the data and close to P,. In a Bayesian
perspective, P represents prior information about the solution, which is combined with the new
data to select an optimum solution. Often no such prior information exists, and a flat, “no-
information” prior should be used.!'® A flat, continuous probability density Py(S) = constant
discretizes to a constant probability vector Py, with P, ; = 1/N,, if the signal vector S has evenly
spaced points. In this case, R;(P,) = 0. Thus, even though the earlier Eq. (44) does not display P,,
explicitly, it includes a flat prior implicitly. However, a flat prior is only appropriate for a variable
with translational invariance, such as S.!'¢ If such a variable is transformed nonlinearly, for

example to S, the no-information prior should also be transformed and will no longer be flat.
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Failure to account for this change in the prior gives poor results for recovering the distribution

(supplementary material, Fig. S3).
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FIG. 10. Effect of bias correction. Distributions recovered from data with photon-
counting noise with different count rates and levels of bias. Results without bias
correction are shown as green, dashed curves; those with bias correction are shown as
red, solid curves; and the correct results are shown as black, vertical bars or black, solid
curves. (a) and (d): low-count-rate (NQ) = 5.83 x 107, medium-intensity) and low-bias
data. (b) and (d): medium-count-rate (N3) = 5.83 x 1072, high-intensity) and medium-
bias data. (c) and (e): optimal-count-rate ((N3) = 0.583, very-high-intensity) and high-
bias data. Top row — Distributions; bottom row — Cumulative probability functions.

To modify the prior, we could take unequal probabilities P ; on a the original, evenly spaced
S to give ISO(S). Instead, we keep the probabilities P ; equal but transform the evenly spaced S to
an unevenly spaced S using Eq. (66). The resulting P0(§) is also a discretization of the modified
probability density. It satisfies R;(P,) =0, so Eq. (44) can be solved as before, without an explicit
P,. Bias is removed from the solution P, by pairing it with the original signal vector to give P,(S).

The effectiveness of this process is shown in Fig. 10, which compares distributions without
(green, dashed lines) and with (red, solids lines) bias correction. For the medium-intensity data
[Figs. 10(a) and 10(d)], the bias is low, and the correction has little effect. Figures 10(b) and 10(e)
for the high-intensity data show that a modest bias can be accurately corrected. Most
encouragingly, the very strong bias in the very-high-intensity data can be corrected accurately [Fig.
10(c) and 10(f)]. Thus, accurate bias correction demands no higher data quality than the rest of

the property recovery.
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V. WHAT LIMITS THE TIME RESOLUTION IN SINGLE-MOLECULE

EXPERIMENTS?

Single-molecule spectroscopy is regarded as a slow technique, often limited to millisecond
times and longer. However, simulations have suggested that photon-by-photon parametric
modeling should be able to recover decay times of tens of microseconds.*® Autocorrelations are
ultimately limited by the fluorescence lifetime of the molecules and thus can give decay times of
tens of nanoseconds.’ At the same, the low time resolution of histogramming limits the exploration
of the state space, even with high time-resolution experiments.*>*! This section attempts to clarify
the fundamental factors that limit the time resolution of single-molecule experiments, in light of
the results of this paper.

A. A submicrosecond-time-resolution scenario

We begin by posing a scenario for a high-time-resolution experiment. The realism of this
scenario will be discussed in the following subsection (Sec. V.B). As a system of moderate
complexity, we again take a molecule with the same three states shown in Fig. 1, and thus the same
P and S vectors. However, we increase the rates to give 77= (kj + ky)) "t =1 ps and Ty, = (kpz +
k3y)"' =4 us. The rate matrix is then

~038 062 0
k-us=| 038 -077 0.11 |, (70)
0 014 -0.11

Each molecule photobleaches with a time constant that allows an average of 4.7 x 10° photons to
be collected from each molecule.
We take a photon-counting detector with a dead time of 7, = 25 ns. Avalanche photodiodes

this fast are commercially available,'!’

whereas research-level devices are reported with dead times
down to 1 ns.!>1%7 To reach the optimal signal level for the detector, we need a very high signal
rate of (S) =2.3 x 107 counts/s (high-time-resolution photon counting in Table S1, supplementary
material). Given the photobleaching rate, the time series are limited to an average length of 20
ms. To acquire sufficient data, N, = 10 molecules are measured.

Figure 11(a) shows a sample of the raw data (black) from this model as well as the ideal signal
from the system’s true states (red). A standard, nonparametric analysis would focus on the time-
binned histogram [N, = 40, Fig. 11(b), black curve] and the autocorrelation [Fig. 11(c), black
points] of these data. Even with optimal binning, the histogram has weak evidence of the three
underlying states. The autocorrelation retains the full time resolution of the detector, but also has
weak evidence for multiple states. It is fit moderately well by a single exponential (blue solid

curve), which is consistent with only two states. It is more accurately fit with a stretched
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exponential (not shown, 7'=4.97 us, = 0.80), which is consistent with a continuous state space.

Thus standard nonparametric methods are inadequate for this data.
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FIG. 11. Standard, nonparametric characterization of a very-high-signal, photon-
counting dataset. (a) A sample of the time series: ideal signal (red points) and detected
data (black points). (b) The histogram of the data with a bin time of 1 us (N = 40; black,
solid curve), and the biased distribution recovered by correlation methods (green,
dashed curve). (c) Autocorrelation of the data (black points) along with a single-
exponential fit (blue, solid curve; 7'=5.08 us).
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FIG. 12. Distributions recovered from the very-high-signal data after bias correction:
probability densities (black, solid curve) and cumulative probabilities (red, solid curve)
are compared to the correct cumulative probability (red, dashed curve). Compare to
11(b).

The suitability of a correlation analysis for this system can be estimated from our results. The

complexity of a three-state system gives N, i, = 8 (Paper 1'%), so the experimental time resolution
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is estimated to be 7. = 110 ns [Eq. (61)]. If a decay is known to be exponential, its rate can be
measured with a time resolution only 2—3 times faster than the decay time. However, we do not
restrict our correlation functions to exponentials, so a more reasonable allowance is a factor of 10.
Time constants greater than 1 s should be measurable. Extrapolating Eq. (64) to these high count
levels estimates that N, = 5 x 10° photon need to be collected, close to the number in the
simulation (N, = 4.7 % 10%).  Thus, correlation methods should work on this dataset.

We first recover the distribution as described above. In Fig. 11(b), the biased distribution
(green dashed) is compared to the simple histogram (black solid). After bias correction, the
recovered distribution (Fig. 12, solid) matches the true distribution (Fig. 12, dashed), both in the
positions of the states and in their populations. The correlation method avoids most of the peak
broadening in the histogram. In particular, the time blurring of the states is small, implying an
effective time resolution well under 1 ws.

Reducing the recovered distribution to delta-function states (supplementary material, Sec. SI)
yields recovered populations P, = {0.416, 0.248, 0.336 } and signals S = {0.125, 0.608, 1.114},
which can be compared to the input values P, = {0.417, 0.250, 0.333} and S = {0.125, 0.625,

1.125}. The static features of the system are accurately recovered.
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FIG. 13. Kinetics recovered from the very-high-signal, photon-counting data (compare
to Fig. 6): (a)-(e) The joint-probability distribution P(S1, So; 7). (f)—(h) The eigenstates
Ri(S) normalized to a mean-squared amplitude of one. (i) The corresponding
eigendecays Ej(r) (points). Ep; (blue triangles) and E5, (red circles) are fit with single
exponentials (solid curves, 11 =6.75 us from E7 1, 7>=0.99 us from E; 7). The cross-decays
are zero (supplementary material, Fig. S2).
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The kinetic analysis used to generate Fig. 6 was repeated on this data to create Fig. 13
(supplementary material, Sec. SI). The joint-probability distribution [Figs. 13(a)—13(e)] visually
identifies the connections between the states. The exchange between the low- and medium-signal
states occurs first, as seen in the growth of their cross peaks in Figs. 13(b) and 13(c). Exchange
with the high-intensity state only occurs later, as seen in the growth of its cross peaks in Figs. 13(d)
and 13(e). With the two exchange rates being closer together in this example than in Fig. 6, the
degeneracy in the growth of these two, later cross peaks is lifted. The cross peak between the high
and medium-intensity states grows in first, identifying these as the directly coupled states. The
low-intensity state is only indirectly coupled to the high-intensity state, delaying the growth of its
cross peak.

The state-to-state connections are made more quantitative by extracting the eigenstates [Figs.
13(f)-13(h)]. The static eigenstate R, [Fig. 13(f)] is simply a repetition of the equilibrium
distribution, but the fastest eigenstate R, [Fig. 13(h)] shows that the low- and medium-signal states
are directly connected by the fast exchange. The intermediate eigenstate R, [Fig. 13(h)] shows
that both the low- and high-intensity states feed into the medium-intensity state, minimizing its
contribution to the eigenstate.

The eigendecays associated with these eigenstates [Fig. 13(1)] are well separated and are well
fit by single exponentials, in contrast to the ambiguity of the autocorrelation function [Fig. 11(c)].
Exponential eigendecays assure us that the system is Markovian in the identified states and that
there are no hidden or unresolved states affecting the kinetics. The eigenstates and their decay

times can then be combined to recover the rate matrix,

~037 0.58 0.03
k-us=| 035 -0.68 007 |, (71)
002 0.0 -0.10

which closely reproduces the input matrix [Eq. (70)]. Thus in this scenario, all the static and
kinetic features of the system are accurately recovered, with an effective time resolution in the

submicrosecond regime.

B. Issues in real experiments

Real detectors have noise statistics that are more complex than the ideal models consider
here.!!8!1? However, all the major forms of complexity; non-Gaussian statistics, signal-noise
correlation, and quantization; have been treated, and they have only minor effects on the noise
removal. That result holds because the only essential property of detector noise is that it has a
faster correlation time than the signal. Further knowledge of the noise statistics is not needed, as

long as the detector is linear and unbiased.
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How does the noise-correlation time of these simulations 7 relate to real detectors? With an
electronic autocorrelator, the detector pulsewidth or timing jitter limit the time resolution.’
However, it is unlikely that electronic correlators to many orders will become practical.!®!® The
software correlation used here is dependent on the time between statistically independent
measurements. Thus, 7, as used here, is determined by the detector dead time and by any crosstalk
between time bins.

With a biased detector, an accurate description of its nonlinearity is also needed. In the case
of an ideal photon counter, the nonlinearity is known a priori. With a real detector, its nonlinearity
needs to be measured, and Eq. (31) needs to be replaced by those empirical results. Otherwise,
the bias correction will be unchanged.

In addition to fast detection noise, many real instruments also suffer from slow noise or
baseline drift, which the current methods cannot remove. However, one can appeal to the broader
premise of this work to suggest a way forward. High-order noise correlations can be measured on
a blank sample. Noise and signal can then be separated on the basis of their differing correlation
functions.  Although a specific route to using this information efficiently has not been
demonstrated, a basic idea should persist: sampling error limits the characterizing of the noise and,
thereby, limits the signal recovery. Thus, the estimates of the required data quality presented here
will remain relevant.

Current detector technology is compatible with our high-time-resolution scenario. However,
real samples may pose problems. From the perspective of correlation methods, photoblinking, or
any other reversible photophysical process, just creates an additional state with a different quantum
yield. With an additional state, the complexity of the system and the required number of moments
both increase. As a result, the quantity of data must be increased and/or the time resolution
decreased, as described above. However, extra photoprocesses will not invalidate a correlation
approach.

The most unusual feature of our high-time-resolution scenario is its very high signal level.
Major improvements in optical-collection efficiency or detector quantum yield are unlikely, so
very high excitation intensity would be required in a real experiment. High intensity will create
rapid, permanent photobleaching, although the details are highly system dependent.'?%-!%3
However, so long as the bleaching is linear in the excitation intensity, the accessible time range
simply shifts toward shorter times. High time-resolution experiments are feasible, at the expense
of losing any slow dynamics. Similarly, linear heating can be dealt with by reducing the exposure
time. In fact, any sample problem that is linear in the excitation intensity can be accommodated

by appropriate experimental design.
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Correlation methods do not require long time series. Measurements on multiple molecules
are easily combined to increase the dataset size. As shown in detail in Paper 1,'> even the presence
of relaxation times beyond the photobleaching time is not overly problematic.

We are left with the conclusion that nonlinear-excitation effects are the fundamental limitation
on the time resolution of single-molecule experiments. We hope that by focusing attention on this
issue, we can inspire better characterization of the nonlinear effects in specific samples and

improved methods for minimizing them.

VI. COMPARISON TO OTHER METHODS

Some of the earliest, and still very popular, methods of single-molecule data analysis focus
on removing noise from a noisy time series to reveal an ideal trajectory.””*° The ideal trajectory
is then used to construct histograms, dwell-time distributions, or other statistical quantities. Even
with a sophisticated, change-point method, the data are initially binned to 10-30 photons/bin,
rather than to 2 photon/bin as in a correlation analysis.*® Correlation methods require less binning
by a factor of 40, with a proportional increase in the time resolution.

The rationale for this improvement is simple. Knowing the state of every molecule at every
time demands a large amount of information from the data. However, in the end, we do not need
the details of every realization of a stochastic process; we only need its average statistical
properties. Correlation methods bypass determining these extra details and, thus, demand less of
the data.

A place where an ideal trajectory might seem essential is in experiments that record multiple
data channels and then perform a nonlinear calculation on them. For example, FRET (fluorescence
resonant-energy transfer) records donor and acceptor channels and calculates a FRET efficiency
from them.!! Other experiments record the fluorescence intensity from two polarizations and use
them to calculate the anisotropy.® It might seem that noise-free signals are needed to do these
nonlinear calculations.

However, one can envision extending the principles of correlation analysis to this problem
With multiple data series, one can calculate the entire set of nonlinear, auto- and cross-correlation
functions. These can be related analytically to the correlation functions of the desired quantity,
for example, to FRET-efficiency or anisotropy correlation functions. The nonlinear calculations
are done on correlation functions, not time series. The techniques developed here could then be
extended to extract the FRET-efficiency or anisotropy distributions and kinetics. Significant work
needs to be done to demonstrate the feasibility of this idea, but one should not infer that correlation
methods are fundamentally limited to single-channel experiments.

More recently, hidden-Markov models and other parametric models have become

popular. 3738405186 We anticipate that these methods perform better than correlation methods, in



40

some cases. Because the range of solutions is systematically restricted in a parametric method,
the range of acceptable solutions will be smaller, and the calculated uncertainty range of the results
will be smaller. Ifthe parametric model is based on reliable prior experiments, parametric methods
allow that prior information to be incorporated into the analysis, improving its accuracy. On the
other hand, if confidence in the model is low, or if it is chosen arbitrarily, potentially valid solutions
are lost. The narrow uncertainty range calculated for the random error comes with the caveat that
a systematic error may be undetected.

Even when a parametric method is desirable, existing methods typically use the large set of
raw data points as their input and can become computationally intense.*>**’ In these cases, a hybrid,
parametric-correlation method may be useful. As discussed in Paper 1,!* one can also design a
parametric analysis that uses the moments and moment-correlation functions as the target for
fitting the model. (The delta-function models used to create Figs. 6 and 13 are examples. See the
supplementary material, Sec. I.A.) Such an approach incorporates a well-established model into
the analysis, while retaining the data-reduction features of the correlation approach.

Innovation in single-molecule analysis is ongoing; incorporating machine-learning techniques
is a current example.’¢*° Will a new method prove to be even more efficient than correlation
methods? We do not expect so. The hierarchy of nonlinear and multidimensional-correlation
functions defined in Eq. (2) is a complete description of a stochastic time series. The number of
orders of this hierarchy accessible from a finite dataset is limited by sampling noise, an issue that
will similarly limit any analysis method. The number of dimensions needed is limited to the
number of hidden coordinates needed to reduce the system to Markovian dynamics. Again, the
limitations are based on the nature of the system, not the method of analysis. Other approaches
may be able to extract the same information and match the computational performance of our
method, but it is hard to see how they could do significantly better.

The other feature that we can expect to be common to any type of analysis is the signal floor.
It indicates a change in how noise averages and defines how much time binning is needed. The
specific cases of additive, photon, and photon-counting noise have been analyzed in detail, but the
unifying principle can also be seen. With additive noise, the signal floor occurs when the spread
in the data from a single state (the noise width) exceeds the spacing between different states. The
data distribution is exactly a convolution of the signal and noise. When a broad function is
convolved with narrow one, there is a loss of information. When the noise and signal are correlated
in magnitude, a convolution is not an exact description, but the same idea applies to some weighted
measure of the noise width. When the noise is quantized, the literal noise width must be replaced
by the quantum spacing, that is, by the noise width for an optimal signal level. In all cases, the
signal floor occurs when the additional spread in the data exceeds the intrinsic spread in the signal.

Thus, the existence of a signal floor is a general feature of noisy data, not of the analysis method.
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Our estimates for the optimal time binning and the resulting estimates for the time resolution

should remain applicable to any future analysis method.

VII. CONCLUSIONS

This paper has added another piece to a growing body of work that shows that times series
can be completely analyzed using only correlation functions.!>?22327-2931-33 For an experimental
time series, the first task is removing the effects of detector noise. Whereas Paper 1 developed
methods for removing simple, additive noise,'* this paper has extended those methods to more
complex types of noise, including the noise encountered in single-molecule spectroscopy. Many
noise-removal methods rely on the difference in correlation times of signal and noise to separate
them, but correlation methods exploit this difference in a particularly direct and efficient manner.

The overall correlation analysis can be seen as a data-reduction process. In the first step, not
only is the noise removed, but also the large set of raw data points is reduced to a smaller set of
moments and moment-correlation functions. In the second step, these quantities are reduced to an
even smaller set of physically relevant quantities—population distributions and transition rates.
This second stage can also include correction of bias, in cases where the detector is not linear.

These final results are a reduced form of the data in the sense that a single model or assignment
of states does not emerge. A range of solutions consistent with the data are generated by varying
the regularizing conditions. The analyst retains the freedom to select from within this range to
make a final interpretation of the data, based on their needs and their outside knowledge of the
system. For example, they can decide after data reduction whether a peak in state space represents
a single structure or a cluster of poorly resolved structures or whether a small rate constant means
that the states are not kinetically connected at all. Model building comes after the data are
analyzed; it is not a predicate to data analysis.

Experiments are not limited by noise alone; they are also limited by the finite size of the
dataset. Thus, results in the limit of infinite amounts of data do not prove that a method is viable.
Paper 1'3 and this paper yield several insights into the effects of a finite dataset. First, with high-
noise data, the inability to sufficiently sample the noise can be more limiting than the level of
signal sampling. As a result, there is a floor to the signal level (or a ceiling to the noise level)
beyond which it becomes impractical to collect enough data to compensate for a high noise level.
Below this floor, the normal trend of converging with the square root of the number of data points
does not apply. The common case of photon-counting always lies in this regime.

These ideas led to guidelines for the data quality (the number of data points and the signal-to-
noise ratio) needed to recover the properties of a system. Very reasonably, the necessary data
quality varies with the complexity of the system. These guidelines also lead to the conclusion

about when time binning is needed and how wide the bins should be: the optimal signal level lies
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near %2 photon per bin. This condition then sets the time resolution possible under given
experimental circumstances.

One can turn this problem around to ask what experimental circumstances will optimize the
time resolution. For photon-counting experiments, signal levels in the strongly biased regime are
needed to achieve an experimental time resolution approaching the detector’s time resolution. The
bias-correction methods demonstrated here offer a route to this high time resolution.

All these ideas have been tested against simulated data, which verifies the validity and
accuracy of the methods with finite datasets. Needless to say, simulations cannot anticipate all the
issues present in the many different samples that are of interest to single-molecule spectroscopy.
We hope that by clarifying the issues involved, this paper will stimulate discussion and innovation

around the experimental issues involved.
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. RECOVERING THE KINETICS

A. Simplified distribution

The general theory needed to recover kinetics from nonlinear correlation functions was
presented in Ref. 33. This section presents the details of how the specific examples in Figs. 6 and
13 and Eq. (71) were generated. The state space was first simplified by eliminating the linewidths
in the distributions shown in Figs. 5 and 12(a). A parametric model consisting of three delta
functions was fit to the same set of moments used to generate the distributions. The probabilities
were constrained to a sum of one, giving five parameters to be fit: three state positions and two
population ratios. These parameters were fit to N, = 10 or 13 moments, respectively, using Eq.
(44). The zero-linewidth model gave good results: for the system of Fig. 5, with P, = {0.409,
0.251, 0.340} and S = {0.125, 0.600, 1.125}, and for the system of Fig. 12, with P., = {0.416,
0.248,0.336 } and S = {0.125,0.608, 1.114}. These values can be compared to the input values,
P, = {0.417,0.250,0.333} and S = {0.125, 0.625, 1.125} (Fig. 1).

B. Continuous formulation

The simplified distributions were used to calculate the normalized, orthogonal modes of the
system (,(S), as defined in Ref. 33. For a system with three discrete states, there are only three
independent modes, » = 0, 1, 2. They are polynomial functions that depend on the first four

moments of the distribution:

0o(S)=1
0,(5) = [ﬁj s
O

2
Qz(S)(/}4+3/}31)1/2{(§j (,}3+2/}1)(§j+ﬁ3ﬁ11}, (S1)
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are used. For consistency with the remainder of the calculation, the moments were calculated from
the simplified distributions.
With the transformation from signal to modes defined, the mode-correlation matrix C(t) is

defined by its elements

Coun()=(0,, (10, (0). (S3)
Using Eq. (S1), they can be calculate from the moment-correlation functions. For the current
system,
C (7)) =M (7), (54)
A A -1/27 ~ A A\
and
n n —17 . A\ A
Cy(1)= (u4 +3 114 —1) |:M22(T)—2(/J3 +2,U1)M12(T)
n A AR
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where the standardized, moment-correlation functions,
- M [DI7)—p, 1,

are used. The simplification of the static distribution to three states lead to the simplification of
the dynamics to these three functions. (Higher orders would be needed to test for dynamics
between unresolved states within the linewidths.) The mode-correlation matrix has a simpler
structure than the moment-correlation matrix: its off-diagonal elements all start at zero and decay

to zero at long time. Results from our examples are shown in Fig. S1.
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FIG. S1. Mode-correlation functions Cy1(r) (black), C21(z) (red), C12(z) (green dashed) and
C2o(7) (blue) from the data used in (a) Fig. 6 and (b) Fig. 13.

From Ref. 33, the Green’s function is related to the mode-correlation functions by

G(Sl |S()):Peq(Sl)zQm(Sl)Cmn(T)Qn(S())' (S8)

Equation (4) then gives the time-dependent, joint-probability distribution.

C. Matrix formulation

For a discrete distribution, the equations in Sec. SI.B take on a matrix form. A population
distribution is a vector P . The values of the mode equations [Eq. (S1)] are only needed at the
positions in the vector S. Thus, we obtain a matrix Q with elements Q,,, = 0,,(S,). Then QP is
a description of the population in terms of mode populations. That is, Q is a transformation matrix

between signal and mode representations. For our two examples,

1.00  1.00 1.00
Q=|-107 004 126 (S9)
056 -1.73 061

for the data in Fig. 6, and
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100  1.00 1.00
Q=|-111 028 1.17 (S10)
040 172 0.78

for the data in Fig. 13. The differences are only due to the different sampling error in each dataset.
Continuing with a discrete-state system, Eq. (S8) reduces to a matrix equation for the time-

dependent joint-probability distribution,
. T .
P(7) = diag(P,,)Q " C(r)Q diag(P,,)

~(P, ®P Jo(Q"CENQ) (S11)

where diag(V) is the diagonal matrix with diagonal elements corresponding to the vector V, ® is
the outer product and © is the Hadamard (element-wise) product. Each element of the time-
dependent-probability matrix P,,,(7) is the probability of starting is state » and ending in state m

at a time 7 later. Results have been shown Figs. 6(a) and 13(a).

1 0 RRRALL BELELLLLL BELELLLLL BELELLLLLL BELELELLL, BELELLLLL,
= T ]
g L -
S i )
£
505} -
©
o
S

0.0 vod ¢ ovevnd v vvind v s vuud 3 oeun

100 10,000 1,000,000
RRRALL BELELLLLL BELELLLLL BELELLLLLL BELELELLL, BELELLLLL,
0T (b) ]

Correlation (norm.)
o
(6]
1
1

FEERTTTT BECERTTTT BECETETTTT BECERTTTT BEPERTTTY BRI
0.01 1 100 10,000
Delay 7 (us)

FIG. S2. Cross-correlation functions £ »(z) (black) and £, 1(7) (red) from the correlation
function in (a) Fig. S1(a) and (b) Fig. S1(b). The functions have been rotated to exactly
zero at 1=10.2 ms and 7= 2.4 us, respectively. Compare to Figs. 6(i) and 13(i).

The matrix representation makes it straightforward to calculate a rotation matrix A,
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AC(HA ™ =E(7), (S12)

such that E(7) is diagonal for a specific value of 7. If the system has eigenstates, E(r) will be
diagonal at all other times, as well. Figure S2 shows the off-diagonal elements from our examples,
and they are indeed zero, within experimental error. The diagonal elements of E(r) are then the
eigendecays. These are shown in Figs. 6(i) and 13(i). The corresponding right eigenstates are

represented by population vectors R,, that form the columns of a matrix given by

(Ry.Ry,...)= AQdiag(P

o) (S13)

These are shown in Figs. 6(f)-6(h) and 13(f)-13(h).

If the system is Markovian in the observable states, the eigendecays will be exponential,

)
E, . (r)=e ”T, (S14)

with eigenvalues 4,,. These fits have been shown in Figs. 6(1) and 13(i). Alternative fits to stretched
exponentials, exp[—(/ln/r)ﬁSt] yield nearly exponential result (1 —f < 0.015). The vector of

eigenvalues A can be rotated to give the matrix of state-to-state rates,
k = Rdiag()R ™. (S15)

An example is given in Eq. (71).

Il. SAMPLING-NOISE DERIVATIONS
Starting with the general Eq. (52) and inserting the photon-noise condition [Eq. (54)] yields

k
» (n]{ l ] e
2 2n—k
g, =— . (S16)
. Ner k=1 k NbTé‘ :unz

The asymptotic approximation for the moments (Ref. 13, Eq. S34) gives

Mo ___ 24
k20 (S17)
Hy (Zbﬂl)

where a and b are constants characteristic of the distribution. Inserting this result into Eq. (S16)

and adding £ = 0 to the summation leads to

k
2 2a 4 n 1
’ Ner |:kz()[kj[2bNnglulj ]

Applying the binomial theorem and simplifying with Eqgs. (25) and (28) results in Eq. (55).
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To derive Egs. (63) and (64), assume photon-counting data with a count rate of N3. The
probability that a time bin starts a sequence of 7 non-zero values is (N)". At low count rates,
these sequences do not overlap, and the total number in the dataset is N.(N%)”. The number of
these sequences determines the value of the nth noise-corrected moment. Thus, the fractional

sampling error in that moment [Eq. (49)] will be the inverse of the square root of this number,
1 (S19)
N (NS)

C()n:

For the largest moment with acceptable error, n = Ny, 1, and 0, = @; pay. Thus,

(S20)

1
[0 = .
e m

Solving for N, 1, gives Eq. (63).
On the other hand, if we know that N, ,,;;, accurate moments are needed, then the number of

photons collected, N, = N;Ngt, must be large enough to ensure that Ny, . > Ny i Inserting

these conditions into Eq. (S20) leads to Eq. (64).

Ill. ADDITIONAL FIGURE AND TABLES
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FIG. S3. Distributions recovered from the very-high-intensity data without
transforming the prior. Before bias correction: green, dashed curve. After bias
correction: red, solid curve. Input model: black bars. Compare to Fig. 10(c).



Table S1. Parameters used to generate the synthetic datasets used in the paper.

S7

Dataset S° T, (N&) (S) (D) T, Ny, N, (N SNR Figures
(photon/us) |  (us) (photon/ms) | (count/ms) (s) (photons/
molecule)
Medium-intensity, a . a a o b B
Canssinn additi 0.1 10 58.19 58.19 1000 1 0.58 2(a), 3(a—¢), 5
Medium-intensity, 7 2(¢), 3(g-1), 5, 6,
Shoton-noise 0.1 10 0.583 58.26 58.26 1000 | 5.83x10 1 0.583 | 076 | oo a1 ) S5
High-intensity, 1 10 5.83 582.6 582.6 1000 | 5.83x10° 1 583 | 241 | 2(b),3(d-D),4
photon-noise
1 0.00583| — 7
L . 1-400 | various — 8
Mfld“‘m mtensity, 0.1 0.1 0.00583 59.216 58.85 1000 | 5.92x107
photon-counting 100 0.583 | ~0.76° 9(b)
400 233 | ~1.5° | 9(c), 10(a&d)
o 1 0.0583| — 7
Il{llgth"mem?y’ 1 0.1 0.0583 592.16 565.9 1000 | 5.92x108
photon-counting 100 5.83 | ~2.4° | 2(d), 9(d), 10(b&e)
Very-high-
intensity, 10 0.1 0.583 5,826 3,898 10 | 5.83x10’ 1 0583 | — 7, 10(c&5), S3
photon-counting
High-time- 11,12, 13
resolution, photon- 40 0.025 0.583 23,300 15,484 | 0.020 | 4.70x10° 1 0583 | — s 5
counting? S1(b), S2(b)

 Substitute a continuous quantity, e.g., charge, for photon or count.

b — Qo
o,=S5°.

¢ Calculated with the photon-noise formula, Eq. (28).
4 The number of molecules N, = 10, and total number of photons in the dataset is 4.70x10°.



Table S2: Regularization parameters for the distribution recoveries shown in the paper.
For all datasets, Smin = 0.0125, Smax = 2.0125, and a = 0 (no sparsity regularization).

Dataset N, Xo® S X/ Xo Figures
Medium-intensity, | 3| ¢ 6,105 | 1 .40x1073 1.23 5
Gaussian—additive

8 1.52x107* | 2.22x1073 1.21 9(a)
Medium-intensity, | o | 5 ygyj4 | 1 .80x1073 126 9(a)
photon-noise
10 | 2.29x107* | 3.00x107° 1.24 5, 9(a)
High-intensity 15 | 1.69x107% | 4.10x1073 127 4
photon-noise
8 5.81x107* | 1.10x102 1.22
Medium-intensity,
photon-counting, 9 9.06x107* | 6.70x1072 1.23 9(b)
N, =100
10 | 9.74x107* | 4.49x1072 1.24
8 1.84x107* | 2.70x1073 1.24 9(c)
Medium-intensity,
photon-counting, 9 1.77x10°* | 2.70x10°3 1.20 9(c)
N, =400
10 1.80x107* | 1.80x1073 1.23 9(c), 10(a&d)
8 8.42x107 | 1.11x107* 1.30 9(d)
9 3.99x107° | 3.25x10°* 1.29 9(d)
High-intensity,
photon-counting
10 | 3.79x107° | 3.25x10°* 1.19 9(d)
15 1.22x107* | 2.20x1073 1.22 10(b&e)
Very-high- 1.69x107* | 2.20x1073 1.23 10(c&f)

intensity, 15

photon-counting 3.30x107* | 7.40x107° 1.51 S3
High-time-

resolution, photon- | 13 6.54x107* | 7.70x1073 1.12 12
counting

ap=0.
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