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Abstract. The Large Hadron Collider (LHC) experiments distribute data by

leveraging a diverse array of National Research and Education Networks

(NRENs), where experiment data management systems treat networks as a

“blackbox” resource. After the High Luminosity upgrade, the Compact Muon

Solenoid (CMS) experiment alone will produce roughly 0.5 exabytes of data per

year. NREN Networks are a critical part of the success of CMS and other LHC

experiments. However, during data movement, NRENs are unaware of data pri-

orities, importance, or need for quality of service, and this poses a challenge for

operators to coordinate the movement of data and have predictable data flows

across multi-domain networks. The overarching goal of SENSE (The Software-

defined network for End-to-end Networked Science at Exascale) is to enable

National Labs and universities to request and provision end-to-end intelligent

network services for their application workflows leveraging SDN (Software-

Defined Networking) capabilities. This work aims to allow LHC Experiments

and Rucio, the data management software used by CMS Experiment, to allocate

and prioritize certain data transfers over the wide area network. In this paper,

we will present the current progress of the integration of SENSE, Multi-domain

end-to-end SDN Orchestration with QoS (Quality of Service) capabilities, with

Rucio, the data management software used by CMS Experiment.

1 Introduction

The overarching goal of SENSE [1] is to enable National Labs and Universities to request and

provision end-to-end intelligent network services for their application workflows, leveraging

SDN capabilities. Scientific collaborations often see the network as an opaque resource that
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Figure 1. SENSE Architecture for US-CMS Deployment and current status of deployed Site, Network

Resource Managers, and Orchestrator. It includes testbed resources at the following Sites: Tier 1 at

Fermilab, Tier 2 at UCSD and Caltech, and Tier 3 at UMD. Additionally - network control over CENIC,

ESnet, and Internet2.

helps them to move data from one place to another, always with the hope of receiving an ac-

ceptable quality of service, in other words, the Data Management Systems (like Rucio [2]) do

not interact in any given form with the NRENs (National Research and Education Network).

In turn, the Network does not know the priorities of the Data Management Systems, so it is

forced to treat all data transfers equally regardless of their importance.

This work presents our approach to interfacing SENSE with the Rucio, the Data Manage-

ment System of the CMS [3] collaboration. By connecting Rucio with SENSE, we can create

network services for specific data workflows based on experiment priorities. The above al-

lows for priority workflows to travel over the network a) completely isolated, b) bandwidth-

guaranteed, and c) on predefined network segments, which translates into a) improved ac-

countability, b) accurate time to completion, and c) better monitoring, respectively.

2 Infrastructure

Our testbed makes use of a debug instance of SENSE, our own instance of Rucio, an FTS de-

bug instance at Fermilab, and two dedicated XRootD[4] instances deployed at two different

institutions: Caltech and UCSD. These two storage systems are connected over a dedicated

400Gbps link. SENSE controls all components within this path, including the storage sys-

tem’s data nodes, the site’s network switches, and the NREN routers along the path. As

shown in Figure 1 - we built our prototype on top of the existing SENSE Architecture.

All the components in the testbed can be easily separated into three groups: 1. All SENSE

components: Orchestrator, Network-RM, Site-RM, 2. The experiment or application side:

Rucio, FTS, and XRootD, and 3. The Data Movement Manager (DMM) which connects

the previous two groups. In the following sections, we briefly describe these components

separately.
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2.1 SENSE

SENSE operates between the science workflow agents/middleware and the automation Layer

controlling the individual networks and end-site resources. Its core mission is to enable

customized end-to-end service provisioning and management across multi-domain, multi-

resource distributed infrastructures. Within the SENSE architecture, there are two distinct

functional roles: Orchestrator and Resource Manager (RM). The interaction of Orchestra-

tor(s) and RM(s) follows a hierarchical workflow structure whereby the Orchestrator accepts

requests from users or user applications, determines the appropriate RMs to contact, and coor-

dinates the end-to-end service request. The RMs are (administrative or technology) domain-

specific and are responsible for configuring and managing local resources. The SENSE ar-

chitecture is designed to be flexible and scalable, allowing for many-to-many relationships

between Orchestrators and Resource Managers and supporting multi-level Orchestor hierar-

chies. More details about SENSE Architecture and its components can be found in this paper

[1]

2.1.1 SENSE Modifications

To support this new development and network control, e.g., Layer 3 traffic re-routing at the

Site Border, the SENSE Software suite was modified to provide a custom set of services to

the Rucio/DMM system based on the following requirements:

• The Orchestrator obtains information from all the Site-RM about sites which include: sites

available for service, Layer 3/BGP (Border Gateway Protocol) control, IPv6 subnets avail-

able for traffic engineering, site network connection speed (available, allocated, used), and

site network topology.

• The Orchestrator processes Rucio/DMM requests for priority services which results in the

following actions:

– The Orchestrator interacts with all of the Network-RMs and Site-RMs in the path to

instantiate a priority path for a specific data transfer and ensures that Layer 3/BGP is

configured.

– The Rucio/DMM system takes information provided by the Orchestrator to initiate a

data transfer via the standard FTS mechanism which uses the priority path configured by

SENSE.

The SENSE Network-RM service used for this use case is the standard Layer 2 Point-to-

Point service, which creates a priority service between two sites. In this manner, a Layer2

network path is established which has a guaranteed bandwidth. This use case did not require

any changes to the existing SENSE Network-RM-based services.

The SENSE Site-RM service did require changes to process service-specific information

from the Orchestrator, to direct the specific traffic onto the priority network paths from the

associated sites. This included Site-RM modifications to use Ansible and control network

devices locally at the Site. This included the development of new Ansible modules for the

following devices: Dell OS 9 [5], Arista EOS [6], and SONiC [7]; This service provides the

ability for the Orchestrator to request traffic re-route via an initiated L2 path for a specific

range of IP addresses. Also, Site-RM only supported Layer 2 QoS (Quality of Service) and

it was extended to cover Layer 3 as well, using Linux Traffic Control (TC) [8]. Additionally,

we implemented a monitoring feature in Site-RM to provide a complete picture of the site in

terms of its performance and various (CPU, IO, storage, network links) load levels, updated

in real-time via Prometheus, Node Exporter [9, 10].
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2.2 Rucio, FTS, and XRootD

When it comes to data distribution, 3 main systems take care of this task within CMS:

• Rucio. The Data Management System keeps track of all of the datasets in the experiment,

the replicas that exist, and where they are located i.e., which sites have them stored.

• FTS. This system manages the queue of Third Party Copy (TPC) transfers requested from

Rucio. TPCs are file transfers between 2 sites that are orchestrated by a third party, in this

case, FTS plays the role of that third party.

• Storage Systems. These systems reside in the Sites and are in charge of storing the ex-

periment’s data. They also provide an interface to support TPCs. Within CMS, there are

several different implementations of these systems; XRootD is one of them.

2.3 Data Movement Manager

DMM is a homemade software component that handles the communication between Rucio

and SENSE; it is responsible for obtaining the different endpoints of each RSE and keeps

track of which of them are in use. Also, it calculates the priority path’s bandwidth and adjusts

it when needed. Finally, it takes care of negotiating the allocations with SENSE.

Figure 2 depicts the interaction between Rucio and DMM. The step marked as “i” in the

diagram is a one-time interaction used by DMM to obtain information about the sites, like

their available endpoints and network capacity. The rest of the graph describes the interac-

tions triggered by the creation of a new rule in Rucio and it goes as follows:

1. A new rule is created in Rucio, and it reaches the Preparer phase;

2. DMM gets the information about the rule: number of files, total size, sites involved,

and priority. If the rule has no priority, DMM sends back the default endpoints from

each Site involved, and the data flow continues normally.

3. If the rule has a priority, DMM will pick one unused endpoint for each of the sites

involved and calculate the rule’s bandwidth based on its priority and those of other

active paths between the same pair of sites;

4. DMM sends a request to SENSE to create a priority path between the two endpoints

with the bandwidth allocation chosen in the previous step;

5. DMM provides Rucio with the endpoints selected in step 3;

6. Rucio requests the set of TPC transfers to FTS the same way as it is done in production;

7. SENSE orchestrates the required network services to create the priority path.

3 Current Status

At this time, all necessary features have been implemented to enable Rucio to trigger the

creation of of automated network services to create priority paths between our test sites:

UCSD and Caltech. This includes allowing Rucio to prioritize and re-route traffic based on

priorities. As Shown in Figure 3 best-effort traffic (green) flow priority is decreased, while the

priority path (purple) uses the full link capacity between 2 Sites. From a high-level view, we

can say that Rucio requests are automatically translated into QoS parameters that are applied

both by Network-RM and Site-RM on the Network and the Sites, respectively.
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Figure 2. SENSE and Rucio interaction through DMM

Figure 3. Measured and Prioritized Quality of Service traffic from UCSD to Caltech.

4 Issues and progress

This section will describe the progress and work done on the project’s different components

since the successful achievement of a PofC (Proof of Concept) published here [11].

4.1 The scale issue

One of our new objectives, which proved to be harder than we thought, was to replicate the

PofC on a larger scale at 400Gbps. We rapidly ran into two different problems when trying

to achieve the above: 1. The submission rate from Rucio to FTS and from FTS to XRootd

was not fast enough to reach the amount of simultaneous active transfers needed to achieve

400Gbps usage of the network. 2. The QoS implementation in the Data Nodes consumed too

much CPU, which lowered the sites’ capacity to sustain the amount of active transfers needed

to reach 400Gbps.
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The first issue can be addressed by a combination of 1. creating and configuring a dedi-

cated submitter daemon in Rucio to only look at priority requests and submit those at a faster

rate, and 2. Implementation of a mechanism in DMM to modify, on demand, the limits that

control the number of active transfers in FTS via its REST API. The second issue is notice-

able once the expected throughput from a single server is 100Gbps or more. Due to QoS

implementation, all traffic must go via kernel user space for traffic shaping, and queueing and

high-clock CPU speed is needed. For the following issue, we envision requiring this to be

done at SMART NICs (like Alveo U280) or using eBPF (extended Berkeley Packet Filter),

which allows packet processing at the NIC (Network Interface Card) level. Additionally, Site

RM implements QoS at the Server level but not on the local network devices at the Site. For

the latter one, we envision modifying Site-RM and use rate policy features, which most of

the Enterprise-grade network equipment already supports.

4.2 Multus

During the PofC tests, we ran into a problem where the XRootD instance at the destination

side of a TPC would pick the default routable IP address on the host to establish the connec-

tion with the source site instead of using the IP that FTS used to communicate with it. Since

the SENSE network services are based on the IPs, we needed a way to instruct XRootD to use

the correct IP address. At the time, we could work around this problem by having Site-RM

add a Routing rule in the host to use the desired local IP based on the TPC’s destination IP.

The above solution works in a Bare-metal/Docker-based deployment, while we noticed it to

be complex to deal with Routing tables on Kubernetes-based systems. For Kubernetes-based

clusters, a better solution is to use Multus [12] CNI (Container Network Interface). Multus

is a Kubernetes [13] plugin that allows us to create k8s (short for Kubernetes) pods with a

single IP address that is isolated from the rest of the addresses in the host. This is, in a node

with N IP addresses, we can deploy N k8s pods, each of them running one XRootD instance

with a single IP, which means it has its own routing table and rules. That solved an issue for

Kubernetes-based deployments and for bare-metal/docker-based installations - we continue

to support a Routing rule modification at the host level.

4.3 Monitoring

An important objective of this project is to increase accountability; to that end, signifi-

cant effort has been put into implementing its monitoring mechanism. We decided to start

using a public FTS instance, as opposed to using our own, in order to get access to the

FTS monitoring records via CERN’s MonIT infrastructure [14]. We use MonIT’s grafana

proxy [15] to pull FTS records and compare them with the monitoring data we obtain from

Prometheus/Node exporter available via Site-RM. This way we can compare the network

traffic in the host and local network interfaces with the throughput reported by FTS for the

set of transfers going through a given priority path created by SENSE.

4.4 Rucio and DMM changes

One of the long-standing objectives of the project is to include all DMM capabilities either on

Rucio or SENSE to this end, it is important for us to keep our Rucio instance as close to the

the upstream version as possible. With this in mind, we put significant effort into adopting

Rucio’s official Kubernetes implementation based on Helm charts [16]. This will keep our

project up to date with changes to the Rucio base code.
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Following the changes on our Rucio deployment described above, DMM was modified

to support having the different Rucio Daemons running in separate pods/containers. The

previous version of DMM worked assuming that all the Rucio daemons were executed within

the same pod/container as DMM.

4.5 Growing the testbed

Adding more sites to our testbed opens the door for testing more complicated scenarios, like

creating multiple priority paths over a single network segment that is shared by more than

2 sites. For that reason, significant effort has been put into reaching out to more sites to

collaborate with the project. Currently, we are in the process of including testbed resources

at Vanderbilt, Nebraska - where testbed resources are as close to production deployment as

possible.

5 Future plans

The following is the list of planned upgrades for SENSE that will be beneficial to this project:

• Adding a new Network Service: IP Traffic Steering

This will allow establishing of site-to-site priority paths across the Wide Area Network

(WAN) using Layer 3 traffic as opposed to Layer 2 VPN over WAN + Layer 3/BGP at the

Site Level. This will provide an option for those sites that have reduced control of their

network.

• Full Life-Cycle Service Monitoring and Troubleshooting

The Orchestrator currently obtains information from all of the Resource Managers across

the end-to-end path for service instantiation. This will be extended to include monitoring

and troubleshooting data during the full life cycle of the service.

• Site-RM network device control

Site-RM currently is limited to devices highlighted in 2.1.1 and will be extended to support

more network device control, like Dell OS 10 [17], FreeRTR [18], and Juniper [19], as this

is needed for deployment at new Sites.

• Policy Share and QoS As more and more bandwidth from the NRENs is controlled by

SENSE an agreement among the different stakeholders is necessary to define the policies

and implement the mechanisms required for a fair share of the network resources.

In the short term, we expect to get all of the US-CMS Tier2 Sites to form part of our testbed.

This will help us gain experience and increase the system’s overall stability. In the longer

term, we see DMM integrated into CMS Rucio and interacting with a production SENSE

instance that orchestrates priority paths amongst a significant percentage of all CMS sites.
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