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Abstract

The general public and scientific community alike are abuzz over the release of ChatGPT and GPT-4. Among many
concerns being raised about the emergence and widespread use of tools based on large language models (LLMs) is the
potential for them to propagate biases and inequities. We hope to open a conversation within the environmental data
science community to encourage the circumspect and responsible use of LLMs. Here, we pose a series of questions
aimed at fostering discussion and initiating a larger dialogue. To improve literacy on these tools, we provide
background information on the LLMs that underpin tools like ChatGPT. We identify key areas in research and
teaching in environmental data science where these tools may be applied, and discuss limitations to their use and
points of concern. We also discuss ethical considerations surrounding the use of LLMs to ensure that as environmental
data scientists, researchers, and instructors, we can make well-considered and informed choices about engagement
with these tools. Our goal is to spark forward-looking discussion and research on how as a community we can
responsibly integrate generative Al technologies into our work.

Impact Statement

With the recent release of ChatGPTand similar tools based on large language models, there is considerable enthusiasm
and substantial concern over how these tools should be used. We pose a series of questions aimed at unpacking
important considerations in the responsible use of large language models within environmental data science.
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1. Introduction

Following its public release in late 2022, ChatGPT rapidly captured the world’s attention. Its simple text chat
interface allows users to interact with a powerful artificial intelligence model capable of generating
shockingly human-like responses. As with any new technology that seems to break the bounds of what
was previously thought possible, the release of ChatGPT provoked sizable reactions across academia,
industry, and the general public. Some have lauded its potential while others have raised alarm bells over its
potential misuse (ChatGPT is a Data Privacy Nightmare, and We Ought to be Concerned, 2023; Getahun,
2023; Marcus, 2023; Pause Giant Al Experiments, 2023; Rillig, 2023). Particularly concerning is the
tendency of large language models (LLMs), like ChatGPT, to propagate stereotypes and social biases and
provide false or misleading information, all while engendering unmerited trust due to their “human-like”
qualities (Bender et al., 2021; Weidinger et al., 2021). In the clamor to understand the societal implications of
ChatGPT and similar tools, there are growing calls for the scientific community to critically examine the
potential ramifications of reliance on LLMs (Bommasani et al., 2022; van Dis et al., 2023).

Although artificial intelligence is not a novel addition to environmental data science, LLMs have not
been widely adopted within the community. Therefore, environmental scientists may have cursory or
inaccurate knowledge about the benefits, drawbacks, and limitations of these models or may have
difficulty deciding whether and when to use these models in their work. While traditional artificial
intelligence synthesizes data, LLMs are a form of generative artificial intelligence in which new content,
such as text or images, is created based on existing data (e.g., Schmidt et al., 2021). The uptake of tools like
ChatGPT is poised to rapidly increase; thus, there is an urgent need for the environmental data science
community to acquire the literacy necessary to make informed choices regarding their use. LLMs share
many of the issues recognized in other artificial intelligence and machine learning methods, including bias
propagation and homogenization (McGovern et al., 2022). However, the ability to effortlessly generate
text that can synthesize concepts, create new content, and even design analysis workflows raises a new set
of questions about the responsible use of LLMs.

2. How do LLMs work?

LLMs are a family of machine learning models designed to intake text prompts and generate contextual
text outputs. They are extremely large deep neural networks with upwards of hundreds of billions of
parameters, also known as weights. LLMs are trained in a “self-supervised” manner, sometimes referred
to as “autoregressive,” using an architecture called a transformer that relies on a surprisingly simple
process called attention (Vaswani et al., 2017). These models are fed text with some words omitted and are
trained to essentially “impute” the missing text. Training text comes from an incredibly large corpora of
text often scraped from the internet (i.e., Reddit, Wikipedia, and the Internet Archive). A training example
might be the sentence “I'm going to walk the.....” The model would predict the end of the sentence with
the goal of maximizing the likelihood that the characters it predicts are the characters omitted in the
original text. Assuming the original sentence was “I'm going to walk the dog,” the model’s parameters
would be updated to maximize the likelihood that the three characters it predicted were indeed “dog.” By
repeating this omission-based training process billions of times, models like ChatGPT “learn” to predict
responses to a wide range of inputs ranging from patents to historical summaries (Brown et al., 2020).

In principle, this approach can be used on any text-based data format (e.g., DNA sequences) (Gankin
et al., 2023), but human prose text is the most common. Of specific interest to the EDS community, these
models have shown surprising capability in translating between computer code and natural language or
between multiple coding languages (Merow et al., 2023).

The primary difference between previous versions of these models, such as GPT-2, and the current
generation of GPT models—which as of writing was GPT-4—is that newer models have vastly more
parameters and are trained on substantially more data. Nearly everything about the training paradigm,
pipeline, and validation is the same as previous iterations, with the caveat that the ChatGPT implemen-
tations of these models are fine-tuned on human feedback data, referred to as reinforcement learning from
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human feedback (RLHF), to better reflect human dialog rather than longform text. RLHF enables LLMs
to align text with the complex values of users and reject questions that are inappropriate or outside of the
scope of the model’s knowledge, and seems to improve LLM’s ability to carry on a dialog (Bai et al.,
2022). Fine-tuning with RLHF has ostensibly improved the dialog performance of GPT models and
driven the rapid adoption of ChatGPT, and indeed much of the attention granted to LLMs hinges on
outputs that are lengthy, varied, flexible, and coherent, as selected for by the RLHF process (Clark et al.,
2021).

3. What are the current concerns with LLMs?

Although outputs generated by LLMs can sound human-like, coherence is often incorrectly conflated
with understanding. It is critical to bear in mind that the process by which LLMs generate output is not a
reliable source of facts (Bender et al., 2021; Weidinger et al., 2021; World Economic Forum [Internet],
2023). Just as human-generated prose or code can contain factual or formatting errors or reflect certain
world views, LLM-generated text can also contain mistakes or recapitulate the dominant views. In
general, the reliability of the outputs of ChatGPT varies substantially across domains; in particular, it
tends to underperform on science-related prompts (Shen et al., 2023). LLMs may be prone to demo-
graphic, cultural, linguistic, ideological, and political biases, (Bolukbasi et al., 2016; Caliskan et al., 2017;
Buolamwini and Gebru, 2018; Bender et al., 2021; Kirk et al., 2021; Ferrara, 2023a). Biases in the form of
systematic misrepresentations, attribution errors, or factual inaccuracies can arise from decisions made in
the development and implementation of LLMs, including the selection of training data, decisions about
algorithm architecture, details of product design, and policies that control model behavior (Ferrara,
2023a). Also troubling is the fact that models can, with ostensibly equal confidence, create false but
believable “facts,” known as hallucinations (Weidinger et al., 2021; Liu et al., 2023).

One important yet underappreciated aspect of LLM performance is the curation of the training data
corpus—the steps used to prepare cleaned training samples from raw text. This process often includes the
removal of data considered harmful, irrelevant, or incorrect. The decisions about what falls into these
categories are often subjective, and consequently the outcome of such decisions may vary depending on
the data science workers building the dataset or the LLM’s target audience (Chung, 2019; Miceli et al.,
2022). While intended to remove objectionable content such as violence or hate speech, data curation can
have unintended consequences and create temporal homogenization of viewpoints (Bender et al., 2021).
Further, confirmation biases may arise from training data that was unintentionally curated to reflect
individuals’ viewpoints (Bolukbasi et al., 2016; Caliskan et al., 2017; Ferrara, 2023a). Unlike humans,
who naturally censor new and emerging social taboos from their work, LLMs may cast a long shadow of
outdated norms. Further, due to different amounts of training data available for different languages,
ChatGPT performs more effectively with (e.g.) European languages that have lots of online training
content available than with languages that lack this body of data (Jiao et al., 2023).

To return to the earlier example, when asked to predict what comes after the phrase “I'm going to walk
the...,” it is reasonable to think that most people would guess “dog,” as this is a very common phrase in
American English. However, it is certainly not true that the sentence must conclude with the word “dog.” For
example, perhaps the person writing has a pet cat that they take on daily walks! This example may feel forced
or trivial, but when you begin to consider the sum total of text on the internet, there are many viewpoints,
opinions, and people that are not represented and innumerable subtle representation biases in this large body
of text. The probability of text generation is commensurate with its availability on the internet, and when that
text is disproportionately generated by a small slice of the world’s population, then that text will
disproportionately reflect their world views. For example, Wikipedia contributors are primarily white,
cisgender men, leading to subtle but important systemic biases in topic contribution and tone (Shaw and
Hargittai, 2018; MIT Technology Review [Internet], 2023). When the text an LLM is trained on is the
product of a limited worldview, the model output propagates a specific knowledge base and worldview.

An especially insidious way that this emerges is in errors of omission. For example, when asked who
discovered the global warming potential of carbon dioxide, ChatGPT responded by making reference to
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Box 1. Propagating bias through omission. When asked about the early recognition of carbon
dioxide as a greenhouse gas, ChatGPT perpetuates a common erasure of contributions by Eunice
Newton Foote. Conversation with ChatGPT 3.5 on May 2, 2023.

Prompt: who discovered the global warming potential of CO2?
Response:

The concept of the global warming potential (GWP) of carbon dioxide (CO2) was first introduced by
scientists in the 1970s, particularly by J. S. Sawyer and Wallace Broecker. They recognized that different
greenhouse gases have different warming potentials based on their ability to absorb and trap heat in the
atmosphere.

However, the specific calculation of CO2's GWP as a factor of its ability to trap heat relative to other
greenhouse gases, such as methane and nitrous oxide, was developed in the 1990s by the Intergovernmental
Panel on Climate Change (IPCC) as part of their efforts to understand and quantify the impacts of
human-caused climate change.

publications from the 1970s by John Sawyer and Wallace Broecker (Sawyer, 1972; Broecker, 1975) as
well as the Intergovernmental Panel on Climate Change (Box 1). However, this response ignores the
contributions of Eunice Newton Foote who correctly theorized the connection between increased carbon
dioxide and planetary warming based on experimentation over a hundred years before (Huddleston,
2023). The erasure of her story from history is perpetuated when we use models trained on the
consequences of this erasure.

Troublingly, the training data used in current LLMs are so voluminous that documenting and
understanding what these models are based on is nearly impossible (Bender et al., 2021). Further, because
of the size and complexities of model architecture and training corpus, even small decisions can have large
reverberations in outcomes through the Butterfly Effect (Ferrara, 2023b). In addition, data curation and
training processes are usually opaque (ZDNET, 2023), since many models are trained by large corpor-
ations that are not bound to open science data practices or peer-review processes and as such rarely follow
best practices laid out by the Al ethics research community (Mitchell et al., 2019; Pushkarna et al., 2022).
Financial barriers further limit the number of organizations with the capacity to train and host such
models. This has left only a select few organizations such as Google, Meta, and OpenAl / Microsoft as
competitive in this space. Open-source examples of LLMs, such as the BLOOM project, are even rarer.
Open-source models generally have lower performance (Chen, 2023), potentially due to differences in the
all-important data curation step, which is usually opaque to all but the modelers. However, the model
weights for Meta’s LLaMA (Large Language Model Meta Al) were leaked shortly after the model’s
February 2023 release, which has allowed several open-source and local implementations of LLMs to
emerge (e.g., Alpaca [Stanford], Koala [Berkeley], and Vicuna [multiple institutions]). Despite the
general trend toward the use of closed-source models, there are also increasing pushes for open LLM
research, such as the AI Alliance, which could help bring more transparency to model development and
deployment.

4. How might LLMs affect our research practices?

Given the capabilities of LLMs like ChatGPT, we may need to rethink how our community engages with
our work and one another. We explore a hypothetical example of how ChatGPT’s core functionalities (text
generation, translation, and data analysis/visualization) could be leveraged in the development and
execution of an environmental data science project (Figure 1; Supplementary material). In this case, a
researcher is inspired by a recent publication that identified pervasive biases in biodiversity records in the
United States of America due to historical residential redlining practices. The researcher is interested in
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wammwmwmawmamwumhmm
biodiversity observations of birds across the United States (Ellis-Soto et al. 2023), A researcher is interested in exploring
mmwmbmhmmmmmmmm

Key functionalities
Text generation To help brainstorm ideas, the researcher asks ChatGPT for help synthesizing ideas.

Prompt: brai ma h project to investigate how racist policies influence biodiversity data
Response: ~500 word research
Title: Investigating the Impact of Racist Policies on Biodiversity Data: A Historical Analysis and proposal outline

Contemporary Assessment [...]

3. Methods:
b. Quantitative Analysis:
. Evaluate the impact of historical racist policies on biodiversity loss, ecosystem degradation, and

species endangerment using relevant historical data. Vague description of
. Assess the current state of biodiversity data in regions affected by past racist policies, including potential analyses
data gaps and inaccuracies. [...]

7. Ethical Considerations:

- Ensure respectful g 1t with Indigt [ ities and prioritize their knowledge and Consideration of
perspectives. Indigenous
- Address potential biases within the research team and work to minimize them. communities was
- Collaborate with organizations and experts in environmental justice and Indigenous rights to ensure found in
ethical research practices. e
to prompts for other
research projects

Translation To determine how biodiversity observations vary by neighborhood, the researcher asks for help with basic spatial analysis.

Prompt: write R code to intersect point and polygon data

Response:
# Load the required packages
library(sf)

# Create a sample polygon dataset
polygon_data <- st_read(system.file("shape/nc.shp®, package="s{"))

# Create a sample point dataset

point_data <- data.frame(x = c(-80.1, -79.5, -78.5), y = ¢(35.2, 35.8, 35.3))
coordinates(point_data) <- ¢('x", "y") - Incorrectly attempts
st_crs(point_data) <~ st_crs(polygon_data) 1o reproject dala

# Intersect the point and polygon datasets
intersection <- st_intersection(point_data, polygon_data)

# View the intersection result
print(intersection)

Data analysis/visualization To visualize potential patterns, the researcher asks for help plotting potential datasets.

Pmmpl' write R code plot biodiversity observations with socioeconomic data

Response:
# Load the required packages
library(ggplot2)
library(dplyr}

# Sample biodiversity observations data (replace with your own data)

biodiversity_data <- data.frame(
Species » c(*Species A", *Species B', "Species C), Incorrectly creates
Latitude = ¢(40.7128, 34.0522, 51.5074), sty ool R
Longitude = ¢(-74.0060, -118.2437, -0.1278) data frame

)

# Sample socioeconomic data (replace with your own data)
socioeconomic_data <- data.frame(
Location = ¢("Location 1%, "Location 2%, "Location 37),
Population = ¢(10000, 5000, 15000),
GDP = ¢(500000, 250000, 750000)
)

# Merge biodiversity and socioeconomic data by a common identifier (e.g., Location)

merged_data <- merge(blodiversity_data, socioeconomic_data, by.x = "Species”, by.y = "Location”) Incormrectly attempts
to merge spatial data
# Create a scatter plot
ggplot(merged_data, aes(x = GDP, y = Population, label = Species)) +
geom_point( +
geom_text(hjust = 0.5, vjust = -1) + Creates a scatter
labs(x = "GDP", y = "Population”, title = "Biodiversity vs. Socioeconomic Data") plot instead of a map

Figure 1. Collaborating with ChatGPT on an environmental data science project. In this hypothetical
example, we explore how ChatGPT’s (3.5) core functionalities may be used for environmental data
science. We have annotated to highlight notable components of responses. Responses have been truncated
for brevity. A full transcript can be found in the Supplementary material.
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further exploring how racist policies impact biodiversity data collection and turns to ChatGPT to help
brainstorm research questions and approaches as well as generate code to perform relevant analyses.

In response to a prompt to brainstorm a research project on the topic, ChatGPT quickly generated a
lengthy research project proposal. While much of the text appears to be a useful starting place for a grant
or dissertation proposal, many of the details are quite vague and seem to recapitulate obvious statements.
For example, under a section entitled “Quantitative Analysis” the output suggests the user to “evaluate”
and “assess” the impact of racist policies on biodiversity data collection, closely mirroring the original
prompt without suggesting specific methodologies. ChatGPT is unable to provide more specific
instructions on how to break down a complex research question into an actionable analytical framework
without further prompting. Therefore, identifying the appropriate methods to use still requires expert
knowledge. Interestingly, the output includes recommendations to meaningfully engage with Indigenous
communities and center their knowledge and perspectives, which remains rare in much of environmental
data science.

In response to prompts to provide code for potentially relevant analyses, ChatGPT returned code that
handled simple tasks well, but it struggled with more complex and ambiguous prompting. For example,
the outputted code correctly handled example datasets as spatial objects. However, minor issues arose
when it suggested reassigning a dataset’s coordinate reference system instead of using a transformation.
This is a relatively small error that would be straightforward for an experienced user to catch, but less
obvious to a more novice user of spatial data. Additionally, the response to a subsequent, more ambiguous
prompt for assistance in data visualization was largely incorrect. Despite creating example datasets to
visualize as spatial objects, the suggested code for joining these datasets to one another does not treat them
as such, in this case it suggests a standard merge instead of a spatial merge. This incoherence demonstrates
a fundamental aspect and limitation of ChatGPT’s output generation process — it is simply predicting the
most likely set of text, and therefore does not build a logically cohesive response.

While this is merely one example of the ways that ChatGPT may be used (or misused), in Table 1 we
provide a more general overview of the potential applications, benefits, and pitfalls of using LLMs in EDS
research. One of the most powerful uses of Al will be the automation of routine tasks, which would
ostensibly allow researchers to spend more time on interpretation and deep thinking. LLMs may also aid
interpretation by identifying patterns and relationships in complex data and have the potential to improve
reproducibility and consistency within EDS by lowering the barriers to writing code when reproducing
other’s results. ChatGPT has been shown capable of creating code for ecological tasks. It performs best
when generating shortcode blocks based on highly specific prompts, although almost all suggested code
requires debugging (Merow et al., 2023). These tools also have the ability to translate code to text, which
could facilitate consistent methodological descriptions across published literature and help students and
other researchers interpret and use a new codebase. Further, ChatGPT may be able to translate between
coding languages. As a highly interdisciplinary field with many communities of practice, more seamless
translation between coding languages could help bolster collaboration. Consequently, LLMs could
facilitate collaboration across disciplines, from biologists to managers to statisticians.

Despite these potential benefits, LLMs do not reduce the need for human-based validation and
assessment. Using LLMs to perform data analysis can create situations where EDS practitioners who
may have limited understanding of the underlying techniques might apply them inappropriately when
recommended by ChatGPT, as users tend to overly trust Al-generated content (Perry et al., 2022). These
considerations will be particularly important as we train the next generation of environmental data
scientists, who will begin their learning in the time of LLMs. Since LLMs produce output based on their
inputs and training data, their ability to construct novel approaches to scientific or data analysis problems
is necessarily limited. Additionally, writing code is a skill that not only enables the interpretation of
complex environmental data but also allows scientists to think creatively and critically about their data.
Removing the scientist from methodological development could be detrimental to both the development
of the scientist and the correct interpretation of nuances in the data and/or analysis. It is incumbent upon
users to consider potential collateral damages inherent with a more “efficient” approach and likely best to
think of Al tools as supporting, rather than replacing, existing duties.
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Table 1. General overview of the key functionalities, applications, and potential benefits and pitfalls of

ChatGPT
Key functionalities Application Potential benefits Potential pitfalls
Text generation + Editing, outlining, °* Automating rote tasks ¢ Creating false citations
and/or generating (e.g., reducing word ¢ Presenting misleading or
draft text count) inaccurate conclusions

Translation (text to
code, code to
text, or code to
code)

Data analysis and
visualization

Synthesizing con-
cepts for learning,
teaching, or brain-
storming
Developing analo-
gies

Creating analysis
workflows
Creating example
workflows
Interpreting, refac-
toring, or annotat-
ing code
Translating
between coding
languages

Data summary
statistics

Simple visualiza-
tions when pro-
vided data
Guidance on best
approaches given
data

Providing an over-
view of well—studied
and/or wide—ranging
topics

Outlining key con-
cepts that can guide
further reading
Providing opportun-
ities for a focus on
process and revision
of written pieces
Revision for brevity
and clarity

Automating rote tasks
(e.g., making code
more efficient)
Lowering barriers to
learning how to code
Reducing time to
identify errors in code
and providing real—
time feedback
Improve annotation
Improving reproduci-
bility and standard-
ization across coding
languages

Improving the inter-
pretability of figures
Creating more
accessible graphics
(e.g., colorblind
friendly) with less
time/expertise needed
Improving the under-
standing of, and
application of appro-
priate statistical
methods

Reducing student engagement
with the scientific literature,
methodology, and process
Decreasing time spent on
deeply understanding key con-
cepts

Homogenizing and/or biasing
knowledge

Using others’ code without
proper attribution or in viola-
tion of copyright

Reducing need for skill build-
ing in critical thinking and
perseverance

Widening opportunity gaps if
only financially privileged can
access premium services (e.g.,
the latest, largest LLMs)
Providing proprietary or sensi-
tive code to the companies
hosting the model

Misleading information and
broken code due to model
being trained on outdated
packages

Suggesting inappropriate stat-
istical analyses due to incom-
plete understanding of data and
assumptions

Developing less thoughtful
visualizations or visualizations
that do not align with the
broader goals of analysis
Reducing development of
novel packages for visualiza-
tion

Note. This summary is based on considerations with environmental data science, although they may apply more broadly.
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Just as the outputs of LLMs are based on our scientific knowledge base, its biases are also our own. As
environmental data scientists, we are responsible for ensuring that we do not propagate and amplify
embedded biases in the outputs of LLMs. However, it is not just the outputs that should be used
responsibly. We also have a responsibility to design studies that, to the extent possible, contribute
unbiased information back into the training corpus that will be used for future LLM training. Recognizing
and completely eliminating bias can be challenging; thus, one potential use of LLMs could involve
flagging elements of our prose or data analyses that introduce biases, with the caveat that these tools still
may overly homogenize what is considered biased (Chung, 2019; Miceli et al., 2022). Ultimately,
scientists may one day outsource the coding itself, but will still need to be trained in how to prompt Al
tools appropriately (Zamfirescu-Pereira et al., 2023), how to assess the validity of their outputs (Passi and
Vorvoreanu, n.d.; Zombies in the Loop? 2023), and to consider the societal implications and applications
of these outputs (Tomasev et al., 2020; Kriigel et al., 2023).

Looking forward, generative Al could accelerate the broader application and integration of insights
from the fields of applied science and environmental justice, helping to link scientific findings with ethical
considerations and management decisions across local, regional, and global scales. When deciding
whether to use LLMs as a tool, environmental data scientists should reflect on what biases LLMs might
introduce in the specific context of their work, and when biases or factual errors exist, how they will
identify them. Researchers must have enough comfort with their field’s approaches that they can
anticipate areas where LLMs will fall short (e.g., if a commonly used package has been replaced since
the LLM training data were updated), and researchers should also be aware of any policies that might
restrict their use of LLMs in proposing projects (e.g., grant writing), analyzing data (e.g., data confiden-
tiality), and in communicating their findings (e.g., article drafting) (Box 2).

5. How might LLMs affect our teaching practices?

The widespread availability of LLMs will shape how we train the next generation of environmental data
scientists, though the advantages and disadvantages of using systems like ChatGPT in the classroom are
still being explored (Baidoo-Anu and Owusu Ansah, 2023; Meyer et al., 2023; Milano et al., 2023).
Students are already using ChatGPT in primary school (Khan, 2023) and higher education settings (Cu
and Hochman, 2023) with many institutions struggling to keep pace. At one extreme, the New York City
Department of Education initially banned ChatGPT on all devices and networks within the city’s school
system (NBC News, 2023). Alternately, some school districts have opted to partner with Khan
Academy and OpenAl to introduce automated tutoring with GPT-4, with tens of thousands of students
using these Al tutors to date (Khan, 2023). The decision on whether or not LLMs are more helpful or
harmful for students’ education remains to be seen, with many institutions opting for a “wait and see”
approach on whether to adopt or to ban these tools in the classroom.

Proponents argue that these resources should remain free and easily accessible (Mills et al., 2023), as
they could help to reduce barriers to learning, improve learner confidence, and support diversity and
inclusion in environmental data science (Samuel et al., 2020). LLMs also have the potential to help
instructors assist students in large enrollment courses (Popenici and Kerr, 2017) and to foster a self-
directed learning environment (Wilcox, 1996). As novices, students greatly benefit from practicing with
feedback (Keuning et al., 2019), and for data science skills like coding, a responsive LLM that
understands code could provide personalized practice for students struggling to learn coding languages.
Additionally, by using an LLM for coding, students may feel more empowered to apply their knowledge
and skills to new environmental problems and attain agency over their own learning, an established
equitable teaching practice (Madkins et al., 2020). However, learning how to code without LLMs helps
students to build troubleshooting skills and perseverance (Caliskan, 2023); thus, there are concerns that
ChatGPT would reduce the need for students to develop these skills.

When approaching how we teach EDS in the world of LLMs, it may be helpful to consider an asset-
based approach (Alim et al., 2020). This entails teaching practices and instructional materials that promote
avariety of approaches to knowing and doing. While LLMs can suggest new approaches, a risk with using

https://doi.org/10.1017/eds.2024.12 Published online by Cambridge University Press



Environmental Data Science el4-9

Box 2. Discussion prompts for responsibly using LLMs in EDS research. These prompts were
developed by the team of authors as a starting place for researchers reflecting on the use of LLMs.

In research communities

Responsibly and effectively using LLMs in research requires a thoughtful consideration of the
limitations of these tools in the specific context of the research question posed. On their own, within
their lab, and among their professional networks, environmental data scientists should consider the
prompts below.

» What are some biases in the type of data that [ use that LLMs might not be aware of? Are there
caveats to these data due to how they were collected? Are there gaps in these data due to historical
underrepresentation of some geographic locations and/or groups of people? Is there a way to make
LLMs aware of these limitations and, if not, will this lack of awareness overly bias the LLM’s
responses?

To responsibly use LLMs, environmental data scientists must have sufficient knowledge of the
biases and caveats of their specific datasets and 1) prime LLMs to acknowledge these biases and/or
caveats in analyses, 2) interpret the outputs of LLMs in light of these biases and/or caveats. For
example, in analyses of spatial data on biodiversity, LLMs are unlikely to be aware of the impact of
systemic racism on biodiversity observations (Ellis-Soto et al., 2023).

» Have there been any technical changes that have occurred in the analytical approach that I use
that an LLM would not be aware of? Are there new packages, or packages that no longer exist? Are
there best practices that have been developed since the LLM training data was collected?

Researchers must know enough about their field to understand the technical limitations of LLMs
due to a lag in the time period covered by the training data. For example, LLMs might provide code
that relies on a package that has since been deprecated. There may also be changes in the language
used to discuss certain phenomena, and environmental data scientists must be aware of these changes
to best practices so as to not perpetuate problematic language. For example, biology education
researchers no longer use the term “achievement gaps,” as this term places blame on the student, but
instead now use “opportunity gaps.”

» How will I identify errors created by LLMs? Will I use code generated by LLMs, even if I do not
personally understand what each line of code does? If [ use LLMs to help with literature review, how
will I ensure that none of the information or resources that it produces are “hallucinated” or the novel
ideas it generates are not plagiarized?

Environmental data scientists must be able to critically assess the outputs provided by LLMs. These
models cannot be held accountable for any errors produced in the coding or writing process, and the
responsibility still ultimately lies with scientists to ensure the accuracy of their work. LLMs may
produce code or rely on models that are inappropriate for the researcher’s data or may make up or
“hallucinate” scientific references or statistical packages, particularly in the context of newer or less
commonly used types of analyses for which LLMs have less training data. As they are trained on
information available online, text taken directly from LLMs could also lead to accidental plagiarism.
As a result, research outputs should not include code or text taken directly from LLMs without editing
and verification (Buriak et al., 2023).

» What policies do [ need to be aware of regarding generative AI? If I am reviewing a paper or
proposal, would uploading the text to a company’s LLM for guidance go against confidentiality
agreements? s the data that [ am using confidential or sensitive in any way and, if so, is it ethical to
upload these data into an LLM platform? If [ use an LLM to help write articles, what is the benchmark
that I will use to disclose this use of generative AI?

If environmental data scientists choose to use LLMs in their research and professional service, they
should be fully aware of the current policies on use of these models (A Quick Guide of Using GAI for
Scientific Research, 2023). At the proposal stage, environmental data scientists are fully accountable
for any proposed work that they receive funding for. This landscape is changing rapidly, and agencies
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that do not currently explicitly prohibit use of LLMs in their proposals may do so in the near future.
LLMs should not be used to help review papers or proposals, as reviewers are expected to treat these
items as confidential. Additionally, some types of data (e.g., healthcare data; (Varghese and Chapiro,
2023)) may also have expectations of confidentiality that preclude use of LLMs for analysis.
Researchers should receive consent before using LLMs to analyze data related to individuals or
communities. When submitting manuscripts, authors should ensure that they are aware of journal
policies on use of LLMs and, when LLMs are not prohibited, should be fully transparent about how and
where these models were used as a tool and of any limitations that these tools may have created in their
work. As with granting agencies, these policies currently differ across journals and may be subject to
change.

LLMs in this context is that (as mentioned earlier) training data can be biased (Wich et al., 2020), which
may lead to a more privileged set of students’ needs being met. Furthermore, such tools can be expensive
and potentially further economic inequity. Even non-profit systems such as Khan Academy’s GPT-4-
powered Al tutor are so expensive to run that individual students wishing to access the system are required
to donate $20 to help offset the cost (Khan, 2023).

We urge a transparent and cautionary approach for instructors using LLMs in classroom settings (Eager
and Brunton, 2023; Meyer et al., 2023). In deciding how and when to use LLMs in the classroom,
instructors should consider the technical background of their students and especially ensure that their
students understand the limitations of LLMs. They should also consider their learning goals for the course
and use these goals to decide which assessments will allow use of LLMs. Once they have made these
decisions, instructors should be explicit with their students about their expectations regarding the use of
LLM:s and should provide some basic training on the use of these tools (e.g., specificity when prompting
for a code example) so that students have equal access to them (Box 3).

6. How will LLMs impact how we engage with one another?

The issues raised above pose larger questions of how we engage with each other as a community of
practice. As LLMs are increasingly used to support analysis, interpretation, and decision-making, whom
do we hold accountable when things go awry? How far upstream do we hold individuals responsible?
What is our responsibility in shaping how Al uses the information that we generate? Given that these
technologies do not credit the sources of the knowledge they repurpose, there is a potential threat to open
science principles and practices. For example, if EDS practitioners decide to withhold their data or
insights in order to preclude their use in training LLMs, then the use and reuse of those data and results
would likely be restricted for use by human researchers as well.

In terms of accountability, the January 2023 policy for Nature family journals states that “... no LLM
tool will be accepted as a credited author on a research paper. That is because any attribution of authorship
carries with it accountability for the work, and Al tools cannot take such responsibility” (No authors,
2023). Presumably this type of approach also applies to code generated for the purposes of scientific
analysis. LLMs may produce outputs based on inputs that were not intended to be re-used, compared to
resources like StackOverflow, where contributions are explicitly volunteered for reuse. More broadly,
citation and attribution is an important way of understanding the origin and credibility of statements in
research. The inability of LLMs like ChatGPT (and Al-based coding assistants like GitHub’s CoPilot) to
properly cite their sources suggests a need for more specialized tools that can provide proper attribution.
Attribution tools are important for scientists not only for assessing the veracity of provided outputs, but
also to maintain legal compliance with copy-left licenses like GPL and CC-BY-SA. To that note, some
LLMs like Google’s Bard or Ought’s Elicit can already properly cite sources (web URLSs and scientific
articles, respectively), although these tools are still in early development.
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Box 3. Discussion prompts for responsible use of LLMs in EDS teaching. These prompts were
developed by the team of authors as a starting place for researchers reflecting on the use of LLMs.

In Teaching Communities

Educators must consider how they will treat the use of LLMs in their classes. The prompts below
provide a starting point for reflection for individual educators as well as in dialogue with educators at
learning centers, workshops, and conferences.

» How can I ensure that my students have the necessary conceptual background to responsibly use
LLMs? Are they aware of the potential biases and shortcomings of LLMs as they relate to EDS? What
are specific examples that I can use that will resonate with them?

EDS students are increasingly interested in issues of environmental justice, but are unlikely to
understand the ramifications of LLM use in this context. Educators must ensure that students are
aware of the costs and biases associated with LLM development and use. They should provide students
with conceptually and culturally relevant examples and understand that these examples may not be
common enough in an LLM’s training corpus for the LLM to generate helpful responses.

» How can I ensure that my students have the necessary fechnical background to effectively use
LLMs in their work? Do they have the technical language necessary to prompt an LLM to help with
coding and other analytical tasks? Are they able to identify and troubleshoot issues in code?

LLMs do have potential to benefit environmental data scientists, from novices to experienced users.
LLMs are most effective when prompts are specific and small (Merow et al., 2023). Students without
the necessary technical background may not know how to properly prompt LLMSs, and if their prompts
fail, they may not understand why. Additionally, this technical background may be uneven among
students, in which case LLMs may further exacerbate opportunity gaps. Even when prompted
correctly, LLMs often produce flawed code that may only get the user 80-90% of the way to functional
code (Merow et al., 2023). Debugging code is a difficult technical skill and it may be more difficult for
new learners to start with code that is 80% correct than to start with a blank script.

» What do I hope my students take from this class? Is it important that they know which type of
analyses to run, how to run these analyses, or how to interpret the output? What type of coursework
have they done prior to taking this class?

This prompt motivates educators to think from a perspective of backwards design, whereby
educators design assessments specifically to match previously outlined learning objectives
(Vanderbilt University, 2023). These learning objectives will differ depending on the course. For
example, one of the goals with a 100-level data science course is likely to introduce students to
commonly used packages, functions, and practices. The use of LLMs would have different implications
for this type of course than for an upper-level course focused on more advanced and specific learning
objectives.

» How will I make my expectations about the use of LLMs clear to students? What are my “cut-
offs” for cheating, and what will the repercussions be? How do I want students to report when they’ve
used LLMs? If I allow use of LLMs, do all of my students have equal access to these tools?

Some educators may choose to prohibit all use of LLMs in their courses, as has been the stance of
several academic journals. A complete ban on the use of these tools is likely to be unrealistic and
detrimental to students, who will increasingly come in contact with LLMs in their daily lives. When
educators do choose to allow use of LLMs, they should be clear about their policies from the start of
class and, where possible, work together to develop policies that are consistent across courses (within
departments, schools, institutions). This collection of Syllabi Policies for AI Generative Tools provides
a useful overview of educator policies for the use of LLMs in their courses.
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Another potential path forward is the integration of LLMs with more mechanistic or symbolic systems
like Wolfram Alpha. OpenAl, the developer of ChatGPT, has recently added the ability for ChatGPT to
interact with “plugins,” including one for Wolfram Alpha, that query other services and return results, but
these plugins are still in early development. These plugins have already started to lead to new applications
of LLMs in novel areas, like task automation with auto-GPT, but these tools have the potential to
fundamentally alter how we communicate as scientists if everything from calendar invites to emails to
even Slack messages may be generated by ChatGPT rather than by our colleagues. While these integrated
LLM tools are nascent, their profound implications warrant proactive discussion around community
norms concerning communication in an age where any piece of text we read in any context could
theoretically have been generated by an AI model.

7. What are the costs of LLMs?

While we have yet to fully grasp the opportunities enabled by ChatGPT and other LLMs in the
environmental domain, if these tools deliver on the promise to rapidly synthesize concepts and generate
complex code, they stand to transform society’s capacity to address some of our most pressing and
complex planetary crises by allowing more people to engage on these interdisciplinary problems (Biswas,
2023). While the power of these tools may at times seem a panacea, it is critical to bear in mind that they
exist within the physical and social realities of the world. In using these tools, we must consider the ethical
implications of the costs of their development, which reflect and are likely to exacerbate existing class and
racial injustices.

For example, substantial human labor is needed to counteract the dissemination of the darkest
aspects of the internet within LLMs (Rome, 2023; Time, 2023). Because ChatGPT primarily relies on
text scraped from the internet, OpenAl leverages RLHF and a tool developed to detect violent, sexist, or
racist language and preclude its inclusion in the training corpus. To learn to detect this language, the tool
required many examples of violence, sexual abuse, and hate speech that had been coded as such by
human workers. OpenAl outsourced labor for this task to workers in Kenya, paying <$2 per hour for the
identification of harmful text samples. Some workers were made physically ill by these images and
descriptions of violence and abuse (Ellis-Soto et al., 2023). Unfortunately, this outsourcing is a
common practice for training Al models that need large sets of labeled data, presenting a social and
ethical cost largely unseen by end users (Miceli and Posada, 2021). As an alternative censoring
approach, rule-based, or “constitutional,” Al might help reduce reliance on large amounts of human-
classified training data, but would also require subjective decisions about what to include in these
“constitutions” (Anthropic, 2023).

Developing, training, and running ChatGPT has an environmental cost as well. The training of GPT-3
led to an estimated 552 metric tons of CO; equivalent emissions, roughly the same as generated by three
round-trip jet plane flights between San Francisco and New York. ChatGPT has an estimated daily carbon
footprint at the scale of 23 kg CO,e (Patterson et al., 2022; Ludvigsen, 2023). These costs will likely grow
with the use of ChatGPT, but are still currently orders of magnitude lower than the carbon emissions
attributed to airborne travel to conferences (Patterson et al., 2021). Nevertheless, more transparent and
rigorous accounting of efficiency gains versus energy usage is needed, especially for LLMs
hosted by private companies that currently have no mandatory emissions reporting requirements
(Bender et al., 2021).

In addition to the human and environmental costs of developing, training, and maintaining ChatGPT,
its use, and implementation in environmental data science raises several considerations around policy
dynamics and imbalances. Leveraging ChatGPT for addressing our most pressing planetary crises risks
handing over power historically held by government agencies and resource users to the companies that
develop these tools (Kalluri, 2020). Disparities in underlying data and decisions about model design and
training stand to create not only biased content but also biased research agendas and biased researcher
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ideologies. For example, it is not difficult to imagine a case where the political and financial interests of
big tech companies are misaligned with global environmental stewardship.

Finally, access to LLMs will likely be inequitable. Currently, ChatGPT is free to use (assuming access
to a computing device and the internet) but OpenAl also sells a paid tier subscription (20 USD/month) that
provides priority access, faster response times, and access to GPT-4 (vs. 3.5 in the free version). For larger
queries to the OpenAl application programming interface (API), OpenAl charges per-token (currently
3 USD for every 1,000 tokens for GPT-4 and 15 USD for every 1,000 tokens for GPT-3.5) (https://
openai.com/pricing). While prices are low per-token for now, with ever-larger datasets and more
complicated queries and data manipulation steps, costs can quickly add up and introduce disparities
between the volume of data that researchers can afford to manipulate with privately-held LLMs.
Furthermore, it is unclear how the costs of using these tools will evolve in the future and whether or
not access to higher-performing tools will mirror current inequities in access to proprietary computational
software (Ghose and Welcenbach, 2018). On top of many other ethical issues with these products, access
to these tools might be the most immediate way that this technology reproduces or exacerbates existing
equity issues in the field of EDS.

8. Where do we go from here?

While the future of LLMs is not yet clear, what is certain is that these technologies are here to stay. There
are substantial social, ethical, and environmental issues with the creation and maintenance of these tools,
and their adoption will have potentially profound implications for the practice of science. Thus, our
community needs to not only proactively consider the implications of their use for our own research and
training tasks, but to also consider how we might leverage our uniquely human perspectives to guide the
development of these tools and their use more broadly. Tools like ChatGPTcan assist EDS practitioners in
the development of ideas and translating them into code. However, creating meaning from the output still
requires expert knowledge. While LLMs may save time on certain tasks, their use runs the risk of
propagating biases embedded in their training and therefore requires caution. As a community, we see the
need for greater dialogue about the issues raised by the emerging use of LLMs. We offer a series of
discussion prompts for engaging with community members within a range of contexts: within labs,
classrooms, departments, and conferences (Box 2, 3).

Taken together, these changes pose a fundamental question about the nature of our roles as environ-
mental data scientists going forward. Ultimately, LLMs are built off of human ideas, and the continued
relevance of these tools depends on the sustained generation and distribution of novel ideas. Without this,
scientific insight will stagnate and scientific thinking will become increasingly homogenized. Even while
we as scientists continue to do what models cannot yet accomplish—to innovate and to think critically
about the challenging environmental issues of our time—we need to comprehensively reassess the skills
that are needed to succeed in these roles in the age of LLMs.
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