Dynamic permittivity of confined water under a static background
field

D. Bratko* and N. Mulpuri

Department of Chemistry, Virginia Commonwealth University, Richmond, Virginia 23221,
United States

Abstract. Molecular and collective reorientations in interfacial water are by-and-large
decelerated near surfaces subjected to outgoing electric fields (pointing from surface to
liquid, i.e. when the surface carries positive charge). In incoming fields at negatively
charged surfaces, these rates show a nonmonotonic dependence on field strength where
fastest reorientations are observed when the field alignment barely offsets the polarizing
effects due to interfacial hydrogen bonding. This extremum coincides with a peak of
local static permittivity. We use Molecular Dynamics simulations to explore the impact
of background static field on high frequency AC permittivity in hydration water under
electric field mimicking the conditions inside a capacitor where one of the confinement
walls is subject to outgoing and the other one to incoming field. At strong static fields,
the absorption peak undergoes a monotonic blue shift upon increasing field strength in
both hydration layers. At intermediate fields, however, the hydration region at the wall
under incoming field (the negative capacitor plate) features a red shift coinciding with
maximal static-permittivity and reorientation-rate. The shift is mostly determined by the
variation of the inverse static dielectric constant as proposed for mono-exponentially
decaying polarization correlations. Conversely, hydration water at the opposite
(positively charged) surface features a monotonic blue shift consistent with
conventional saturation. The sensitivity of absorption peaks on the field suggests surface
charge densities could be deduced from sub-THz-dielectric spectroscopy experiments in
porous materials when interfaces accommodate a major fraction of water contained in
the system.
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I. INTRODUCTION

Dielectric properties of hydration water are markedly different from those of the bulk
liquid'-'7. Permittivity in the interfacial layer is strongly anisotropic™ !3-2°, The proximity of apolar

6.8.13.21 "which is especially prominent in

confining medium leads to reduced overall permittivity
the direction normal to the surface. Spatially resolved profiles of the normal component of the
permittivity tensor feature an oscillatory dependence on the distance from the wall(s)™ 8- 14 22-26,
The oscillations reflect layered charge-density profiles associated with the distribution of partially
charged oxygen and hydrogen atoms in the proximity of the solid. Similar changes affect
frequency-dependent permittivity components and the responses to alternating (AC) fields or
electromagnetic radiation® 27, In analogy to static permittivity of water in a planar pore, the
confinement-induced reduction of both, real and imaginary components of dynamic permittivity
is most notable in the normal direction®. Lower static permittivities also cause a shift of the
absorption peak of the permittivity spectrum to higher frequencies (blue shift). Conversely, lateral
components show a more moderate amplitude reduction and a red shift of the spectrum®. Both
effects are intensified in narrower confinements and play a dominant role in (O(1)nm) micropores.
In view of experimental challenges at miniature dimensions, molecular simulation methods?,
adapted to confined geometries, have played an important role in these studies yet they usually

14 performed at

concerned weak fields inside the linear-response regime. Recent analyses®
stronger but experimentally relevant fields, revealed strong confinement effects on the nonlinear
dielectric response of water. In contrast to conventional dielectric saturation of the bulk aqueous
phase, the coupling between aligning field effects and spontaneous polarization of interfacial water
was shown to produce a much more complex behavior in the nonlinear regime in confined water.
The transition to nonlinear response arises at weaker fields than in the bulk phase and supports
nonmonotonic permittivity changes with the field. The effects at opposing confinement walls are
asymmetric because of opposite directions of the field relative to the interface. Specifically,
simulated dielectric response in water hydrating a planar surface under the incoming field (directed
from the liquid to the solid as is the case at a negative electrode) revealed a pronounced permittivity
maximum at intermediate field strengths, followed by conventional saturation in stronger fields'“.
An analogous maximum has been observed on isolated surfaces carrying negative charge?®3°. This

nonmonotonic behavior is paralleled by changes in the reorientation dynamics of water molecules.

The field strengths corresponding to the peak of local permittivity!'* overlap with the narrow



window of fields reported’! 32 to give rise to accelerated orientation relaxation in interfacial water.
The maxima of local permittivity'# and collective reorientation rates in the hydration layer next
the wall under incoming field®! are indicative of a balance between the competing effects of field-
alignment and pre-existing orienting preferences next to the surface. On the opposite wall,
subjected to the field in outgoing direction, the two orienting trends act in concert and both the
static permittivity'* and molecular reorientation rates®' decrease monotonically with intensified
field. In a capacitor, the two situations correspond to the negatively and positively charged
electrode, respectively. The asymmetric change of reorientation dynamics at oppositely polarized
walls invites an exploration of water’s dielectric response to AC fields in the presence of a static
background field, a situation involved e.g. at charged surfaces like membranes or charge-bearing
capacitor plates with a superimposed AC signal, e.g. under radiofrequency or microwave radiation.
In experiment, the variation of dynamic permittivity in the presence of strong static fields has been
thoroughly studied by dielectric spectroscopy in a laterally uniform aqueous film of width dr~ 260
nm, subjected to perpendicular static-field strengths of up to 0.01 VA-! and radiation frequencies
between 1-16 GHz*. The film was bounded by Si electrodes coated by a thin insulator layer. No
signs of dielectric breakdown or DC current have been observed at these conditions. The study
revealed a notable saturation; at the strongest field, the real and imaginary components of dynamic
permittivity showed up to70% and 50% reduction, respectively. A blue shift of the absorption peak
was also indicated. However, in view of considerable width of the aqueous film, the observed
behavior was still dominated by the interior of the film?. In the present work, we use Molecular
Dynamics (MD) simulations to complement the above experiments with results for a broader
frequency range and considerably narrower (~ 2 nm) aqueous confinement, whose overall
dielectric response is strongly affected by the contributions from the hydration layers at both walls.
The simulated system is pervaded by a static electric displacement field D, = E, &, where ¢, is the
permittivity of vacuum and E,the vacuum field strength at given D,. We consider electric
displacements of up to ~0.06 C m2, which corresponds to capacitor charge densities of up to an
elementary charge per 2.5 nm? and averaged strengths of the screened field inside the aqueous film
(<Egim>) of up to 0.049 VA-'. Comparable charge densities have been considered in studies of
nanocapacitors®* and can be found in biomembranes or functionalized synthetic surfaces®> 36,
reverse micelles’” or polyelectrolytes®®4’. As shown below, the most interesting changes of

dielectric properties in hydration layers occur in the interval of <Efim> between 0.003~0.01 VA



We use MD simulations to estimate responses to a weak oscillatory field of the form EAC =
EXC¢sin wt, where w = 2mv is the angular frequency. We consider amplitudes EZAC sufficiently
small (UEZ¢ « kT) to secure a linear response to the AC signal superimposed to the static field
E,. Here, p is molecular dipole and A7 is the thermal energy. The range of E, includes intense
fields characterized by a strongly nonlinear field-dependence of induced polarization. At these
conditions, the dynamic (AC) permittivity does not depend on the comparatively small AC

amplitude Ef.. but is affected by strong background static field. We examine the dependences of

both, the real and imaginary components of the differential dielectric constant on the strength of

the static field. We determine effective dielectric constants, < % >-1 averaged over aqueous

layers between arbitrary lateral planes positioned at z, and zy, where z is the coordinate normal to
the confinement walls. We choose position z, and z, to envelope the entire water film as well as
the regions occupied by the first hydration layer separately for each of the walls, one being affected
by incoming and the other by outgoing perpendicular field. In this work, we only consider
perpendicular fields and normal (z) components of the permittivity tensor. The subscript z is hence
omitted from the notation used in the analysis and the results described in the remainder of the

text.

Il. MODEL AND METHODS

Dielectric spectra were extracted from polarization correlation functions in the model
system previously considered!* in a study of dielectric responses to static fields. The system
illustrated in Fig. 1 comprises a single pore containing an aqueous film between a pair of parallel,
semi-infinite carbon plates mimicking the lattice structure of graphene. The plates are positioned
at heights z = +9.31 A. The interplate (carbon-carbon) separation # is fixed at 18.62 A, a distance
sufficient to accommodate five loosely defined layers of water molecules, thus avoiding
appreciable interference between hydration layers at opposite pore surfaces. The laterally extended
walls are modeled through periodic replication of the simulation box with volume V' = LiLyL, =
29.8 A x 32.1 A x 66 A periodically replicated in x and y directions (parallel to the walls) while
there is no periodicity in the normal (z) direction. The height L,=66 A includes 44 A of empty
space, one half below the bottom wall and another half above the top one. In analogy with refs.>

8.22,23.41 and our preceding work!# , we calculate long range electrostatic interactions under two-



dimensional periodicity using the algorithm of Yeh and Berkowitz, which relies on conventional
Ewald summation for a system with increased spacing between pore images in the perpendicular
direction, and an explicit, configuration-dependent correction to remove any remaining coupling
between the replicas*?. The plates, containing 364 carbon atoms apiece, were built as described
elsewhere®. The number of water molecules, Ny= 458, was determined in an open ensemble
(Grand Canonical) Monte Carlo aimulation** 4> (GCMC) for identical box in equilibrium with

implicit bulk water phase at ambient conditions (excess chemical potential u¢p./z = -11.88 kT *°)

47, 48

and no electric field. The approach differs from explicit-reservoir calculations where liquid

water wets both sides of the walls, allowing dipole attractions across graphene sheets*- 4, All

simulations under electric field were performed in closed (¥, V,T) ensemble MD simulations with

fixed number (458) of molecules and without monitoring possible changes in pressure tensor!” >

due to the field. Atom-atom interactions are described in terms of superimposed coulombic and

51,52

Lennard Jones potentials of the extended point charge (SPC/E) model for water and we used

Lenard-Jones parameters e, = 0.277 kJ mol"! and o, =3.58 A in line with OPLS estimates for
sp? carbon atoms>* 3. GCMC runs used area-integrated water-graphene potential® for identical

Lennard-Jones parameters. In the first approximation, we neglected the polarizability of

43, 56

graphene and water molecules. The use of SPC/E potential for water establishes a connection

6-9,11, 14,17, 23,26, 32,57, 58,59

with related studies of dielectric responses in confined aqueous films. MD

Fig. 1 Side view of an MD configuration of water in the elementary box: Gray atoms belong to parallel
graphene walls of approximate size LiL, = (3 nm)’ separated by distance 4 = 1.86 nm. The system is
periodically replicated in lateral (xy) directions.



simulations were performed using the Gromacs package® at (N, V,T) conditions, with T held at
300 K. As already discussed, Coulombic interactions include pseudo-two-dimensional particle
mesh Ewald (PME) summation®! with slab-correction*? and increased inter-replica separation in z
direction. Thermostatting relied on velocity rescaling®? with a stochastic term and a 100 fs time
constant. Equations of motion were propagated using the Leap-Frog algorithm with timestep of 1
fs and samples were taken every 2fs. Molecular rigidity was enforced by the LINCS algorithm®*
4 At each field strength, the system was equilibrated for at least 11 ns followed by 16 ns
production runs. Empirically, long equilibration times were found to improve the reproducibility

of calculated time correlation functions for polarization fluctuations.

Calculations correspond to a sequence of simulated inter-plate voltages U= Y¢0p — Ypottom =

— fZZb“’t’; < E(z) > dz resulting from imposed electric displacements D, listed in Table 1. zip and

Zvoom are the positions of the top and bottom pore walls positioned parallel to xy plane and <E(z)>
is the canonical average of the perpendicular (z) component of dielectrically screened field vector
at distance z from the pore midplane at z=0. As only the perpendicular component of the field has

anonvanishing average, we omit subscript z in all equations describing the systems’s electrostatics.

D,—<m(z)>
£

We determine <E(z)> according to the relation <E(z)> = , where m(z) is the local

polarization density associated with charge density py(z) = ﬁZiqi 6(z; — z) arising from
xly

23,65

partial charges ¢i of oxygen and hydrogen atoms at positions z; in the course of the simulation:

m(z) = — [ pq(z)dz (1)

Calculations of simulated atom and charge density and resulting polarization profiles in the
pore at given voltages have been described in the preceding work!'#. Because of the spontaneous
polarization related to the interfacial structure of water, simulated profiles m(z) feature strong
oscillations even in the absence of external field (vanishing voltage U). The results for a sequence
of electric displacements D, listed in Table I showed!'* the profiles m(z) to become increasingly
asymmetric and the screened field <E> and voltage U deviate from a linear dependence on the
applied electric displacement!'®. In addition to calculated voltages U and position-independent
vacuum fields E,=D,&;1. Table I lists screened fields <E> and <E¢> averaged across the entire

pore or over the narrower region corresponding to aqueous film with nonzero simulated charge



density <p4(z)>, respectively. The averages pertaining to the aqueous film (defined above) are
significant as they exclude the contributions of vacant regions within the wall-atom contact
distances® that do not affect water molecules. The calculations of simulated atom, charge and
polarization profiles in the pore for given voltages have been described in the preceding work!.
With the above force fields, simulated charge densities generally vanish at ~ 1.09 A from carbon
walls® 4, leading to the estimated film thickness of 16.44 A for wall-wall separation of 18.62 A

used in our study.

Integration of m(z) over an arbitrary region z, < z < z, yields the dipole moment M.y

between the lateral planes at z, and z,,

Mgy = LyLy, fzib m(z")dz' )

Table 1. Imposed electric displacements D,, corresponding to vacuum
fields E,=D,e; 1, voltages U defined as the difference between simulated
electrostatic potentials at opposing graphene sheets U=y, —
Wpottom » average electric field between graphene sheets, <E>, and inside
the aqueous film, <Eg>. The film corresponds to the region characterized
by finite charge density pq originating from partial charges on atoms of
water molecules.

D./uCcem? | E,/ VA |U/V <E>/VA' | <Ep/VA'!
0 0 0 0 0

0.22 0.025 -0.0705 | 0.0038 0.00097
0.44 0.05 -0.140 | 0.0075 0.00193
0.71 0.08 -0.225 ] 0.0121 0.00308
0.97 0.11 0310 | 0.0166 0.00433
1.33 0.15 -0.428  [0.023 0.00618
1.77 0.20 -0.577 [0.031 0.00867
2.66 0.30 -0.889 [ 0.0477 0.0144
4.43 0.50 -1.578 ] 0.0847 0.0299
6.20 0.70 2326 | 0.140 0.0487




where we omit vectorial notation since averaged Ma,=(0,0,Map) has vanishing lateral components.

As detailed below, we apply Eq. (2) with z, and z, representing the boundaries of
hydration layers located between the distances of 1.09A and 4A from either graphene plate where
the latter value corresponds to the first minimum of the wall/water atom density distribution'*.

Similarly, we obtain the total dipole moment in the simulation box, M, according to

— S li I — Ztop I ’
M=LyL, [ m(z)dz =L,L, fzbottom m(z')dz (3)
Correlations between the regional polarizations, Map, and the total polarization, M, provide
the effective value of the inverse differential dielectric constant in a specified volume™!#

I between z, and zv, Vg, = Ly Ly (2, — 24)

=< >gp= 1= [ <M M> - <Mgy><M>] @)

Seff_ e(z) ~ 9P Vab€o

where f = % As noted in ref.*!, Eq. (4), appropriate for a single pore with no periodicity in the

normal direction>® !4 17 22. 23, 41" (differs from the related expression'® for physically distinct

18,19, 26,67 The reader is referred to ref.® and associated

systems periodic in all three dimensions
Supporting Information for elaborate discussion of the two scenarios. Static dielectric constants
&5y along the perpendicular direction, determined by applying Eq. (4) separately to each hydration
layer and the entire water film for a range of electric displacements, have been reported in the
preceding work'4. At higher voltages (Table I), simulations revealed a strongly nonlinear dielectric
response with remarkable differences between hydration layers at the walls with opposite

(incoming vs outgoing) directions of the field relative to the nearer wall'4,

Generalization to alternating fields involves the imaginary, frequency-dependent
permittivity e(v) = &'(v) — ie""(v). In the limit of zero-frequency (v = 0), Eq. (4) provides the
real part €'(0) while €”(0) - 0. At finite frequencies v, we obtain effective values of

¢'(v) and " (v) in a specified region Va, from the temporal polarization-correlation function®:

Dyp (t) = <Mgp (O)M(t)> — <Mgp><M> (5)



As in preceding equations, we consider only perpendicular components of vectorial quantities M,
hence we omit the subscript z in our notation. The perpendicular (z) component of the permittivity

tensor £(v) in the region between z, and zy can then be expressed as®

1 1 _ ﬁLS(_(D&b (t)) =1-— ﬁ[ (Dab(o) - SLS(CDab (t))] (6)

=< p=
€ab (V) S(Z; V) “ & Vab & Vab

where s=i2mv, @, (t) is the time derivative of @4, (t) and Ly(f(2))= fooo e Stf(t)dt is the

Laplace transform of function f{¢). Eq. (6) reduces to Eq. (4) at vanishing v and s.

In the present work we use Eq. (6) to characterize the response to an oscillatory field of the
form EAC = EACsin2mvt with frequencies v from 0 to 10" Hz, when the AC field is
superimposed to static field E£(z). In experiment, the above situation can be observed in a charged
microcapacitor or in the vicinity of an electrified surface with the AC component of the field
introduced by linearly polarized electromagnetic radiation propagating in lateral direction. In the
simulation, we characterize the frequency-dependent permittivity from polarization fluctuations
according to the fluctuation-dissipation relation, which does not require an explicit introduction of
the AC signal into the simulated system. While we limit our analysis to weak alternating fields

AC
(% « 1), it is important to note we consider strong background DC fields with uE2€comparable

to k7, which affect the magnitude of polarization fluctuations and temporal polarization correlation
functions @, (t), Eq. (5). As such, the static electric displacement effectively modulates the AC
permittivity in the system. Known asymmetric effects of static fields on structural and dynamic
properties of hydration layers under incoming and outgoing fields require separate
characterizations of AC permittivities within hydration layers at opposing walls of the pore. For
short times ¢, the accuracy of computed @, (t) was shown to depend on the bin size used to
determine charge density and polarization profiles. The size effect can be checked by comparing
static dielectric constants &€’ (v) determined from polarization change due to a finite field with those
obtained from polarization correlation function value at =0, ®,;(0). Correlation functions
®,, (t) were hence computed from polarization profiles obtained using 880 and 1760 bins

followed by extrapolation of @, (t) to vanishing bin size, which produced an excellent agreement



between alternative routes to &'(v). Since our force fields neglect internal degrees of freedom of
water molecules and polarization effects of carbon atoms, predicted dielectric constants include
only configurational contributions for rigid molecules, which represents a reasonable

approximation within the sub-THz regime characterized by the Debye behavior®.

lll. Results and discussion

In this section, we report simulated responses to AC signals in the presence of a strong
static (DC) field encountered e.g. inside a capacitor or in the vicinity of an electrified interface.
Covering a broad range of static fields, we consider a set of systems with electric displacements
D, and associate wall-to-wall voltages U ( Table I), previously characterized in the absence of the
AC component!*. Charge density, polarization and static permittivity profiles for different values
of D, have been described elsewhere!'*. Based on verified continuity of distributions® for the above

70-73 in given voltage range and

structural quantities, there has been no indication of electrofreezing
ambient temperature, although it would likely be indicated if lowered temperatures were also
considered. All of the above quantities inside a planar pore show considerable asymmetry,
associated with different orientational polarizabilities of interfacial water at the two surfaces, one
subjected to incoming and another to outgoing static field. Specifically, the static permittivity
inside the hydration layer under the incoming field can be more than twice higher than its
counterpart at the opposite wall. Because of the direct relation between static dielectric constant
and the frequency-dependent permittivity at finite v, analogous asymmetry is observed with real
and imaginary parts of e(v) = &'(v) —ie"”(v). As shown by Gekle and Netz®, when the
polarization time correlation function @, (t) features an approximately exponential decay, the

peak frequency V., of the imaginary component & (v) (inflection frequency of the real

component €") can be estimated from

1
Vmax = 5 (7)
where T4 is the correlation time of ®(t)
INEIGE
ETON ®

10



Calculations of e(v) = ¢'(v) — ie""(v) (Eq. 6) and 74, (Eq. 8) require accurate simulation data for
®,,(t) within pore regions ab over long time-intervals characterized by non-negligible
magnitudes @, (t) as needed for accurate Laplace transform calculations. Precision of @, (0) is
of utmost importance. As noted above, accurate ®,;,(t) relied on the use of tiny bins for m(z)
calculation and subsequent extrapolation to vanishing bin size and we used fitted functions @, (t)

in analytic Laplace transformations.

A. Polarization correlation function. Fig. 2 illustrates the form of ®,;,(t) associated with
perpendicular (z) polarization for the entire pore in the absence of external field. In this and all
other examples concerned with individual hydration layers, either with or without applied field,
the long-time behavior was well described by exponential relaxation whereas the short-time

regime affected by H-bond libration dynamics followed a damped oscillatory behavior of the form

cos(?)e“‘” with the libration period 7; of 36+1 fs. Both functional forms allow analytic Laplace
l

transformation. Specifically,

Le™]=—  and Ls[cos(zr—”f)e—f“]—L )

- 2
s (s+A)2+()?
where s=i2mv. In all pore regions and at arbitrary conditions, robust fitting of @, (t) was possible
by approximating @, (t) with a linear combination of at least four distinctly parameterized terms,
two of exponential and two of damped-oscillatory form. Several formulae satisfying the above

requirement were found to produce essentially identical €(v). All spectra e(v) reported below are

based on a 7-parameter fitting function of the following form:
Dy (0) = (10)

Pap(0)[ 4, cos (2_77) [Ay e™42t + (1 — Ay )e s8] + (1 — Ag)[Ag et + (1 — Ay e et]]

with parameters 4; (i=0-6) for each individual case determined by the xmgrace nonlinear-curve
fitting’* of simulation results. 4o, 41 and A4 are dimensionless constants with typical values
between 0.610.1,0.4£0.1,and 0.4 £+ 0.2, respectively. Time decay constants A2, 43, As and Ae

correspond to reciprocal relaxation times for exponential terms. Typical values of A;* and Az*

11



were of O(10!) ps and A3* and Az were of O(102) ps. Depending on the quality of simulated
®,, (t) at longer times, the fitting procedure relied on simulation inputs over times ¢ of 3-6 ns. Fig.
2 includes a comparison between the simulated (black) and fitted (blue) curves in the absence of
static field. Qualitative features and the oscillation period are common to all domains in the

confinement and show complete agreement with previous works % 7. In view of Eq. (4), the initial

values @,;,(0) for specified volume Vb are proportional to (1— g;) for given volume. For the
eff

present system, average static dielectric constants in hydration layers and electric displacements
listed in Table I were found'* to span the range between ~ 5 to 57, which translates to up to 25%
variation of @, (0). The fitting of @, (t) in hydration layers was of comparable quality as for
the entire pore and the convergence was not affected by the magnitude of the static electric

displacement.

B. Correlation time. Simulations performed with the same model of water in the linear response
regime revealed®' remarkably stable correlation times 74, of around 145+50 fs, a result essentially
independent of confinement effects®. Our and others’earlier MD studies in the nonlinear regime
revealed significant, polarity-dependent changes of molecular reorientation dynamics in hydration
layers3!: 32 76 77 However, our present results confirm these changes are not reflected in

comparable effects on decay rates of correlation functions @, (t), which depend on the dynamics

6e-58

5e-58

ol

4e-58

0 500 1000 1500 2000
t/fs

Fig. 2 Simulated correlation function ®(t), Eq. (5) (black) and fitted function from Eq. (10) (blue)
for the entire box in the absence of static field (U=0). Inset: correlation times 74, Eq. (8), observed
at different wall-to-wall voltages U do not reveal statistically significant field effects on the rate of
correlation decay.
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of global polarization®, in addition to that of individual hydration layers. In the inset of Fig. 2 we
include new results for correlation times 74 at varied voltages including voltage values well
outside the linear response regime of DC polarization. The correlation time associated with the
total polarization M shows only minor effects of voltage U. When considering correlation times of
functions @, (t) = <My, (0)M(£)> — <M,,><M> with subscripts ab denoting the volume of
either hydration layer, occasional molecular recrossings between the layer and the aqueous core
introduce some ambiguity to calculated correlation times, T4. Nonetheless, the T4 values based on
®,;,(t) and M, of individual hydration layers were generally found to persist within the context-

independent window of 145450 fs originally established® within the linear response regime.

C. Dynamic permittivity. In Figs. 3 and 4, we examine the effect of static electric displacement
on the frequency-dependent permittivity e(v) = &'(v) — ie” (v) in the slit. Given the choice of
our model of water’!, these results reflect the contributions from the orientational polarization,
which are dominant below THz frequences. Notwithstanding the omission of high frequency terms
arising from internal degrees of freedom in real water®, in Fig. 3 we include the results from given
model for e(v) at frequences of up to PHz to illustrate the apparent librational peak of
€' (v) predicted by the SPC/E model around 25 THz. Consistent with the independence of the
oscillation frequency @, (t) from voltage U, the librational peak is essentially identical at all
external fields. The results presented in Figs. 3 and 4 also exclude the optical term of ~ 1.75 that
should be added when making comparisons with experiments. In Fig. 3 we compare dielectric
spectra in the absence of static field (D,=0) with those corresponding to a moderate electric
displacement D,=0.71 uC cm? (U = - 0.225 V), at which we observe the maximum of static
permittivity &'(0; U) '* and the fastest reorientation dynamics in hydration water under an
incoming (pointing from liquid to solid) field®'. Fig.3a illustrates frequency dependences of real
and imaginary parts, €'(v) and &' (v) at zero DC field averaged over the entire slab (black), the
aqueous core (excluding hydration water, brown), and hydration layers (green). Because D,=0,
both hydration layers have identical dielectric responses. The general features of the spectra for
frequencies v of up to 0.1 THz resemble those uncovered in the work by Gekle and Netz® and
Andrade ef al.?! in showing a considerable shift of the absorption maximum of the entire system
to higher frequency (blue shift) compared to bulk water. Somewhat unexpectedly, our results are

also indicative of a shift in the central aqueous core because our slit is too narrow to accommodate
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a core interior resembling bulk water. The relative shifts are consistent with the comparatively

higher static permittivity'# within hydration layers, leading to lower values of v,,,4, predicted by

Eq. (7).
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Fig. 3 a) Frequency dependencies of the real (solid lines) and imaginary (dashed lines) parts of
dielectric constant in the hydration layers (green), in the film interior (brown), and over the entire film
(black) in the absence of applied field. (b) Real (solid lines) and imaginary (dashed lines) parts of
permittivity in the bottom hydration layer (blue), the entire aqueous film (black) and the top wall
hydration layer (green) at applied voltage U=-0.225 V. In the absence of applied voltage (a), red shift
(to lower frequencies) is seen in both hydration layers (green), while we observe a blue shift in the
core region (brown). Applied voltage U=-0.225 V (b) leads to a notable increase in the static dielectric
constant along with concomitant red shift in the top hydration layer with incoming field (green).
Conversely, static dielectric constant in the bottom hydration layer (outgoing field) decreases and a
moderate blue shift is observed (blue) due to the static field. While our model does not capture high-
frequency features associated with intramolecular events®, we include model results above 1 THz to
illustrate the libration-related peak introduced through oscillations of ®(t), Fig. 2.
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Fig. 3b shows analogous results in the presence of wall-wall DC voltage U=-0.225 V.

Here, the static permittivity €'(0) in the hydration layer under incoming field (the initial plateau
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Fig. 4 Frequency dependencies of real (left) and imaginary parts (right) of permittivity averaged over the
entire aqueous film (a), the bottom hydration layer (b), and the top hydration layer (¢) at different voltages

between the positions of the two graphene sheets U = top Yy ortom
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value of the solid green curve) greatly exceeds the value corresponding to the field with outgoing
direction (plateau of the solid blue curve). In accordance with Eq. (7), this difference contributes
to a red spectral shift in the former and blue shift in the latter scenario (dashed green and blue

curves in Fig. 3b, respectively).

The nonmonotonic variation'# of the perpendicular component of static permittivity &’(0)
suggests a similar pattern to apply to the spectral shift (repositioning of v,,,,,) as a function of the
wall-to-wall voltage U. This prediction is borne out by the spectra collected in Fig. 4 for all
voltages considered in Table 1. Most remarkably, the absorption peak in the hydration layer under
incoming field shows a red shift reflecting the increase in €' (U; v = 0) with U until reaching the
voltage around U=-0.225 V, which maximizes &'(0). Further increase in U leads to gradual
increase in vy, 4. The spectral shift in the hydration layer under outgoing field, on the other hand,
is monotonic in agreement with the monotonic reduction of respective €' (U; v = 0)'4. These trends
are summarized in Fig. 5, which shows the dependence of v,,,,, on the applied voltage U for the

entire aqueous film (black) and hydration layers under incoming (green) or outgoing (blue) field.

0 max

log, v

¥ ] |

l
0 0.5 1 1.5 2 2.5
-U/Vv

10

Fig. 5 Frequences corresponding to the maxima of the imaginary component of the dielectric
constant in the bottom hydration layer (blue), in the entire aqueous film (black), and the top
hydration layer (green) as functions of the wall-wall voltage U. Solid curves show a smooth
fit through simulation results (symbols). Dotted curves follow the prediction Viq, =
(2mtee, )~ based on presumed mono-exponential decay of time correlation functions. The
monotonic blue shift in the bottom hydration layer (blue), and nonmonotonic behavior in the
top hydration layer (incoming field, green) are primarily affected by changes of €,, whose
maximum gives rise to the minimum of v,,,, in the top hydration layer (green), with any
changes of the correlation time 74 playing a minor role.
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At the surface under incoming field (negative charge), a rapid nonmonotonic variation of

Vmax takes place over a narrow window of voltages U.

In Fig. 5, we also include a comparison between the simulation results for the absorption

1
2t e’ (0)

peak frequencies taken from the spectra in Fig. 4 and the predictions of Eq. (7), Vijpax =
(dotted curves). These curves were obtained by using smooth functions 74 (U) and &'(0; U) fitted
through simulation data for the entire set of voltages. We include results calculated separately for
individual hydration layers and for the entire water slab. The comparison confirms a qualitative
validity of Eq. (7) but shows quantitative differences, which we attribute to the deviations of actual
correlation functions @4, (t) (see Fig. 2) from the mono-exponential functional form presumed in
the derivation® of Eq. (7). In view of relatively stable value of 74 (U) irrespective of the voltage
and specific region in the confinement, the changes of v,,,,, are primarily associated with varying
€'(0; U). According to Fig. 5, absorption spectra can be effectively tuned by varying the strength
of static electric field or, equivalently, the surface charge density of the confining walls.

Alternatively, the relation between the absorption peak frequency and the strength of the field can

be used to inform us about the surface charge in the system.

According to Fig. 4, the effect of static field is not limited to shifting the spectrum of
permittivity components but also causes large variations in the absolute values of ¢’ (v) and " (v).
The amplitudes of both components by-and-large reflect the reported'* variation of the average
static dielectric constants £'(U; v = 0) of the entire aqueous slab or for separate hydration layers.
This relation leads to a strongly nonmonotonic dependence of both the real and imaginary
permittivity components on the applied voltage in the hydration layer under the incoming field.
Fig. 6 illustrates the voltage dependences of maximal real and imaginary components,
e'(U; v = 0) (solid symbols) and &'’ (U; v=v,,,4,) (open symbols) averaged over the entire aqueous
film (black) or hydration layers under incoming (green) and outgoing (blue) field. The
nonmonotonic variation of the static permittivity is clearly reflected in the variation of the
imaginary component, whose peak magnitude is typically close to % of €' (U; v = 0). As with the
static permittivity, the nonmonotonic variation of the imaginary permittivity with the voltage is
limited to the hydration region subject to incoming static field while the remaining regions feature

a monotonic decrease with U akin to conventional saturation. While our present calculations
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Fig. 6 Spatially averaged static dielectric constants €' (0) (real components of relative permittivity at
zero frequency, solid symbols), and the peak values of the imaginary components €'’ (Vy4) (Open
symbols) of the frequency-dependent dielectric constants. Black, blue, and green color denote the
averages over the entire water film and hydration layers at the bottom and the top wall, respectively.

The horizontal (x) axis shows the inter-wall voltage U = Ypotrom — Prop- Effective values of
1 -1
%(z;U) >z

dielectric constant components are based on averaged reciprocal values, i.e. e*(U) = <

concern hydration water in a narrow confinement, a similar qualitative behavior can be generalized
to hydration water layers next to isolated electrified surfaces like ionized membranes or liquid
crystal interfaces. In these cases, the nontrivial dependence of permittivity on the extent of
ionization is expected at negatively charged surfaces whereas the variation next to positive ones
should resemble a usual saturation regime. By the same token, asymmetric dielectric screening of
both DC and AC fields should be expected in the vicinity of a dipolar colloidal particle’® with

79, 80

antisymmetric surface charge distribution. Salt screening can potentially weaken but not

overturn this behavior.

IV. CONCLUDING REMARKS

Outside the linear response regime, the permittivity of hydration water has been shown to
depend on the direction of electric field relative to the interface'®. As a result, a perpendicular DC
field applied across a confinement can give rise to markedly different static dielectric constants in

the proximities of the two confining walls. In the present study, we examine concomitant effects
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of static field on dielectric responses to high-frequency AC signals, a situation encountered e.g. in
a dielectric spectroscopy measurement inside a charged micro-capacitor, or in a dispersion with a
significant fraction of hydration water next to isolated electrified surfaces. The nonlinear regime
sets in at unscreened fields as low as 102 V A'! 14 corresponding to realistic surface charge
densities of an elementary charge per O(10%) nm?. Preceding studies revealed a strong dependence
of molecular reorientation rates of water molecules on the polarity of the electric field pervading
the hydration layer. Deceleration has been observed near surfaces subjected to an outgoing static
field (pointing from surface to liquid) as is the case when the solid carries positive charge. In
an incoming field (next to negatively charged surfaces), both the reorientation rates and local
permittivity in the hydration layer showed nonmonotonic dependences on the field strength with
the fastest reorientations®! and highest permittivity'* observed when the field alignment barely
offsets the orienting bias at the wall. Using Molecular Dynamics simulations, we explore the
impact of background field (or, equivalently, surface charge density) on high frequency (GHz to
THz) AC permittivity in hydration water inside a nanosized aqueous film under perpendicular DC
fields commensurate with surface charge densities from 0 to ~ 0.4 elementary charges per nm?.
Our model system mimics conditions inside a capacitor where one of the confinement walls is
subject to outgoing and the other one to incoming field. In very strong static fields, the frequency
corresponding to the maximal imaginary part of AC permittivity features a blue shift with
increasing field strength in both hydration layers. At intermediate fields, however, the hydration
region at the wall under ingoing field (adjacent to the negative capacitor plate) features a red shift,
which is especially pronounced at the field strength corresponding to the maxima of static-
permittivity and reorientation-rate. The spectral shift inside the hydration layer reflects the
variation of the inverse static dielectric constant and associated polarization amplitude® but does
not appear affected by the changes in local reorientation rates of water molecules. Hydration water
at the opposite surface (the positive capacitor plate), on the other hand, features a monotonic blue
shift consistent with conventional saturation. The sensitivity of imaginary peaks on the field
suggests surface charge densities could be deduced from sub-THz dielectric spectroscopy
experiments in a porous material where hydration layers comprise a major fraction of water

contained in the system.
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