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Building a pangenome alignment
index via recursive prefix-free parsing

Eddie Ferro,1,3,* Marco Oliva,1 Travis Gagie,2 and Christina Boucher1,*

SUMMARY

Pangenomics alignment offers a solution to reduce bias in biomedical research. Traditionally, short-read
aligners like Bowtie and BWA indexed a single reference genome to find approximate alignments. These
methods, limited by linear-memory requirements, can only index a few genomes. Emerging pangenome
aligners, such as VG, Giraffe, andMoni, address this by indexingmore genomes. VG andGiraffe use a vari-
ation graph, while Moni indexes sequences accounting for repetition using prefix-free parsing to build a
dictionary and parse. The main challenge is the parse’s size, which becomes significantly larger than the
dictionary. To scale Moni, we propose removing the parse from the construction of the run-length en-
codedBWT (RLBWT), suffix array, and Longest CommonPrefix (LCP) by applying prefix-free parsing recur-
sively. This approach improves construction time and memory requirements, enabling efficient construc-
tion of RLBWT, suffix array, and LCP for large pangenomes, such as those from the Human Pangenome
Reference Consortium.

INTRODUCTION

Read aligners have been fundamental to the analysis of countless datasets, including the 1,000 Genome Project,1 the 100K Genome Project,2

the 1,001 Arabidopsis Genomes project,3 and the Bird 10,000 Genomes (B10K) Project.4 They have enabled the discovery of genetic markers

that have causal relationships with countless diseases and phenotypes. These methods take as input a set of sequence reads and a reference

genome, build an index from the reference genome, and use this index to find alignments with the limitation that few insertions and deletions

are allowed. Although short-read aligners—such as BWA5 and Bowtie6—are sufficient for aligning to a single or small number reference ge-

nome(s), they are unable to index the data of an entire population. To understandwhy, it is necessary to consider the underlying data structure

used for indexing the genomes, which is the FM-index.7 This data structure combines the Burrows-Wheeler transform (BWT)8 array, the suffix

array (SA), as well as some smaller auxiliary data structures (i.e., those used to support rank queries). The FM-index requires linear space with

respect to the input for its construction and storage and thus, is difficult to construct for large, terabyte-sized datasets.

Nonetheless, there exists a small handful of solutions for indexing and aligning to a pangenome, including Giraffe,9 VG,10 and Moni.11

These methods follow different paradigms for pangenomics alignment; Giraffe9 and VG10 build and index a graph from a multiple alignment

of the genomes. Moni11 indexes all the reference genomes by taking advantage of the repetition in the reference genomes. Yet, even with

these advancements, there still exists a critical gap in our ability to index the increasing number of publicly available genomes for alignment.

We make progress toward closing the gap by developing an algorithm for indexing 1,000 diploid haplotypes in less than 1TB of memory

without any preprocessing. The Prefix-free parsing (PFP) algorithm is fundamental to this indexing, which takes as input one or more sets

of strings (genomes), and two integers w and p. It then uses a rolling hash to find all w-length substrings that have hash values equal to

zero, i.e., hmodp = 0. These trigger strings are then used to define a parse: each substring of the input string that begins and ends at a trigger

string defines a substring of the parse. All unique substrings in the parse are stored in a dictionary that is sorted lexicographically, which allows

the parse to be stored as a list of integers (rank of the substring in the dictionary). Rossi et al.11 showed that PFP can build an index that can

efficiently find maximal exact matches (MEMs) between a set of reads and reference genome(s). This index consists of a run-length com-

pressed BWT (RLBWT), sampled Suffix Array (SA), and sampled Longest Common Prefix (LCP) array that stores the longest common prefix

between subsequent rotations in the BWT. These MEMs can be extended to find full alignments between the reads and genome(s).

While PFP performs effectively in practical applications, its scalability can be enhanced further by compressing the parse during the con-

struction. This is because, even though the dictionary size remains manageable for large, repetitive inputs, the expansion of the parse is not

insignificant. For example, for between 200 and 2,400 human haplotypes of chromosome 19, the dictionary size increased by 0.5 GB but the

parse increased by more than 10 GB. In light of these insights, Oliva et al.12 presented recursive PFP which applies PFP to the parse, which

leads to a dictionary and parse of the parse. These resulting data structures are substantially smaller than the original parse but lead to an

algorithmic challenge of constructing the RLBWT, SA, and LCP without access to the information contained in the parse. Oliva et al.12 showed
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how the RLBWT can be built from recursive PFP but left the construction of SA, and LCP open. In this paper, we address this open problem by

giving algorithms to construct the SA and LCP—along with the BWT—using recursive PFP. More formally, given an input string T, the prefix-

free parse of T (i.e.,DT and PT ), and the prefix-free parse of P (i.e.,DP and PP ), we give a constructive proof that shows the RLBWT, SA, and LCP

can be constructed in OðjDT j + jDP j + jPP jÞ working space, removing jPT j from the construction space. Hence, from a practical perspective

this demonstrates how to efficiently build a pangenome index, and from a theoretical perspective this work contributes to the efficient con-

struction of compressed data structures, which includes construction of the BWT13–16 and SA.17–19

Lastly, we evaluated the performance of rPFP compared to Bowtie2, BWA, and Big-BWT on constructing indices for various datasets. Our

evaluation included pangenomic datasets with diploid sequences of chromosome 19 from the 1,000 Genomes Project, increasingly larger

collections of SARS-CoV-2 genomes from the NCBI Data Hub, and assemblies from the Human Pangenome Reference Consortium

(HPRC)20 Year 1 version 2 data freeze. rPFP consistently outperformed Big-BWT in terms of wall-clock time, requiring significantly lessmemory

for larger datasets. On smaller datasets, Big-BWT sometimes performed better with regards tomemory usage due to the increased overhead

of rPFP for computing the SA and LCP. For the SARS-CoV-2 data, rPFP was the fastest andmost memory-efficient method, while Bowtie2 was

the slowest and most memory-intensive. Only rPFP and Big-BWT were able to construct indices for all tested datasets from the Human Pan-

genome Reference Consortium within the given parameters, with rPFP demonstrating less memory usage and wall-clock time as the dataset

size increased. Overall, rPFP proved to be highly efficient and scalable for large genomic datasets.

RESULTS
Overview of rPFP

rPFP constructs the RLBWT, SA, and LCP using recursive PFP which applies PFP to the parse, leading to a dictionary and parse of the parse.

These resulting data structures are substantially smaller than the original parse, reducing the memory requirement for construction. We im-

plemented rPFP in ISO C++ 20. We used the sdsl library for rank and select support21 and gSACA-k to compute the SA in our data struc-

tures.22 We designed three sets of experiments to evaluate the performance of rPFP: (1) We compare rPFP with Bowtie2, BWA, and Big-

BWT on 25k, 50k, 100k, 200k, and 400k concatenated copies of the SARS-CoV 2 virus fasta; (2) We compare rPFP with Bowtie2,6 BWA5

and Big-BWT on 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024 and 2048 diploid sequences of chromosome 19 from the 1,000 Genomes Project;

(3) We select the methods that are able to successfully build their index on chr19.2048 in less than 24 h of wall clock time and tested those

methods on 1, 2, 4, 8, and 16 assemblies from the Human Pangenome Reference Consortium (HPRC) Year 1 version 2 data freeze.20 For the

chromosome 19 experiment, since Bowtie 2 and BWA only take a FASTA file as input, we created a FASTA from the VCF files containing the

variations. We remark that PFP can work directly from the VCF file.23 In reporting the results of all experiments, we do not take into account

the resources needed to create the FASTA files and otherwise prepare the datasets. The results for rPFP and Big-BWT include the time

needed to compute the parse and the dictionary. The SARS-CoV-2 and Chr19 experiments were run on a node utilizing 32 cores and 300

GB of memory with no other significant tasks running and a time limit of 24 h of wall clock time. The HPRC experiments were run on a

node utilizing 32 cores and 700 GB of memory with a limit of 36 h of wall clock time. All methods were run with their default parameters using

mult-threading whenever possible. We note that Big-BWT constructs the full LCP while rPFP constructs the sampled LCP. Additionally, when

the input is compressed, Big-BWT cannot performmulti-threading. We consider this a limitation of the software as pangenomic applications

require the dataset to be compressed due to the size of the files.

Results on SARS-CoV-2 data

We conducted an experiment on multiple copies SARS-CoV-2 virus complete genome to show results on highly repetitive data. This was

done on increasingly larger collections of the SARS-CoV-2 genomes that were taken from the Covid 19 Data Portal.24 These datasets

were constructed by appending different copies of the full genome to a fasta file to reach the desired size. Starting with a dataset of 25

thousand copies of the genome with each sequential dataset doubling the number of copies until 400,000 copies is reached. We refer

to these subsets as sars:25k;.; sars:400k. The wall clock time and maximum resident set size plots for this experiment can be seen in

Figure 1. We note that all methods were capable of constructing their index on sars.25k in a comparable amount of time. The fastest

indexing time was rPFP at 44 s, which is half the time it took Big-BWT to construct the index. Additionally, rPFP only took a maximum of

391 MiB, which is less than a quarter of the 1310 MiB that Big-BWT required. The slowest was Bowtie2, requiring 935 s to index, with

BWA taking a little less at 712 s. Bowtie2 also required the most amount of memory at 4016 MiB. The trend in performance remains

consistent as the input size increases. Bowtie2 was unable to compute the index on sars.400k within the 24-h time limit. At sars.400k,

rPFP took 60% of the time it took Big-BWT to construct the same index and only required 18% of the memory that Big-BWT required.

BWA took the most amount of time, but took 2.89 GB less than Big-BWT. We expected Big-BWT to outperform rPFP on smaller data-

sets; the fact that it doesn’t is likely due to the difference in rPFP computing a sample of the SA and LCP compared to Big-BWT

computing the full SA and LCP. However, as the dataset size increases, the difference in time and memory is too large to be attributed

to just the different SA and LCP calculations.

Results on Chromosome 19

We first focused on Chromosome 19 from the 1,000 Genomes Project, generating two haplotypes for each diploid sequence. We refer to the

subsets as chr19:2;.;chr19:2048. The wall clock time and maximum resident set size plots for this experiment can be seen in Figure 2. We
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note that Bowtie2 and BWA were only capable of indexing up to chr19.512 before exceeding the time and memory constraints of the exper-

iment. We found that rPFP performs better at every subset in terms of wall clock time and requires less memory for the larger datasets. For

chr19.2, rPFP requires 93 s which is the same amount of time required by BWA. In contrast, Big-BWT and Bowtie2 needed an additional 20 s

complete the index for the same dataset. However, it does require 463.23MiBmore than the secondmostmemory consumingmethod at that

dataset. For chr19.8, rPFP requires 14MiBmore then Bowtie2 and in larger subsets rPFP requires significantly less than Bowtie2. For chr19.16,

rPFP requires 70 MiB less than Big-BWT, but this gap continues to increase as the size of the dataset increases. Then, for chr19.32, rPFP re-

quires only 85 MiB more than BWA and requires less than BWA afterward. At chr19.2048, rPFP requires only 55% of the time and 16% of the

memory that Big-BWT requires. The noticeable trend is that as the size of the input increases rPFP’s memory and time requirement grows at a

slower rate than the other methods.

Results on human Genome

We evaluated the construction of the BWT, SA, and LCP on a pangenome from HPRC assemblies using rPFP and Big-BWT, as they were the

only ones capable of building the index on chr19.2048 within the experiment constraints. We constructed increasingly larger datasets con-

taining assemblies from the HPRC Year 1 version 2 data freeze. These datasets were constructed by concatenating the maternal and paternal

assemblies for each sample to a single copy of the GRCh38 reference. Each dataset doubled the number of samples of the previous dataset.

We refer to these as hprc:1;.;hprc:16. The wall clock time and maximum resident set size plots for this experiment can be seen in Figure 3.

Bothmethods were given 32 cores, 700 GB of memory, and 36 h to construct the index, which they were able to do for all datasets. For hprc.1,

rPFP was able to construct the index in 3 h and 4 min, compared to Big-BWT, which required 5 h and 52 min. However, rPFP took 17 GB of

memory more than Big-BWT to construct the index for hprc.1. At hprc.4, which rPFP required 217 GB which is marginally larger than Big-

BWT’s 216 GB requirement. For larger datasets, rPFP requires significantly less memory that Big-BWT needs, only needing 69% of the mem-

ory Big-BWT needs for hprc.16. We again expect rPFP to require more time than Big-BWT for the smaller of the datasets, but Big-BWT likely

takes longer in this instance due to the lack of multithreading because the datasets were compressed. However, we note that as the input size

increases, the time and memory required by rPFP grows at a significantly smaller rate compared to Big-BWT. This indicates that we likely

outperform Big-BWT in larger datasets, even if the input were not compressed, which is necessary due to the size.

Results on recursive PFP compression

We briefly discuss the compression of recursive PFP as it relates to the original input and PFP. The required disk space for the input, PFP, and

recursive PFP as the number of sequences increases is shown in Figure 4. It is well known that PFP significantly reduces the disk space required

to store the input compared to storing just the input. The improvement that recursive PFP provides over PFP is not immediate. At chr19.2,

recursive PFP only reduces the size by 2 MiB and at hprc.1 recursive PFP takes 54 MiB more. Again, as the size of the input increases, the

compression of recursive PFP becomes more apparent. For the Chromosome 19 experiments, starting at chr19.16, recursive PFP starts to

take less than 50% of the space required by PFP and at chr19.2048 recursive PFP takes only 7.7% of the space that PFP requires to store

the input. The HPRC experiments show similar results in that recursive PFP takes up only 41% of the space that PFP takes up. In the SARS-

CoV-2 datasets, as we increase the number of sequences, we do not add a lot of new genetic data as we only add similar copies of the

same genome. This means that the size of the dictionary does not increase bymuchwhen the input does, only the parse does, which recursive

PFP is designed to reduce.We can see as much as recursive PFP never takes more than 15% of the space that PFP takes for any size dataset in

the SARS-CoV2 experiment.

Figure 1. Results on SARS-CoV-2 datasets

Index construction wall clock time in seconds (left) and peak memory in MiB (right).
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DISCUSSION

We developed an efficient algorithm for constructing the SA and LCP concurrently with the BWT that eliminates the need for the parse from

PFP in the construction process. For increasingly large, repetitive input the size of the parse grows significantly more than the size of the dic-

tionary; thereby, eliminating the parse significantly increases the space efficiency of the construction, which is the bottleneck in the construc-

tion for large repetitive input. Recursively running PFP on the parse is the algorithmic contribution that enables us to achieve these gains.

Removing the parse creates the algorithmic puzzle of piecing together the construction of the SA and LCP via smaller auxiliary data structures

that nontrivially take the place of the parse. This innovation slashes the memory usage by 2.7 times when applied to extensive collections of

chromosome 19. Furthermore, Bowtie2 and BWA were unable to index beyond 256 copies of chromosome 19. The efficiency of our method

becomes even more striking with full human genomes, where our approach requires less time and memory than regular PFP.

Limitations of the study

A limitation of our study is that each method, including our own, constructs a different index and imposes unique restrictions on input data.

These differences can hinder direct comparisons between competing methods. Future research should explore simpler compression

methods and the practicality of continued recursion to optimize memory usage and computational efficiency in data compression and

sequence analysis. Investigating whether the information contained by PT can be compressed by simpler means, such as delta-encoding,

is a promising direction. Delta-encoding, which stores differences between sequential data points, may offer significant space savings if

the data exhibits low variability. Future work could include empirical evaluations to compare delta-encoding with recursive parsing, devel-

oping new algorithms leveraging delta-encoding for phrase occurrences in DT , and exploring hybrid methods that balance simplicity and

efficiency. Additionally, the concept of continued recursion to parse PT and beyond, presents an intriguing research avenue. We hypothesize

that there is limited benefit and increased complexity, but this assumption warrants rigorous testing. Future research could involve theoretical

Figure 3. Results on Human Pangenome datasets

Index construction wall clock time in seconds (left) and peak memory in MiB (right).

Figure 2. Results on Chromosome 19 datasets

Index construction wall clock time in seconds (left) and peak memory in MiB (right).
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analyses to understand the trade-offs, experimental validations to measure performance metrics like compression ratio and resource utiliza-

tion, and the design of efficient auxiliary data structures for recursive parsing. Addressing these questions will enhance theoretical and prac-

tical understanding, potentially leading to more efficient and practical compression solutions for pangenomic datasets.
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Data and code availability

� Data: For the experiments on Chromosome 19, the dataset was constructed using samples from publicly available data from the 1,000 Genomes Project
that can be downloaded at http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/phase3/data/. For the experiments on full Human Genomes, the dataset was con-
structed using samples from the Human Pangenome Reference Consortium that is publicly available at https://github.com/human-pangenomics/HPP_
Year1_Assemblies. Both experiments also used the GRCh38 assembly that can be found at https://www.ncbi.nlm.nih.gov/datasets/genome/
GCF000001405.40/. The SARS-CoV-2 dataset was constructed using genomes publicly available at https://www.covid19dataportal.org.

�Code: Our code is publicly accessible at https://github.com/EddieFerro/rPFP.
�Other: Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
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KEY RESOURCES TABLE

METHOD DETAILS

Preliminaries

String notations

A string T is a finite sequence of symbols T = T ½1::n� = T ½1�/T ½n� over an alphabet S = fc1;.; csg whose symbols can be unambiguously

ordered. We denote ε as the empty string, jT j as the length of T, and ck as the string formed by the character c repeated k times.

We denote by T ½i::j� the substring T ½i�/T ½j� of T starting at position i and ending in position j, with T ½i::j� = ε if i > j. For a string T and 1%

i% n, T ½1::i� is called the i-th prefix of T, and T ½i::n� is called the i-th suffix of T. We call a prefix T ½1::i� of T a proper prefix if 1% i < n. Similarly,

we call a suffix T ½i::n� of T a proper suffix if 1< i% n. Given a set of strings S, S is prefix-free if no string in S is a prefix of another string in S. We

denote by3 the lexicographic order: for two strings T2½1::m� and T1½1::n�, T23T1 if T2 is a proper prefix of T1, or there exists an index 1% i%

n;m such that T2½1::i � 1� = T1½1::i � 1� and T2½i�<T1½i�. We define co-lexicographic order as the lexicographic order obtained by reading T1

and T2 from right to left instead of from left to right.

Suffix array and burrows wheeler transform

Given a string T ½1::n�, the suffix array,29 denoted by SAT , is the permutation of f1;.;ng such that T ½SAT ½i�::n� is the i-th lexicographically small-

est suffix of T.We refer to SAT as SAwhen it is clear from the context. The Burrows-Wheeler transformof a string T ½1::n�, denoted by BWTT , is a

reversible permutation of the characters in T.8 If we assume T is terminated by a special symbol $ that is lexicographically smaller than any

other symbol in S, we can define BWTT ½i� = T ½SAT ½i� � 1 mod n� for all i = 1;.;n.

We denote the inverse suffix array as ISAT , and define it as ISAT ½SAT ½i�� = i for all i = 1;.;n. We refer to ISAT as ISAwhen it is clear from the

context.

Longest common prefix

Given two strings S½1::n� and T ½1::m� we refer to the longest common prefix as the substring S½1::l� = T ½1::l� such that l = max ijS½1::i� =

T ½1::i�. We denote the length l of the longest common prefix of S and T as lcpðS;TÞ. Given the SA of T, we define the longest common prefix

array of T as an array of length n such that it stores the length of the longest common prefix between all consecutive pairs on suffixes in SA.We

denote this as LCP. Hence, we have LCP½1� = 0 and for i = 2; ::;nwe have LCP½i� = LCPðT ½SA½i � 1�::n�;T ½SA½i�::n�Þ. The rangeminimumquery

(RMQ) is a query that can be performed on a totally ordered set to find the minimum value in range in the array. When performed on the LCP

array, the minimum value returned is the length of the LCP of the suffix at the start of the range and the suffix at the end of the range. In prac-

tice, since the LCP array is static and the RMQ is performedoften, it is more efficient to preprocess the RMQand store it in a data structure that

is comparable in size to the LCP array.

Overview of prefix-free parsing

PFP takes as input a string T of length n, and two integers greater than 1, which we denote as w and p. It produces a parse of T consisting of

overlapping phrases, where each unique phrase is stored in a dictionary in their lexicographic ordering. The parse is built by storing the order

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited Data

1000 Genomes phase 3 release 1000 Genome Project

Consortium (2015)1
http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/phase3/data/

Sars-CoV-2 Assembly Collection Boucher et al.,202125 https://www.covid19dataportal.org

GRCh38 assembly Church et al.,201526 https://www.ncbi.nlm.nih.gov/datasets/genome/GCF_000001405.40/

HPRC Year 1 version 2 data freeze Liao et al.,202320 https://github.com/human-pangenomics/HPP_Year1_Assemblies

Software and algorithms

rPFP This paper https://github.com/EddieFerro/rPFP

sdsl Gog et al.201427 https://github.com/simongog/sdsl-lite

BWA Li et al.20135 https://github.com/lh3/bwa

Bowtie2 Langmead et al.20126 https://github.com/BenLangmead/bowtie2

pfp-thresholds N/A https://github.com/maxrossi91/pfp-thresholds

Big-BWT Boucher et al.201928 https://gitlab.com/manzai/Big-BWT

ll
OPEN ACCESS

iScience 27, 110933, October 18, 2024 7

iScience
Article

http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/phase3/data/
https://www.covid19dataportal.org
https://www.ncbi.nlm.nih.gov/datasets/genome/GCF_000001405.40/
https://github.com/human-pangenomics/HPP_Year1_Assemblies
https://github.com/EddieFerro/rPFP
https://github.com/simongog/sdsl-lite
https://github.com/lh3/bwa
https://github.com/BenLangmead/bowtie2
https://github.com/maxrossi91/pfp-thresholds
https://gitlab.com/manzai/Big-BWT


the dictionary phrases appear in the original input text by their rank in the dictionary. We denote the dictionary as D and the parse as P. We

note that we refer to D as a dictionary, but in practice it is stored as a string with all phrases concatenated together with a special symbol

separating them. As the name suggests, the output produced by PFP has the property that none of the suffixes of length greater than w

of the phrases in D is a prefix of any other. We formalize this property through the following lemma.We refer to PFP of T as PFPðTÞ, consisting
of the dictionary D and the parse P.

Lemma 1
28 If we are given a string T and PFPðTÞ then the set S of distinct proper phrase suffixes of length at least w of the phrases in D is a prefix-

free set.

The first step of PFP is to appendw copies of $ to T, where $ is a special symbol lexicographically smaller than any element inS. For the sake

of the explanation, we consider the string T 0 = $wT$w1. Next, we characterize the set of trigger strings E, which define the parse of T. Given a

parameter p, we construct the set of trigger strings by computing the Karp-Rabin hash,HpðtÞ, of substrings of lengthw by sliding a window of

length w over T 0 = $wT$w , and letting \E be the set of substrings t = T 0½s::s +w � 1�, where HpðtÞh0 or t = $w . This set E will be used to

parse $wT$w . PFP can be used as a preprocessing step to build data structures such as the BWT, the SA, and the LCP.

Given the PFP of a string T, we first show how to build the BWT of T fromD and P usingworkspace proportional to sumof the total length of

P and the elements of D, and OðnÞ-time when we can work in internal memory. This is referred to as the Big-BWT algorithm, which we now

briefly describe. To determine the relative order of the characters in the BWTT—and hence, the relative lexicographic order of the suffixes

following two characters in T—we start by considering the case in which two characters are followed in T by two distinct proper phrase suffixes

a;b˛S. Hereon, when we refer to a proper phrase suffix, it is one that has length at least w. The following Corollary follows from Lemma 1.

Corollary 1
28 If two characters T ½i� and T ½j� are followed by different phrase suffixes a and b, where jajRw and jbjRw, then T ½i� precedes T ½j� in the BWT

of T if and only if a3b.

In other words, for someof the characters in BWTT , it is sufficient to only consider the proper phrase suffixeswhich follow them in T to break

the ambiguity. When this is not enough, we need the information contained in the parse.

Lemma 2
28 We let t and t0 be two suffixes of T that begin with the same proper phrase suffix a, and let q and q0 be the suffixes of P that have the last w

characters of those occurrences of a and the remainders of t and t0. If t3t0 then q3q0.
Next, we give some intuition on how these two lemmas are used to compute the BWTT . We consider each proper phrase suffix a in S and

compute the range in the BWT containing the characters immediately preceding in the string T the occurrences of a. In order to compute the

range, we only need to know the starting position and length of the range. The starting position of the range for a is the sumof the frequencies

in T (or P) of the proper phrase suffixes of length at least w that are lexicographically less than a. The length of the range is the frequency of a.

Now suppose that we are working on the range of the BWT of T corresponding to the i-th proper phase suffix a. If all the occurrences of a in T

are preceded by the same character c, then the range of the BWT of T associated with a will consist of all c’s. Therefore, no further compu-

tation is needed to define said range. Otherwise, the occurrences in the input of the i-th proper phrase suffix a are preceded by different

characters then wemake use of Lemma 2 to break the ambiguity. The order of the characters preceding a in T can be obtained from the order

in which the phrases containing a appear in the BWT of P.

The algorithm for computing the BWTwas expanded to compute the SA values along with the BWT.30 For each occurrence, ai, of a proper

phrase suffix a˛S, we can obtain its relative order among the other proper phrase suffixes using Lemma 2. In order to associate to ai , its SA

value, it is sufficient to store for each occurrence of each phrase dj ˛D its ending position in T. We denote the array containing the ending

positions of dj ˛D as EPj . Let us assume that ai is stored in the k-th occurrence of the phrase dj ˛D, we are able to compute the associated SA

value as EPj½k� � jai j+ 1. Storing all the EP arrays requiresOðjPjÞwords. As described earlier, storingOðjPjÞwords can be a significant bottle-

neck for large repetitive datasets, and motivates the need for a BWT and SA construction algorithm that uses less than OðjPjÞ words. In the

next section, we introduce our recursive algorithm to address this need.

Overview of recursive prefix-free parsing

We assume that PFP was run on the input string T with window sizew1 and integer p1. We denote the set of trigger strings defined by w1 and

p1 as E1, and the output as PT and DT . Next, we run PFP on the parse PT with window size w2 and integer p2. We denote the set of trigger

strings definedbyw2 andp2 as E2, and the output of this step as PP andDP . Next, we denote the set of proper phrase suffixes of length greater

thanw1 of the phrases inDT as ST and, analogously, we denote the set of proper phrase suffixes of length greater thanw2 of the phrases inDP

as SP .

Here we define a meta-character to be any character in theDP phrases. Each uniquemeta-character represents a specific phrase fromDT ,

much like the values in PT . In practice, these meta-characters are just the integers of PT converted to a character. For ease of understanding,

we will now refer to phrases in DP as meta-phrases and their proper suffixes as proper meta-phrase suffixes.
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Previously, Oliva et al. gave anOðjDP j + jDP j + jPP jÞ-space construction algorithm,31 which we nowbriefly describe. Hereon, whenwe refer

to a proper phrase suffix, we imply it is a proper phrase suffix of length at least w1 or w2. We let a be a proper phrase suffix in ST , and char-

acterize it as being one for the following types: (1) easy proper phrase suffixes; (2) hard-easy proper phrase suffixes; and (3) hard-hard proper

phrase suffixes.

Theorem 1
31 Given a string T, the dictionary DT and the parse PT obtained by running PFP on T, and the dictionary DP and the parse PP obtained by

running PFP on PT , we can compute the BWTT from DT , DP and PP using OðjDT j + jDP j + jPP jÞ workspace.

Definition 1

We let a be a proper phrase suffix in ST that is in the set of phrasesDa = fdi;.;dkg, which is a subset ofDT . We define a to be an easy proper

phrase suffix if and only if each phrase in Da is preceded by the same character.

For example, we consider T = ##GATTACAT#GGATTAGAT## and suppose a is equal to ATTA, which is the set Da = f##GATTA;

GGATTAg. Since a is only preceded by a G in both rotations, the BWT of T will be G in both cases. This is is an example of an easy proper

phrase suffix. As previously discussed, the parse is not needed for computing the BWT entries for easy proper phrase suffixes. Next, we

consider our first case where the parse is needed to build the BWT.

Definition 2

We let a be a proper phrase suffix in ST that is in phrasesDa = fdi;.;dkg, and let Sb3SP be the set of proper meta-phrase suffixes that are

preceded by any phrase in Da. We define a as a hard-easy suffix if and only if the following conditions hold: (a) there is at least one pair of

phrases in Da where the characters preceding a in these phrases are different; and (b) no pair of occurrences in PT of phrases in Da are fol-

lowed by the same proper meta-phrase suffix in Sb.

In other words, for hard-easy suffixes it is enough to look at the proper phrase suffix in SP to break the ambiguity. We label the remaining

suffixes as hard-hard, which we define as follows.

Definition 3

We let a be a proper phrase suffix in ST that is in phrasesDa = fdi;.;dkg, and let Sb3SP be the set of proper meta-phrase suffixes that are

preceded by any phrase inDa. We define a as a hard-hard suffix if and only if the following conditions hold: (a) there exists at least one pair of

phrases in Da in which the character preceding a is different; and (b) at least two phrases of Da precede in PT the same proper meta-phrase

suffix in Sb.

We illustrate these types of proper phrase suffixes in Figure S1. In order to calculate the BWT for these latter two cases, we define and use

the following auxiliary data structures.

Definition 4

We define a table T T containing OðjST jÞ rows and Oð1Þ columns, such that for each a in lexicographic order in ST , we store its range in the

BWT of T along with the co-lexicographic sub-range of the elements of DT which store the occurrence of a. That is, for each character c, the

columns of T T store the range of co-lexicographically sorted phrases that end in a and have c in position jaj+ 1 from the end.

An example of this is Table S1. In this table, we store all the proper phrase suffixes of the input text in S1 alongside the range they cover in

the BWT and the co-lexicographic subrange of the characters that precede this proper phrase suffix in all the phrases that contain it. Next, we

define the table T P , and the grid G as follows.

Definition 5

We define a table T P containingOðjSP jÞ rows andOð1Þ columns, such that for each b in lexicographic order in SP , we store in T P the co-lexi-

cographic range of the meta-phrases of DP that contain b along with the meta-characters that precede b in PT .

An example of this is Table S2. In this table, we store all the proper phrase suffixes of the original parse, which is not shown. For each of

these proper phrases suffixes, we store all themeta-characters that precede it in any phrase and the co-lexicographic range of the phrases that

each suffix belongs to in the grid G.

Definition 6

We define the grid G containingOðjPP jÞ rows andOðjDP jÞ columns, such that for eachmeta-phrase d of DP, G stores the positions in the BWT

of PP where d appears.

Wenowdescribe how to compute the characters of the BWTof T using these data structures. First, we compute the ranges of the BWTof T

for the easy suffixes using only T T in the same manner as they were computed using traditional PFP.

Next, we show how to compute the BWT of T for hard-easy and hard-hard suffixes with the addition of T P and G. We let a be a proper

phrase suffix in ST whose occurrences in T are preceded by more than one character, making it a hard suffix. We let Da be the set of phrases

of DT that end with a, and we consider an occurrence, say ai, as a proper phrase suffix a˛ST . We know there exists a proper meta-phrase
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suffix in SP , say b, that is preceded in PP by only one element ofDa since a a hard-easy suffix. If we iterate over each proper meta-phrase suffix

in T P in lexicographic order, then we know that ai comes before all the following occurrences of a because b is lexicographically smaller than

any other proper meta-phrase suffix that is preceded by an element ofDa. It follows then that we know that the BWT characters preceding ai

occur before the characters preceding the next occurrences of a.

Next, we assume that while iterating over the proper meta-phrase suffixes in SP that are preceded by the elements of Da, there exists a

proper meta-phrase suffix b in SP that is preceded by more than one element of Da. We consider the grid G to obtain the relative order of

those occurrences of b. In particular, the ordering of the occurrences of the meta-phrases containing b in the BWT of PP corresponds to the

ordering of the characters preceding a in the BWT of T.

Tables S1 and S2 give an illustration of the two tables T T and T P we build for the genomes in Figure S1. Figure S2 illustrates the grid G for

the same example. We illustrate the method of constructing the BWT by computing the BWT of the genomes in Figure S1. First, we iterate

over the proper phrase suffixes ofDT stored in table T T in Table S1. The first suffix is preceded in the input only by the character C. Therefore,

it follows that the first suffix is an easy suffix and the associated range of the BWT (i.e., ½0::0�) will consist of an occurrence of the character C. The
same argument holds for the second proper phrase suffix which defines the BWT range ½1::3�.

We nowwant to compute the range corresponding to the third proper phrase suffix ofDT (i.e., $AC), namely the characters in blue and red

in Figure S1. From Table S1, we know that $AC is preceded by $’s and C’s. For all phrases of DT in the co-lexicographic range ½1::2� (i.e., the
two phrases $$AC and AC$AC, respectively encoded in PT by the meta-characters 1 and 4), we identify all proper meta-phrase suffixes in T P

preceded by thesemeta-characters. In T T , illustrated in Figure S2, we find that the lexicographically smallest propermeta-phrase suffix, 6 12 5

20 16 23 2 $ $, is preceded in PT by only the meta-character 4 making this occurrence of $AC a hard-easy suffix. We can extract the corre-

sponding character preceding $AC from the phrase corresponding to the meta-character 4 (i.e., C) by looking at DT .

We continue iterating over the proper meta-phrase suffixes in ST that are preceded by either 1 or 4 and the next propermeta-phrase suffix

to consider is 7 17, preceded by both the meta-characters 1 and 4, making this occurrence of $AC a hard-hard suffix. To compute the cor-

responding BWT characters, we consider the occurrences in the BWT of PP of themeta-phrases containing 7 17 in the co-lexicographic range

½4::8�. FromDT , we know that the occurrences of the phrase represented by the meta-character 4 will correspond to a C in the BWT while the

occurrences of 1 to a $. Following the order in which the meta-phrases appear in the BWT of PP stored in G and illustrated in Figure S2 in the

co-lexicographic range ½4::8�, we can define the range ½6::8� of the BWT of the input as $CC.

Oliva et al.31 demonstrated a method for constructing the BWT without the set of phrases using recursive PFP. However, creating the SA

and LCP values wasmore difficult. In this work, we explain how thismethod can be adapted to simultaneously construct the SA and LCP along-

side the BWT.

Computation of the SA

In order to output the SA along with the BWT, we need to be able to compute the starting position in T of each occurrence of a proper phrase

suffix a inST . To accomplish this, we first revisit an observation by Kuhnle et al.30 that allows for the computation of the SA fromPFP. Given any

phrase d in DT , if we let EPd be an array of all the ending positions of each occurrence of d in T, we can compute the SA entries. This follows

from the fact that the start position of a is equal to EPd ½j� � jaj+ 1. This strategy requires OðjPT jÞ words of memory because it requires

computing and using the BWT of PT .

Observation 1

We let ai be any proper phrase suffix of a phrase d in DT . Suppose we can define the endpoints in T of all occurrences of d in T. Then, it follows

that we can define the SA values for all occurrences of ai.

It follows that we can restrict interest to computing the endpoints in T of the occurrences of the phrases, d, inDT . Wewill show later that we

can identify these endpoints using the endpoints in T of the occurrences of the meta-phrases, d0, in DP .

Next, we introduce the three types of proper phrase suffixes which were previously defined by Oliva et al. in order to compute the BWT of

T: easy, hard-easy, and hard-hard. However, in our algorithm, we consider all the proper phrase suffixes as hard-easy or hard-hard cases. This

is due to the fact that, if the BWT corresponding to the occurrences of a proper phrase suffix contains a single character (i.e., easy proper

phrase suffixes) then we do not need to define the order of the occurrences. However, when computing the SA values the order of the oc-

currences is needed to define the SA entries. Our solution relies on handling the relative order of the rotations within the range as described

for the hard-hard suffixes (see Lemma 3 31). Here, we show that this can be accomplished only using DT , DP and PP , eliminating the need

for PT .

Lemma 3

We let a be a proper phrase suffix in ST . that is in the set of phrasesDa = fdi ;.;dng. We let i1; ::; ik be the k occurrences of a in T then we can

find the lexicographical ordering of the occurrences in OðjDT j + jDP j + jPP jÞ-workspace.
Proof.

Given our input T and PFPðTÞ. We represent the dictionary as a string D½1::l� = d1#d2#::#dm# with each dictionary phrase di sorted in

lexicographic order. We assume we have computed our auxiliary data structures as defined above These preliminary computations can be

done in a OðjDT j + jDP j + jPP jÞ-workspace.
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Let a be any proper phrase suffix in the set ST . We want to identify the lexicographic ordering of all substrings of T that start with occur-

rences of a. Since all these substrings start with the same jaj characters, we sort the substrings based on what follows a. First, we define the set

of all phrases that contain a to be Da = fdi;.;dng, and take note of the meta-characters that represent these phrases. Then, we traverse

through T P and identify the first proper meta-phrase suffix, say b, that is preceded by one of the meta-characters of Da. If b is preceded

by a single occurrence of only one of these meta-characters, then we know that the occurrence of a contained within the meta-phrase is

next in the ordering. This is a hard-easy suffix described in an earlier section. If b is instead preceded by multiple occurrences of one of these

meta-characters and/ormultiple ofmeta-characters, thenwe need to consider what follows b. To do this, we defineDb = fdi;.;dng as the set
of meta-phrases that contain b. We can then look at the grid G to identify the lexicographic ordering of these meta-phrases. As mentioned

earlier, the ordering of the phrases in G is based on the lexicographic ordering of what follows them in T. Therefore, this is the sameordering as

that of the occurrences of a.

We note that this constructive proof follows the construction of BWT from recursive PFP, which was given in Section 2.3. The main differ-

ence is that all phrases are treated as hard-easy or hard-hard suffixes. We now illustrate the proof using our previous example but extend the

earlier example of the proper phrase suffix $AC, which has a total of 5 occurrences. We saw from Table S1 this proper phrase suffix can be

found in the phrases whose meta-characters correspond to 1 and 4. As we traverse through Table S2, the first proper meta-phrase suffix is

preceded by one of the meta-characters is 6 12 5 20 16 23 2 $ $. In this case, this proper meta-phrase suffix is preceded by a single occurrence

of only 4 so there is no ambiguity and this is the first occurrence of $AC in their relative ordering.We continue to traverse Table S2 and the next

proper meta-phrase suffix preceded by one of the meta-characters is 7 17. This proper meta-phrase suffix is preceded by one occurrence of 1

and three occurrences of 4. In this case, the suffix determines the next four occurrences in the ordering, but there is ambiguity to resolve. Each

of these occurrences corresponds to a uniqueDP phrase which can be ordered relative to each other by using the grid G in Figure S2. We see

that the meta-phrase containing 1 is first, so that meta-phrase contains the next occurrence of $AC in the ordering. Continuing in this fashion

we can find the ordering of all the occurrences of $AC. Hence, by using onlyDT ,DP , and PP we have found the lexicographical ordering of all

occurrences of a proper phrase suffix in OðjDT j + jDP j + jPP jÞ working space.

Once we know the ordering of these occurrences, we can use the length of the phrases inDT and the known end positions of every occur-

rence of the phrases in DP to calculate the SA position.

Theorem 2

Given a string T, the dictionary DT , the parse PT , the dictionary DP, and the parse PP obtained by running PFP on T and PT , we can compute

the SA using OðjDT j + jDP j + jPP jÞ working space.

Proof.

Given our input T and PFPðTÞ. We represent the dictionary as a string D½1::l� = d1#d2#::#dm# with each dictionary phrase di sorted in

lexicographic order. We assume that we have computed our auxiliary data structures as defined above. These preliminary computations take

OðjDT j + jDP j + jPP jÞ-time. By the properties of PFP, each suffix of T is prefixed by (exactly) one suffix a of a dictionary phrase tj with jaj is at
leastwi . We call ai the representative prefix of the suffix T ½i::n�. From the uniqueness of the representative prefix, we can partition the SA into k

ranges ½b1;e1�, ½b2;e2�,.., ½bk ;ek �, where the bi and ei is the beginning and ending of each range. Hence, b1 = 1, bi = ei� 1 + 1 for i = 2;::;k,

and ek = n, such that for i = 1; ::; k all suffixes in the same range (i.e., T ½SA½bi�::n�) have the same representative prefix ai. By construction, we

have that a13a23::3ak .

For each ai, we compute BWT½bi;ei� corresponding to the range ½bi; ei� associated with ai using the constructive proof for Theorem 1 It

follows from Lemma 3 that we can order these occurrences of ai within the range in OðjPP j + jDP j + jDT jÞ working space. Next, we find all

occurrences of ai and their ending positions in T. As previously mentioned, we cannot store these positions for all occurrences of phrases

in DT ; instead we store the ending position of each occurrence of every meta-phrase d0 in DP in the array EPd0 . Next, we observe that we

can calculate the length in T of each dictionary item in DP . For example, suppose 1 2 3 is a dictionary item of DP corresponding to d1 =

ACCT , d2 = CTTC, d3 = TCGG. Then the length of 1 2 3 is equal to 8.

Next, we use T T to find all phrases d0
i in DP with ai , and their corresponding end positions in EPd0

i
. We consider the first position in EPd0

i
,

which we denote as p. We can determine the end position in T fromp; by adding up the lengths of all the dictionary items before ai, we get the

position where the prefix of T that comes before ai ends. Let’s say the dictionary items that correspond to d0
i are d1;d2;.;dk . Then, the po-

sition p is the sum of the lengths of all the dictionary items before ai, the lengths of the dictionary items corresponding to d0
i , and the length of

ai . This allows us to define the SA for ai . ∎

Computation of the LCP array

Lastly, we show that we can compute the sampled LCP array in the sameworkspace.Without loss of generality, hereon, we define the sampled

LCP array at the first position of every run. We remind the reader that we have EPd0 stored for each d0 inDP ; these arrays were used for the SA

construction. These will be used in the proof of the following theorem.

Theorem 3

The sampled LCP array can be constructed in OðjDT j + jDP j + jPP jÞ working space.

Proof.
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We assume that we have computed our auxiliary data structures as defined above as well as the LCP and RMQ for PP . Additionally, we

assume that we have already computed the suffix array as described above. We let i be the starting position of a rotation of T, which is pre-

ceded by a character that marks the start of a run in the BWT of T. We additionally let j be the starting position of a different rotation of T, such

that it precedes i in the suffix array of T. By definition of PFP, there exists a prefix of the rotation of T starting at i that is a proper phrase suffix,

say ai , of a phrase inDT . It follows that there exists a prefix of the rotation of T starting at j that is also a proper phrase suffix, say aj. To compute

the LCP we must compare these two rotations, which we can start to do by comparing the proper phrases suffixes they start with. If ai and aj

are not the sameproper phrase suffix, thenwe find the first position ofmismatch and our LCP calculation is complete e.g., LCP½i� = lcpðai ;ajÞ.
If instead ai and aj are the same proper phrase suffix we must compare what follows them in the rotation.

We know that every phrase is contained in a meta-phrase and by extension so is every proper phrase suffix. As such, we can compare what

follows these proper phrase suffixes by looking at the proper meta-phrase suffix that contains them. Let’s say ai is contained by the proper

meta-phrase suffix bi and aj is contained by the proper meta-phrase suffix bj. We continue the LCP computation by comparing these two

proper meta-phrase suffixes. If they are different, then we find the first position of mismatch and our LCP value is the length of the proper

phrase suffix ai and the length of the proper meta-phrase suffix up until the mismatch e.g., LCP½i� = jai j+ lcpðbi;bjÞ. Since the mismatch oc-

curs at a meta-character, then we also have to compare the two phrases the meta-characters represent for correctness. We note that we have

to replace eachmeta-character with the length of the phrase it represents to get the LCP in terms of T. If instead bi and bj are the same proper

meta-phrase suffix, then we have to look at what follows them.

We can see what follows eachmeta-phrase by looking at PP . Based on i, what follows themeta-phrase suffixes can includemost of Twhich

can be long despite being represented as the ranks of meta-phrases in PP . To do this comparison efficiently, we use the RMQof the LCP of PP

to find howmany of themeta-phrases that follow themeta-phrases containing bi and bj match.Oncewe find themeta-phrases thatmismatch,

we have to compare the meta-phrases to each other to further find the meta-character that mismatches within them. We then continue and

compare the phrases the meta-characters represent to find the character they mismatch at. We can use the position of this mismatched char-

acter to find the LCP value.

We briefly mention that we can use a position from the SA to find the proper phrase suffix that starts at position i and the proper meta-

phrase suffix that follows by using EPd0 . We can use this array to find which meta-phrase contains the the position i. Then, we iterate through

the meta-characters backwards using their expanded lengths to find which one contains i.∎

QUANTIFICATION AND STATISTICAL ANALYSIS

We used Snakemake v9.3.032 to run the experiments and used the built in benchmarking to record wall-clock time andmaximum resident set

size of every method on every dataset. These values were plotted directly.
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