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Abstract— Autonomous systems often have logical con-
straints arising, for example, from safety, operational,
or regulatory requirements. Such constraints can be ex-
pressed using temporal logic specifications. The system
state is often partially observable. Moreover, it could en-
compass a team of multiple agents with a common objec-
tive but disparate information structures and constraints. In
this paper, we first introduce an optimal control theory for
partially observable Markov decision processes (POMDPs)
with finite linear temporal logic (LTL¢) constraints. We pro-
vide a structured methodology for synthesizing policies
that maximize a cumulative reward while ensuring that
the probability of satisfying a temporal logic constraint is
sufficiently high. Our approach comes with guarantees on
approximate reward optimality and constraint satisfaction.
We then build on this approach to design an optimal control
framework for logically constrained multi-agent settings
with information asymmetry. We illustrate the effectiveness
of our approach by implementing it on several case studies.

Index Terms—Markov decision processes, Multi-agent
systems, Partially observable Markov decision processes,
Stochastic optimal control, Temporal logic

[. INTRODUCTION

Autonomous systems are rapidly being deployed in many
safety-critical applications like robotics, transportation, and ad-
vanced manufacturing. Markov decision processes (MDPs) [1]
can model a wide range of sequential decision-making scenar-
ios in these dynamically evolving environments. Traditionally,
a reward structure is defined over the MDP state-action space,
and is then maximized to achieve a desired objective. Formu-
lating an appropriate reward function is critical, as an incorrect
formulation can easily lead to unsafe and unforeseen behav-
iors. Designing reward functions for complex specifications
can be exceedingly difficult and may not always be possible.

Increasing interest has been directed over the past decade
toward leveraging tools from formal methods and temporal
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logic [2] to alleviate this difficulty. These tools allow unam-
biguously specifying, solving, and validating complex control
and planning problems. Temporal logic formalisms are capable
of capturing a wide range of task specifications, including
surveillance, reachability, safety, and sequentiality. However,
while certain objectives like safety or reachability are well
expressed by temporal logic constraints, others, e.g., pertaining
to system performance or cost, are often better framed as
“soft” rewards to be maximized. In this paper, we focus on
such composite tasks.

Consider, for example, an autonomous robot tasked with
navigating through a warehouse with hazardous areas to
perform inspections or repairs. We can express complex re-
quirements for this robot such as “Always avoid hazardous
areas,” “Eventually perform inspections,” or “Always return
to a charging station when the battery is low,” unambiguously
via temporal logic. Model checking methods can be used to
verify if a given controller satisfies these requirements [2]. We
can also use algorithmic methods to synthesize a controller
for the robot such that the resulting controller satisfies the
requirements by construction [2]. This is the approach we
adopt in the paper. Further, we wish to account for additional
considerations, such as fuel efficiency or smoothness of mo-
tion, expressed by reward functions to be maximized.

While full state observability is assumed in environments
modeled by MDPs, this assumption excludes many real-life
scenarios where the state is only partially observed. These sce-
narios can instead be captured by partially observable Markov
decision processes (POMDPs). For example, the warehouse
robot only has a partial observation of the state since the sensor
observations only provide a noisy estimate of it.

In this paper, we expand the traditional POMDP framework
to incorporate temporal logic specifications. Specifically, we
aim to synthesize policies such that the agent’s cumulative
reward is maximized while the probability of satisfying a
given temporal logic specification is above a desired threshold.
Due to the inherent partial observability, planning methods
for MDPs with temporal logic specifications [3]-[5] are not
directly applicable to our problem. Recasting our problem
as an MDP would necessitate constructing beliefs over an
augmented state space, which grows exponentially with the
time horizon. This results in an extremely large belief space,
making the synthesis methods developed for MDPs intractable

Authorized licensed use limited to: University of Southern California. Downloaded on October 16,2024 at 18:39:58 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2024.3422213

IEEE TRANSACTIONS AND JOURNALS TEMPLATE

in the context of POMDPs. Consequently, we utilize scalable
algorithms specifically designed for POMDPs to solve our
problem effectively.

We consider finite linear temporal logic (LTLy) [6], a
temporal extension of propositional logic, to express complex
tasks. LTL is a variant of linear temporal logic (LTL) [2]
which is interpreted over finite length strings rather than
infinite length strings. We can express the requirements of our
warehouse robot example in LTL, respectively, as follows:
Always —hazard.nearby, Fwventually inspection.done,
Always (low.battery — FEwventually charging.station). We
need to simultaneously consider the cumulative POMDP re-
ward and the temporal logic satisfaction. For a given LTL
specification, we construct a deterministic finite automaton
(DFA) that accepts an agent’s trajectory if and only if it
satisfies the specification [7]. By augmenting the system
state with the DFA’s internal state, we can monitor both
environmental and task status. This approach enables us to
frame our planning problem as a standard reward-constrained
POMDP problem. In the context of our motivating example,
we combine the POMDP expressing the robot dynamics in the
warehouse and the DFA expressing our specifications into a
constrained POMDP problem containing details of both the
POMDP and the DFA (thus the LTL specification).

We then tackle the challenge of constrained POMDP prob-
lems by proposing an iterative primal-dual scheme which
solves a sequence of unconstrained POMDP problems using
any off-the-shelf unconstrained POMDP solver [8], [9]. This
approach effectively leverages the established techniques of
unconstrained POMDP planning. The iterative scheme also
incorporates regret bounds from no-regret online learning [10],
providing guarantees on the near-optimality of the returned
policy.

Finally, we extend our framework to a multi-agent setting
with information asymmetry. We use the previously described
approach for composition with the DFA to obtain a constrained
multi-agent planning problem. In this case, our approach
requires solving a sequence of unconstrained multi-agent
problems. Under some mild assumptions, these unconstrained
multi-agent problems can be viewed as single-agent POMDP
problems via the common information approach [11]. Owing
to the theoretical guarantees of the common information
approach and our algorithm, the returned policies will still
provide the desired guarantees on optimality and temporal
logic satisfaction.

Our contributions can be summarized as follows: (i) We
formulate a novel optimal control problem in terms of cu-
mulative reward maximization in POMDPs under expressive
LTL constraints. (ii) We design an iterative planning scheme
which can leverage any off-the-shelf unconstrained POMDP
solver to solve the problem. Differently from existing work
on constrained POMDPs, our scheme uses a no-regret online
learning approach to provide theoretical guarantees on the
near-optimality of the returned policy. (iii) We extend the
single-agent framework to a multi-agent setting with infor-
mation asymmetry, where agents have a common reward
objective but can have individual or even joint temporal logic
requirements. Their different information structure makes the

problem rather difficult. (iv) We conduct experimental studies
on a suite of single and multi-agent environments to validate
the algorithms developed and explore their effectiveness. To
the best of our knowledge, this is the first effort on optimal
control of logically constrained partially observed and multi-
agent MDP models.

We presented some preliminary results on optimal control of
POMDPs with LTL ; specifications in a previous paper [12]. In
this paper, we expand on our previous results and show that our
methodology is broader in scope, in that it encompasses other
problem formulations and solution strategies. In particular, we
extend our planning algorithm from a single-agent setting to
a multi-agent setting with information asymmetry. Moreover,
while we previously assumed access to an exact POMDP
solver and an exact estimator of the expected total reward, we
show that our method can also operate with an approximate
POMDP solver and approximate estimates of the expected
total reward. We then show that our method also supports
cumulative reward constraints along with LTL; requirements.
Finally, we include all the proofs of our theorems.

[I. RELATED WORK

Synthesizing policies for MDPs such that they maximize
the probability of satisfying a temporal logic specification has
been extensively studied in the context of known [4], [13] and
unknown [5], [14] transition probabilities.

Several approaches have also been proposed for maximizing
the temporal logic satisfaction probability in POMDPs, albeit
without considering an additional reward objective. Some of
these methods include building a finite-state abstraction via
approximate stochastic simulation over the belief space [15],
grid-based discretization of the POMDP belief space [16], and
restricting the space of policies to finite state controllers [17],
[18]. Similarly to our work, leveraging well-studied uncon-
strained POMDP planners [19], [20] has also been proposed
in this context, while deep learning approaches like those using
recurrent neural networks [21], [22] have been lately explored.

Our approach further differs from a few other existing
methods for solving constrained POMDPs. One of these
methods [23] addresses a constrained POMDP by modeling
it as a constrained belief MDP and employing an approximate
linear program that operates on a selectively refined subset of
reachable beliefs. However, the expanding size of the subset of
reachable beliefs and the resulting increase in the complexity
of the linear programs eventually render this approach compu-
tationally intractable. Another method addresses the scalability
issues of the previous one using a primal-dual approach based
on Monte Carlo Tree Search (MCTS) [24]. We solve the
constrained POMDP problem using a similar method. A key
difference is that, instead of using an MCTS approach, we use
an approximate unconstrained POMDP solver, SARSOP [8],
which returns policies along with bounds on their optimality
gaps. Column generation algorithms [25] also use a primal-
dual approach, but with a different dual parameter update
procedure. While only convergence to optimality is discussed
for these algorithms, our method, on the other hand, gives a
precise relationship between the approximation error and the
number of iterations.
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A few methods have also appeared which address temporal
logic satisfaction in a multi-agent setting, albeit leveraging
different formulations and solution strategies. Some examples
include the synthesis of a joint policy maximizing the temporal
logic satisfaction probability for multiple agents with shared
state space [26] and the decomposition of temporal logic spec-
ifications for scalable planning for a large number of agents
under communication constraints [27], [28]. Some efforts have
also leveraged the robustness semantics of temporal logics to
guide reward shaping for multi-agent planning [29], [30]. To
the best of our knowledge, our method is the first to consider a
reward objective and a temporal logic constraint in the multi-
agent stochastic setting with information asymmetry.

I1l. PRELIMINARIES

We denote the POMDP by .# and the LTL specification
by . The DFA equivalent to the LTL; specification is sym-
bolized by <7 and the product POMDP constructed with .#
and o7 is designated as .Z . ]P’;f{ () denotes the probability
that a run of .# satisfies ¢ under policy p. The indicator
function 1g(s) evaluates to 1 when s € S and O otherwise.
The probability simplex over the set .S is denoted by Ag.
Finally, for a string s, |s| denotes its length.

A. Labeled POMDPs

1) Model: A Labeled Partially Observable Markov
Decision Process is defined as a tuple # =
(S,U,P,w,0,Z,AP,L,r°,r,T), where S is a finite
state space, U is a finite action space, P;(s,u;s’) is the
probability of transitioning from state s to state s’ on taking
action u at time t, @ € Ag is the initial state distribution,
O is a finite observation space, Z;(s;0) is the probability
of seeing observation o in state s at time ¢, AP is a set
of atomic propositions, used to indicate the truth value of
a predicate (property) of the state, e.g., the presence of an
obstacle or goal state. L : S — 24 is a labeling function
which indicates the set of atomic propositions which are true
in each state, e.g., L(s) = {a} indicates that only the atomic
proposition a is true in state s. 7¢(s,u) and r¢(s,u) are the
objective and constraint rewards obtained on taking action
w in state s at time ¢. The state, action, and observation at
time t are denoted by S;, Uy, and O, respectively. At any
given time ¢, the information available to the agent is the
collection of all the observations Og.; and all the past actions
Up.t—1. We denote this information with I; = {Og.¢,Up.t—1}-
We say that the system is time-invariant when the reward
functions 7, r¢ and the transition and observation probability
functions P; and Z; do not depend on time ¢. The POMDP
runs for a random time horizon 7. This random time may
be determined exogenously (independently) of the POMDP
or it may be a stopping time with respect to the information
process {I; : t > 0}.

2) Pure and Mixed Policies: A control law m; maps the
information I; to an action in the action space U. A policy
m = (mp,m,...) is then the sequence of laws over the
entire horizon. We refer to such deterministic policies as pure
policies and denote the set of all pure policies with P.

A mixed policy p is a distribution on a finite collection of
pure policies. Under a mixed policy p, the agent randomly
selects a pure policy m € P with probability u(7) before the
POMDP begins. The agent uses this randomly selected policy
to select its actions during the course of the process. More
formally,  : P — [0,1] is a mapping. The support of the
mixture p is defined as supp(p) := {m € P : u(mw) # 0}.

If the support size of a mixed policy is 1, then it is a pure
policy. The set M, of all mixed mappings is given by

>

wesupp(p)

My =4 s [supp()| < oo, ury=1%. (1)

Clearly, the set M,, of mixed policies is convex.

A run ¢ of the POMDP is the sequence of states and actions
((So,Up), (S1,Ur), -+, (ST,Ur)) up to horizon T The total
expected objective reward for a policy p is given by

M _
7?’o (/’L) - Ep,

T
Z Tf (St7 ut)
t=0

- 5

mesupp(p)

T
,u(ﬂ')IEﬂ/” Z i (Se, Uy) )

t=0

The total expected constraint reward R:#(u) is similarly
defined with respect to 7¢. R:# () and R:#(p) are linear
functions in p.

Assumption 1: The POMDP .# is such that for every pure
policy m, the expected value of the random horizon 7' is
bounded by a finite constant and the total expected constraint
reward is also bounded above by a finite constant, i.e.,

E%[T] < Tyax < 00, 3)
0 <R (7) <RI V7. )

The expectation in E: [T7] is over the random state, action, and
observation trajectory of POMDP .# under the pure policy .

Assumption 1 ensures that 7" is finite almost surely, i.e.,
]P’ff/ [T < oo] = 1 and the total expected constraint reward
satisfies R (1) < R for every policy .

B. Finite Linear Temporal Logic

We use LTL; [6], a variant of linear temporal logic
(LTL) [2] interpreted over finite strings, to express complex
task specifications. Given a set AP of atomic propositions,
i.e., Boolean variables that have a unique truth value (true or
false) for a given system state, LTL ¢ formulae are constructed
inductively as follows:

pi=true | a| ¢ | p1 A2 | Xp | ©1Upo,

where a € AP, ¢, ¢1, and @2 are LTL formulae, A and
— are the logic conjunction and negation, and U and X are
the until and next temporal operators. Additional temporal
operators such as eventually (F) and always (G) are derived
as Fy := trueUp and Gy := —F-¢. For example, ¢ =
Fa A (G-b) expresses the specification that a state where
atomic proposition a holds true has to be eventually reached by
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the end of the trajectory and states where atomic proposition
b holds true have to be always avoided.

LTL formulae are interpreted over finite-length words w =
wowy - - Wiase € (247)", where each letter w; is a set of
atomic propositions and last = |w| — 1 is the index of the
last letter of the word w. Given a finite word w and LTL;
formula ¢, we inductively define when ¢ is true for w at step
i, 0 < 4 < |w|, written (w,4) = ¢. Informally, @ is true
for (w,7) iff a € w;; X is true for (w, i) iff ¢ is true for
(w,i+1); p1Ugps is true for (w, 1) iff there exits k& > ¢ such
that oo is true for (w, k) and @y is true for all j, i < j < k;
Gy is true for (w,4) iff ¢ is true for all (w,j),j > i; Fp is
true for (w, 1) iff ¢ is true for some (w, 7),j > @ (where ‘iff’
is shorthand for ‘if and only if’). A formula ¢ is true in w,
denoted by w |= o, iff (w,0) | ¢.

Given a POMDP .# and an LTL; formula ¢, a run
¢ = ((so,u0), (s1,u1), -+, (s7,ur)) of the POMDP under
policy p is said to satisfy ¢ if the word w = L(sg)L(s1)--- €
(24P )TJrl generated by the run satisfies ¢. The probability
that a run of .# satisfies ¢ under policy p is denoted by
]P’f[ (). We refer to Section VII for various examples of
LTL; specifications, especially those which cannot be easily
expressed by standard reward functions.

C. Deterministic Finite Automata (DFA)

The language defined by an LTL; formula, i.e., the set of
words satisfying the formula, can be captured by a Deter-
ministic Finite Automaton (DFA) [7]. A DFA is a finite state
machine that accepts or rejects a given string of symbols,
by running through a state sequence uniquely determined
by the string. It consists of a finite set of states, a set of
input symbols, a transition function, a start state, and a set
of accepting states [31]. We denote such a DFA by a tuple
o = (Q,%,q,0, F), where @ is a finite set of states, &
is a finite alphabet, go is the initial state, § : Q@ X X — @
is a transition function, and F' C @ is the set of accepting
states. A run £, of <7 over a finite word w = wy - - - Wy, with
w,; € X, is a sequence of states, goq1 - - - qn4+1 € Q" *! such
that ;1 = 6(qi, w;),i =0, ,n. A run . is accepting if
it ends in an accepting state, i.e., ¢g,+1 € F. A word w € ¥* is
accepted by A if and only if there exists an accepting run &
of A on w. Finally, we say that an LTL s formula is equivalent
to a DFA & if and only if the language defined by the formula
is the language (i.e., the set of words) accepted by «7. For any
LTL; formula ¢ over AP, we can construct an equivalent
DFA with input alphabet 247 [7].

IV. PROBLEM FORMULATION AND SOLUTION STRATEGY

Given a labeled POMDP .# and an LTL; specification
(, our objective is to design a policy p that maximizes the
total expected objective reward R:” (1) while ensuring that the
probability IP’S{’ (u) of satisfying the specification ¢ is at least
1—6 and the total expected constraint reward R:% (11) exceeds
a threshold p. Roj[(u),Pf(u), and R/ (i) are all used to
express different requirements which we wish to satisfy. More
formally, we would like to solve the following constrained

optimization problem

LTL ;-POMDP: sup R (1)
® P
st R () > p, (P1)
]P’fl(,u) >1-4.

If (P1) is feasible, then we denote its optimal value with R:%.
If (P1) is infeasible, then R:” = —oc.

Remark 1: The results and experiments in this work are
in the setting of POMDPs and multi-agent MDPs with finite
state, action, and observation spaces.

A. Constrained Product POMDP

In (P1), we require a policy p to maximize the objective
reward and satisfy a reward constraint, both of which are
expressed via the given POMDP .#. We also need the same
policy p to satisfy the LTL ; constraint which is expressed via
a DFA &/ (equivalent to the LTL; specification ¢) instead
of the POMDP .7 . We thus construct a constrained product
POMDP .#* which allows us to address these different
requirements via a single unified model.

Given the labeled POMDP .# and a DFA &/ capturing
the LTL; formula ¢, we follow a construction previously
proposed for MDPs [12] to obtain a constrained product
POMDP 7> = (S*,U*, P>, sy, ro r*,rf w,0,2%)
which incorporates the transitions of .# and .7, the obser-
vations and the reward functions of .#, and the acceptance
set of <.

In the constrained product POMDP .Z*, §* = (S x Q)
is the state space, U* = U is the action space, and sg =
(80, qo) is the initial state where the POMDP’s initial state sg is
drawn from the distribution o and ¢qq is the DFA’s initial state.
For each pair (s, s’), (¢,¢'), and u, we define the transition
function P*((s,q),u;(s',q’)) at time ¢ as

Pi(s,u;8"), if ¢ = d(q, L(s)),
. (5)
0, otherwise.
The reward functions are defined as
7 ((s,q),u) = 1(s,u), Vs, q,u (6)
i ((s,9),u) = r{(s,u), Vs,q,u @)

f _J1, ifgeF

ril(s9) = {0, otherwise. ®
The reward functions r°* and r¢* depend on the reward
functions of the original POMDP .#. The reward function r/
is instead informed by the accepting states of the DFA 7. The
observation space O is the same as in the original POMDP .Z .
The observation probability function Z*((s, q);0) is defined
to be equal to Z(s;0) for every s,q,o. We denote the state
of the product POMDP . * at time ¢t with X; = (S, Q¢)
in order to avoid confusion with the state S; of the original
POMDP . .

At any given time ¢, the information available to the agent is
I, = {Oq.t,Up.t—1}. Control laws and policies in the product
POMDP are the same as in the original POMDP .. We define
three reward functions in the product POMDP: (i) a reward
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R (1) associated with the objective reward 7, (ii) a reward
R (1) associated with the constraint reward 7°, and (iii) a
reward RS (1) associated with reaching an accepting state in
the DFA .o7. The expected reward R:”” (1) is defined as

R (n) =E, )

T
ZT?X(XmUt)
t=0

The expected reward R;# ) (u) is similarly defined as

T
R (n) = E, [erX(Xt,ut) (10)
t=0

The expected reward R (y) is defined as

R () = By, [ (X741)]
= B [ (X))

mesupp(p)

(11

Due to Assumption 1, the stopping time 7' is finite almost
surely and therefore, the reward R/ (1) is well-defined. Fur-
ther, (11), which follows from the definition of mixed policies,
demonstrates that RS (1) is a linear function of .

B. Constrained POMDP Formulation

In the product POMDP .#Z*, we are interested in solving
the following constrained optimization problem

C-POMDP: sup R ) (1)
HEM,,
st R (w) > p, ®2)
RI(w)>1-46

whose optimal value is denoted by R:” “
Theorem 1 (Equivalence of Problems (P1) and (P2)): For
any policy u, we have

R (1) = Ry (n),
R (1) = R (n), and R () = P ().

Therefore, a policy p* is an optimal solution to Problem (P1)
if and only if it is an optimal solution to Problem (P2), and
therefore, R# = R:7" .= R*.

Proofs of all theorems and lemmas are available in the
appendices.

V. NO-REGRET LEARNING APPROACH FOR SOLVING
THE CONSTRAINED POMDP

Problem (P2) is a POMDP policy optimization problem
with constraints. Since solving unconstrained optimization
problems is generally easier than solving constrained opti-
mization problems, we describe a general methodology that
reduces the constrained POMDP optimization problem (P2)
to a sequence of unconstrained POMDP problems. These
unconstrained POMDP problems can be solved using any oft-
the-shelf POMDP solver. The main idea is to first transform
Problem (P2) into a sup-inf problem using the Lagrangian

function. This sup-inf problem can then be solved approxi-
mately using a no-regret online learning algorithm such as the
exponentiated gradient (EG) algorithm [10].

The Lagrangian function L(u, A) associated with Problem
(P2) with A = (M, \°) is

R (1) + X (R (1) — p) + M (RS (1) — 1+ 6).
Let

I* :=sup ;\ngL(u,/\). (P3)

n
The constrained optimization problem in (P2) is equivalent
to the sup-inf optimization problem above [32]. That is, if
an optimal solution p* exists in problem (P2), then p* is a
maximizer in (P3), and if (P2) is infeasible, then [* = —oo.
Further, the optimal value of Problem (P2) is equal to [*.
Consider the following variant of (P3) wherein the Lagrange
multiplier A is bounded in the L! norm:

L(u, ).

5 = sup inf (P4)

p AZ0JAlL<B

Lemma 1: Let i be an e-optimal policy in sup-inf problem
(P4), i.e.,

lp < it LN T e (12)

for some € > 0. Then, we have
R (@) = R* — e, (13)
R (@)= p—¢ and (14)
RI(p)>=1-6—¢, (15)

 RMOT_R . o i
where e/ = =e——=" and R}"*" := sup, R;*" (u) is the
maximum possible objective reward for unconstrained .Z *.

Lemma 1 suggests that if we can find an e-optimal mixed
policy zi of the sup-inf problem (P4), then the policy p is
approximately optimal and approximately feasible in (P2), and
therefore in Problem (P1) due to Theorem 1.

We use the exponentiated gradient (EG) algorithm [10]
to find an e-approximate policy g for Problem (P4). This
algorithm is used for online convex optimization and has
an Ll-norm bounded decision space. It is also known to
satisfy the no-regret property, i.e., the average gap between
its cumulative loss and that of the optimal hindsight decision
asymptotically approaches zero. We refer the reader to the
literature [10] for more details on the algorithm.

Following the structure of the EG algorithm, our algorithm
uses a sub-gradient of the following function of the dual
variable:

F(A) = sup L{u, A). (16)
"

The sub-gradient of function f(-) at A is given by
N T

[RC‘” () — ps RS (pa) — 1+ 5} , where policy px maxi-

mizes (16). Such a policy exists because the POMDP .#*

has finite state, observation, and action spaces [33]. The

EG-CPOMDP algorithm, which is described in detail in Al-
gorithm 1, uses this sub-gradient to iteratively update A. The
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Algorithm 1 EG-CPOMDP Algorithm

Input: Constrained product POMDP .# *, learning rate n
Initialize A\, = [B/3, B/3]
for k=1,...,K do

Hi < OPT(A ™, A)

Pr + EVAL (g, /)

74 <= EVAL (g, 7°%)

%(—ﬁk*l*F(s
e = p

¥ A =Pk —145)
Ao & B oo )
B+ (e k —l)t/\k(e k —-1)
Acefn(?; —p)
Cc k
A pr— )
B+AL (e=1(Pk —1)HAL (e TR TP 1)
end for
Output: i = 25:1 HE 5\ _ Zf:l Ak
put: p = K N K

value of A at the kth iteration is denoted by A and the cor-
responding maximizing policy (that achieves sup,, L(x, Ax))
is denoted by pg. In the kth iteration, computing the sub-
gradient at Ay involves two key steps: (a) OPT(.# ™, Ay)
which solves an unconstrained POMDP problem with expected
reward given by L(u,Ag) and returns the maximizing pol-
icy pg; (b) EVAL(ug, 7€), which estimates Rg’” (ug), and
EVAL(j1, %), which estimates R/ (jz,).

For a mixed policy p, = ), oym;, where m; are pure
policies, EVAL(jx,7) is evaluated as ), a;EVAL(m;, 7). The
algorithm does not depend on which methods are used for
solving the unconstrained POMDP and evaluating the con-
straints as long as they satisfy the following assumption.

Assumption 2: The POMDP solver OPT(.# *, Ai) and the
expected reward estimators EVAL(u,7¢¥) and EVAL (u, /)
used in Algorithm 1 are exact, i.e.,

OPT( M ™, A) = argsup L(p, A\g) YV Ag, and V g
m

EVAL(pt, 7°%) = R (1) and EVAL (g, 77) = RS ().

Remark 2: For solving an unconstrained POMDP, it is
sufficient to consider pure policies and therefore, most solvers
optimize only over the space of pure policies. Thus, the
support size of py in Algorithm 1 is 1.

Algorithm 1 runs for K iterations and returns a policy
o = (1/K)ZkK:1Mk, which is a mixed policy that assigns
a probability of 1/K to each ui for k = 1,--- , K. The
following theorem states that the policy ji obtained from
Algorithm 1 is an approximately optimal and feasible policy
for Problem (P2).

Theorem 2: Under Assumptions 1 and 2, if n = 4/ 2}(1(;9%
in Algorithm 1, the policy j: returned by Algorithm 1 satisfies:
R (1) > R* — 2BG+/2log3/K, (17)
Mo R — R* +2BG/2log3/K
Rc (/J“) > p— B ’

R™Mar _R* + 2B 21 K
Pf’(u)>1—6—< R 2 e )

where G = max{R7"** 1}.

If (P1) is feasible, then R* is finite and Theorem 2 guaran-
tees that Algorithm 1 returns an approximately optimal and
approximately feasible policy z. If (P1) is not feasible, then
R* = —o0, hence the 3 inequalities in Theorem 2 are trivially
true. In either case, we can determine from Algorithm 1 how
far i1 is from being feasible. This is because, in the kth
iteration, the algorithm evaluates the constraints for policy .
The average of these constraint values is exactly the constraint
value for policy fi.

In Theorem 2, we make use of the assumption that Algo-
rithm 1 has access to an exact unconstrained POMDP solver
and an exact method for evaluating R:#" (1) and RS (1)
(see Assumption 2). In practice, however, methods for solving
POMDPs and evaluating policies are approximate. We next
describe the performance of Algorithm 1 under the more
practical assumption that the POMDP solver returns an e-
optimal policy and the evaluation function has an e-error.

Assumption 3: The POMDP solver OPT(.#Z *, Aj) and the
expected reward estimators EVAL(u, /) and EVAL(pug, 7€)
used in Algorithm 1 are approximate, i.e., for all A and pu, =
OPT(.4*, A1), we have

sup L, i) — L(ptr, M) < €pp,
“w

X €est
EVAL(u, 7)) — R# <
\ () = R (Wl < 55
€est
2B
A result similar to Theorem 2 can be obtained under

Assumption 3 by using similar arguments.

Y u, and

[EVAL (1, 17) = R ()] <

Theorem 3: Under Assumptions 1 and 3, if = 2;33%

in Algorithm 1, the policy jz returned by Algorithm 1 satisfies:

R (1) = R* — (2BG\/210g3/K + 1ot ), (18)

v R — R* + 2BG+/210g3/K + €tor
Rc (/’[’) Z p— B

)

RI% — R* + 2BG/210g 3/K + 1o
Pf(ﬂ)El—é-( ° + = %83/ +€“>

where €01 = €pp + 265, and G = max{R***, 1}.

In Lemma 1 and Theorems 2 and 3, we can replace R*
by its lower bound (e.g., replacing R* by 0 in scenarios with
non-negative objective rewards) to obtain slightly relaxed, yet
more computable lower bounds for the performance of the
returned policy.

Remark 3: Algorithm 1 uses K pure policies to generate

the mixed policy fi. If we wish to obtain a mixed policy with
_ K

a small support, we can define it = >, _; wrp, where wys

are a basic feasible solution (BFS) of the following linear
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program:
K
%X
sup > w RS ()
w20 lwlh <t o

K
st Y wR > p—o(1/VEK), (BFS)
k=1

K
Zkaf(,uk) >1-0-0(1/VK).

k=1

This leads to a mixed policy i1 whose support size is at most
three.

We next consider three special cases of our problem with
different types of time horizon 7.

Remark 4: When the horizon 7' is a constant and the
constraint reward r¢ is non-negative, Assumption 1 is trivially
true and, therefore, Theorem 2 holds.

Remark 5: Let {F;:t=0,1,2,...} be a sequence of i.i.d.
Bernoulli random variables with P[Ey = 1] =1—1~, v < 1.
Let the geometrically-distributed time-horizon 7" be defined as

T = min{t : B, = 1}. (19)

The random horizon T has an expected value of /(1 — 7)
under any policy and thus satisfies Assumption 1 if the
constraint reward r; is non-negative. The following lemma
shows that with such a geometric time horizon, the policy
optimization problem for L(j, Ay) is equivalent to solving an
infinite horizon discounted-reward POMDP.

Lemma 2: For a given A, maximizing L(u,A) over u
under a geometrically distributed time horizon is equivalent to
maximizing the following infinite horizon discounted reward

ad t oxX >\f(1 - 'Y) f c cX
Eu E o (Xt,ut) + 77 r (Xt) + A1y (Xt,ut)
t=0

Thus, by using appropriate POMDP solvers and a Monte Carlo
method for constraint reward evaluation, we can implement
Algorithm 1 for constant and geometrically distributed time
horizons.

Goal-POMDPs: In Goal-POMDPs, there is a set of goal
states GO and the POMDP run terminates once the goal state
is reached. We assume that every possible action in every
non-goal state results in a strictly positive cost (or strictly
negative reward). The objective is to obtain a policy that
maximizes the total expected reward while the probability of
satisfying the specification ¢ is at least 1 — 4. (In this section,
for simplicity of discussion, we do not consider a constraint
reward function.) Under this reward assumption, for any given
policy, the expected time taken to reach the goal is infinite
if and only if the total expected reward is negative infinity.
Assumption 1 may not be true a priori in this setting. However,
we can exclude every policy with negative infinite expected
reward without any loss of optimality. After this exclusion of
policies, Assumption 1 holds and all our results in the previous
sections are applicable.

Consider  the  product POMDP  .#Z* =
(8>, U, P* sy ro* rf i, 0,2%). Let GO C S* be

a set of goal states. For every non-goal state-action pair (z, u)
in the product MDP, let 7°*(z,u) < 0. This is a constrained
Goal-POMDP, which can be solved using the Lagrangian
approach discussed earlier. The problem of optimizing the
Lagrangian function for a given A can be reformulated as an
unconstrained Goal-POMDP with minor modifications which
can be solved using solvers like Goal-HSVI [34]. We make
modifications to ensure that there is a single goal state and
the rewards for every non-goal state action pair are strictly
negative. The rewards and transitions until time 7' are the
same as in the product MDP. We replace the goal states in
GO with a unique goal state g. When a state + € GO is
reached (at T'), the process goes on for two more time steps
T+ 1 and T + 2. At time 7'+ 1, the agent receives a reward

A (Xp41) — 2+ 0). (20)

This ensures that the reward is strictly negative. At T + 2,
the agent reaches the goal state g. One can easily show that
this modified Goal-POMDP is equivalent to optimizing the
Lagrangian function for a given \.

Remark 6: The framework developed in this section can
easily be generalized to the setting where there are multiple
LTL; specifications and reward constraints.

VI. MULTI-AGENT SYSTEMS

In previous sections, we have discussed how we can in-
corporate LTL y specifications in a single-agent POMDP and
solve it using a Lagrangian approach. We will now consider
a setting in which there are multiple agents and these agents
select their actions based on different information. In this sec-
tion, for the sake of simplicity in presentation, we will consider
a single LTL s specification, and no reward constraints.

We can solve a multi-agent problem with LTL ; constraints

by first converting it into a problem with reward-like con-

straints as we did in Section IV-A. We can then use the
exponentiated gradient algorithm to solve this constrained
multi-agent problem. In the exponentiated gradient algorithm,
we need to solve unconstrained multi-agent problems. One
approach for solving a large class of unconstrained multi-
agent problems is the common information approach [11]. This
approach transforms the unconstrained multi-agent problem
into a single-agent unconstrained POMDP (with enlarged state
and action spaces) which, in principle, can be solved using
POMDP solvers. While this approach is conceptually sound,
it is computationally intractable in general. We now discuss a
multi-agent model with a specific structure and illustrate how
some of the computational issues can be mitigated.

We consider a class of labeled multi-agent
systems which can be characterized by a tuple
M = (N,S,8°° U, P, P° w AP,L,r,T). N is the

number of agents in the system, S is a finite shared state
space, and U is a finite joint action space. The shared state
at time t is denoted by S;; the action of agent 7 at time ¢
is denoted by U}; and U, = (U},...,U}) denotes the joint
action. Pj(s,u;s’) is the probability of transitioning from
state s to state s’ on taking joint action u. The shared state
and the agents’ actions can be observed by all the agents in
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the system. Each agent 7 has an associated local state Stloc’i at

time ¢. The evolution of agent 7’s local state is captured by the
local transition function Poot: §100i % S — Agioes where
Po%i(sloct 5 u; s1°¢1) is the probability of transitioning
to local state s°! if the current local state is slo%i  the
current global state is s, and the joint action w is taken.
For convenience, let us denote S = S x S%©°, where
Sl = TIY, 8%i. Note that the local state transitions
among agents are mutually independent given the shared state
and action, and the state dynamics can be viewed as

St+1 = Cf(stauta th)a
S = (S S Uy, W),

21
(22)

where ¢{ and (] are fixed transformations and W/, W} are the
noise variables associated with the dynamics. @w € Ag is the
initial state distribution. AP is a set of atomic propositions,
L : S — 247 is a labeling function which indicates the set of
atomic propositions which are true in each state, r, : S xU —
R is a reward function. The system runs for a random time
horizon T'. This random time may be independent of the multi-
agent system, or could be a stopping time with respect to the
common information.

Information Structure: Agents have access to different infor-
mation. The information that agent ¢ can possibly use to select
its actions at time ¢ is given by

, Joc.i
I = {Sou4,Uo:t—1,Spy '} (23)
The common information available to all the agents at time ¢
is denoted by

Ct = {So:t,Uo:t—1}, (24

and the private information that is available only to agent ¢ at
time ¢ is denoted by

Pl ={Se} (25)

This information structure is referred to as the control-
sharing information structure [35]. A control law m; for agent
i maps its information I} to its action Uy, i.e., U; = w}(I}).
The collection of control laws " := (7§, 7%,...,) over the
entire horizon is referred to as agent ¢’s policy. The set of all
such policies for agent 7 is denoted by P*. The team’s policy is
denoted by 7 = (7!,..., 7). We refer to such deterministic
team policies as pure policies and denote the set of all pure
team policies with P.

The set of mixed policies is defined in the same manner as in
(1). Given a mixed policy u, the team randomly selects a pure
policy 7 with probability (7). This random selection happens
using shared randomness which can be achieved by the agents
in the team through a pseudo-random number generator with
a common seed.

A run £ of the POMDP is the sequence of states and ac-
tions (So,Uy)(S1,U1) - - - (St,Ur). The total expected reward

associated with a team policy p is given by

T
R () = Effl 74 (Se, Uy)
t=0
T —
= D |@EL D r(Sith) (26)
mesupp(p) t=0

Let ¢ be an LTL specification defined using the labeling
function L. The probability that a run of .# satisfies ¢ under
policy p is denoted by IP);” (). We want to solve the following
constrained optimization problem for the team of agents:

LTL;-MA: sup R (u)
H (MP1)
st PA(p)>1-4.

A. Constrained Product Multi-Agent Problem

We construct a constrained product multi-agent problem
similar to the constrained product POMDP in Section IV-A.
In this construction, the system state space is S. Let the DFA
associated with the specification ¢ be & = (Q, %, qo, 6, F).
Hence, the product state space is S x Q. The action space is
A. The transitions and rewards are constructed in the same
manner discussed in Section I'V-A. This leads to the following
multi-agent problem with reward-like constraints:

C-MA: sup R ()
" (MP2)
st. RI(u)>1-06.

B. Global and Local Specifications

Consider that the specification ¢ admits additional structure.
For each agent, L' : S x S'°% — 24P is a labeling
function and ¢’ a local specification defined with respect to
it. There is a shared labeling function L9 : S — 247 and
a shared specification @9 defined with respect to LY. The
overall specification ¢ is the conjunction of the local and

shared specifications, i.e.,
p=¢' At A AN, 27)

For each local specification, let the corresponding DFA be
= (Q', %2, ¢, 6%, F*) and for the shared specification, let
the corresponding DFA be «79 = (Q9,%9, 43,69, F9).

Instead of using the product construction in the previous
section, we can construct the product state as

(Sta va Q%? .. aQ;fN) = (Sta Qta Siogla Q%a s 78110C7N7 in)
= (X7, X}, XN,
The shared product state X7 evolves as
X7 1= (St41,Qur1)
= (Cf(Stauta th)v 59(Qt7 Lq(St)))

The local product state X} evolves as

i loc,i i

t+1 — (St+1 7Qt+1)

= (CZ(SD 8200)172/{% Wti)> 51(@% Li (St7 8t10C7i)))' (29)

(28)
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The reward is

M), u) = ri(5,u), V5,q,u (30)
1, ifq9 € F9,¢" € F' Vi
0, otherwise.

ri((5,¢%, 4" ... .q

Under this specification structure and modified construction,
the product problem also conforms to the control sharing
model [35]. For this model, it has been shown that there
exist optimal policies in which agent i uses reduced private
information {S;°°", Q!} (as opposed to {Sy’7"", Q%.,}) and the
common information Cy; = {Sp., Qo.t,Uo.+—1} to choose its
actions. This can be formally stated as the lemma below.

Lemma 3 (Policy Space Reduction): In Problem (MP2), we
can restrict our attention to control laws of the form below
without loss of optimality

U = mi(S°, QL Sout, Uoit—1).- 31
Proof: Given an arbitrary team policy 7, we can construct
a team policy 7 of the form above that achieves the same ex-
pected reward (including the constraint). See [35, Proposition
3] for a complete proof. ]
Remark 7: The substantial reduction in policy space under
Lemma 3 is achieved by the modified construction of the
product multi-agent problem. Using the construction in Section
VI-A would not have enabled us in achieving this reduction.
A similar private information reduction can be achieved for
models with transition independence [36].

C. Algorithm

We can use Algorithm 1 to solve Problem (MP2). The
unconstrained solver OPT in Algorithm 1 is now an uncon-
strained multi-agent solver. One way to implement such a
solver is to use the common information approach [11]. Under
assumptions similar to the ones made in the previous sections,
owing to similar reward structures in the constrained multi-
agent problem, the results derived in the previous sections can
be extended to this setting in a straightforward manner.

VIl. EXPERIMENTS

We consider a collection of gridworld problems in which
an agent or a team of agents needs to maximize their reward
while satisfying an LTLy specification. We consider three
types of tasks, i.e., reach-avoid, ordered, and reactive tasks.
In all of our experiments, we use the SARSOP [8] solver for
finding the optimal policy pj and a default discount factor
of 0.99. To estimate the constraint function, we use Monte
Carlo simulations. We use the online tool LTL{2DFA [37]
based on MONA [38] to generate an equivalent DFA for an
LTL; formula.

For each location (7,j) in the grid, L[(4,7)] is the label
assigned to it by the labeling function L (see Section III-A).
The images corresponding to the various models indicate the
grid space and the associated labeling function, e.g., in Fig. 1a,
we have L[(5,2)] = {b},L[(1,6)] = {b},L[(T.7)] = {a}
and L[(i,7)] = {} for all other grid locations (¢,j). In all
single agent models, the agent starts from the grid location

(0,0). Further, the default reward for all actions is O in all
grid locations, unless specified otherwise.

In the experiments of Section VII-A and VII-B, the agent’s
transitions in the gridworld are stochastic, i.e., if the agent
decides to move in a certain direction, it moves in that
direction with probability 0.95 and, with probability 0.05, it
randomly moves one step in any direction that is not opposite
to its intended direction. Further, the agent’s observation of its
current location is noisy — it is equally likely to be the agent’s
true current location or any location neighboring its current
location.

For each model discussed below, we use Algorithm 1 to
generate a mixed policy fi. The corresponding reward R (ji)
and constraint R/ (ji) are shown in Table II. We observe that
the probability of satisfying the constraint generally exceeds
the required threshold. Occasionally, the constraint is violated
albeit only by a small margin. This is consistent with our
result in Theorem 2. We also observe that the agent behaves
in a manner that achieves high reward in all of these models.

A. Single-Agent Location Uncertainty with Reach-Avoid
Task

In this task, we are interested in reaching a goal state a and
always avoiding unsafe states b. This can be specified using
LTL as ¢1 = FaA(G—b). This task was performed on model
1 with discounted reward r((1,6),u) = 3,7((4,3),u) = 3,
and r((7,7),u) =1 for all actions u.

In this experiment, we observe two characteristic behaviors.
The agent reaches the goal state a and remains there. This
behavior ensures that the specification is met but the reward
is relatively lower. Following the other behavior, the agent
goes towards the location (4,3) and tries to remain there to
obtain higher reward. However, since the obstacle is very close
and the transitions are stochastic, it is prone to violating the
constraint. Nonetheless, this violation is rare enough and the
overall satisfaction probability exceeds the desired threshold.

01 2 3 4 5 6 7 0 d 2 3
0- +
] 0- ¥
1- ©
5.
1 b 1
3.
l
P
51 b | d
6-
3-
7 a a b

(a) Model .. (b) Model .#5.

Fig. 1: Single-agent location uncertainty.

B. Single-Agent Location Uncertainty with Reactive Task

In this task, there are four states of interest: a,b,c, and
d. The agent must eventually reach a or b. However, if it
reaches b, then it must visit ¢ without visiting d. This can be
expressed as g2 = F(a VvV b) AG(b — (—dUc)). This task was
performed on model .#> in Fig. 1b with discounted reward
r((3,0),u) =1 and r((3,3),u) = 2 for all actions w.

In this experiment, under the policy returned by Algorithm 1
for B = 10 and 1 — § = 0.8, the agent goes to a and
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TABLE [: Results for different B and ¢ for the setting of
Section VII-B.

R# (@) Ri(@) 1-6 B 10 K
1.33 0.49 0.5 5 2 100
1.31 0.51 0.5 50 2 100
1.31 0.52 0.5 500 2 100
1.14 0.69 0.7 5 2 100
1.12 0.71 0.7 50 2 100
1.11 0.72 0.7 500 2 100
0.95 0.89 0.9 5 2 100
0.94 0.90 0.9 50 2 100
0.92 0.92 0.9 500 2 100

remains there, thus satisfying the constraint. Occasionally, the
agent also goes to state b and remains there to obtain a larger
reward. This behavior violates the constraint, since if the agent
ever visits b, it must eventually go to c. We observe that
this occurrence is rare enough and the overall satisfaction
probability is close to the desired threshold.

We extend our experiment by varying B and d, presenting
the results in Table I. All the final policies either exceed or
narrowly miss the desired satisfaction probability threshold
1 — 4. Notably, as B increases while keeping ¢ constant, the
satisfaction probability tends to rise with minimal impact on
the total objective value. This observations aligns with the
bounds presented in Theorem 3.

In the experiments of Section VII-C, VII-D, and VII-E, the
agents’ transitions in the gridworld are deterministic.

0 1 2 3 0 1 2 3
0 = 0 =i
b
3, 1,
2 2
31 31
a b a

(a) Obstacle at (0, 3). (b) Obstacle at (3,0).
Fig. 2: Model .#5: Reach-avoid task.

C. Single-Agent Predicate Uncertainty with Reach-Avoid
Task

In this task, the reach-avoid specification is the same as ¢
in Section VII-A and was performed on model .#5 in Fig. 2
with discounted reward r((3,0),u) = 2 and r((0,3),u) = 4
for all actions u. However, the agent does not know which
location to avoid, as there is uncertainty in the location of
the object that the agent has to avoid. There are two possible
locations for object b: (3, 0) and (0, 3). In both cases, whenever
the agent is far away (Manhattan distance greater than 1) from
the object b, it gets an observation ‘F’ indicating that it is
far with probability 1. When the object is at the bottom left
and the agent is adjacent to it, the agent gets an observation
‘C’ with probability 0.9 indicating that the object is close.
However, if object b is at the top right and the agent is adjacent
to it, the agent gets an observation ‘C’ only with probability

—— avg constraint

—N e
2.14 [ 1\ 1 ———
——— P -
2.12 4 i
-~ 25 g
2.104 ' ©
] b —— lambda =
T
Z 3084 4 ——- lambda running avg | 2.0 §
g7 b avg reward 3
£ B
5 ]
el H
u

Iteration Number k
Fig. 3: This plot illustrates how the Lagrange multiplier Az, the
reward R (j1x), and the probability of satisfaction ]P’:,” (k)
evolve with k for the experiment in Section VII-C.

0.1. Therefore, the detection capability of the agent is stronger
when the object is in the bottom-left location as opposed to
when it is in the top-right location.

In this experiment, the agent receives high reward when
it remains in the top-right corner compared to a moderate
reward in the bottom-left corner. Further, the agent’s detection
capability is better when it is in the bottom-left region than
when it is in the top-right region. Thus, it generally first heads
towards the location a (since it has to eventually visit it) via
the bottom-left region without hitting the corner and acquires
information on where the object is located. After reaching a, it
goes to the top-right corner if the obstacle is not located there,
and bottom-left corner otherwise. We see rare instances where
the agent completely ignores the constraint and just maximizes
the reward.

Figure 3 illustrates the performance of the various policies
1. The Lagrange multiplier A, shows a decreasing trend as
long as the constraint continues to be met (which happens for
the majority of the iterations). However, the multiplier even-
tually diminishes to a point where the constraint is breached
and we observe noticeable increase in reward. These spikes
contribute to the overall average reward. Given the significant
constraint violation, the Lagrange multiplier experiences an
uptick. This cycle ensures that constraint violation occurs
rarely. Since we pick a policy randomly and with uniform
distribution, the average error probability is still close to the
threshold (see Table II).

D. Goal-POMDP Specification Uncertainty with Random
Ordered Task

In this task, the agent needs to visit state a and b strictly
in that order or vice versa. Thus, the uncertainty lies in the
specification which the agent is required to satisfy. Either
specification is chosen with uniform probability at the start
(indicated by the truth value of c) and kept fixed. The
information regarding the truth value of ¢ is unknown to the
agent until it is revealed by an observation from a particular
gridworld state. This setting can be specified using LTL as
w4 = (¢ = (—bU(a AFD))) A (mc = (maU(b A Fa))).
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Fig. 4: Model .#,: Random ordered task with goal.

This task was performed on model .#, in Fig. 4 with the
observation corresponding to grid location (2, 2) providing the
truth value of c. In addition, the agent seeks to further reach the
goal state, i.e., grid location (3, 3). The agent receives a reward
of —1 for all state-action pairs before reaching a goal state and
0 reward in the goal state. In the experiment, the agent first
visits ¢, then visits @ and b in the order corresponding to the
truth value of ¢, and finally remains in the goal state.

E. Multi-Agent System Collision Avoidance with Random
Ordered Task and One-Way Lane

In this task, there are two agents A; and A, whose locations
are known to each other. Agent A; has one goal location a
while agent A, has two goal locations b and c¢. An agent
receives a positive reward only when it is at its goal locations.
We require agent A, to visit both its goal locations, but in
a specific order (i.e., b to ¢ or ¢ to b). The goal locations
are known to both agents but the desired visitation order is
known only to agent As. This order is randomly chosen at
the beginning and kept fixed (indicated by the truth value
of 0). We require the agents to avoid collisions between
themselves (indicated by the truth value of col) and to always
stay within the lanes (indicated by the truth value of s). This
requirements can be specified using LTL; as ¢5 = (0 —
(=bU(c AFD))) A (o — (=cU(b AFe))) A (G(s A —col)).

o 1 2 3 4 5 G T 8 g9 10 11 12 13 14
Jl L 1 i 1 n 1 n 1 n 1 | | 1 n 1 n 1 n 1 n 1 i | - 1 i 1 P
5 +
D = = @
3
2 —_ S @
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i . i e

Fig. 5: Multi-agent system collision avoidance benchmark
with random ordered tasks, one-way lane, and model ..

This task was performed on model .#; with a larger grid
size of 5 x 15 and a complex lane structure. The lanes are
marked by the grey grid cells in Fig. 5. Further, we allow
only one-way movement in some lanes. In model .#5, agent
As (blue arrow), starting from (2,0), has two goal locations b
(0, 14) and ¢ (4, 14), while agent A; (red arrow), starting from
(0,6), has one goal location a (2, 11). Each agent receives a
(discounted) reward of 1 for each time step in their own goal
locations. The environment allows only one-way movement

TABLE II: Reward and constraint performance of the policy [
under various models and specifications.

Model Spec R“%*(a) Rf(p) 1-8§ B
M e1 0.95 0.70 070 8
Mo ®2 1.01 0.79 0.80 10
M ©1 2.73 0.81 0.85 20
My pa —14 0.87 0.9 100
M o5 1.59 0.72 0.7 50

in the lane from (4, 14) to (0,14). Thus, if o indicates that
agent As has to visit ¢ before b, it can do so through the one-
way lane between c and b. If o indicates the other order of
visitation, then agent Ao has to take the longer route from b to
¢ which passes through agent A;’s goal location, i.e., (2, 11).
Our result matches this expectation, with the agents moving
in a manner so as to avoid collision and maximize the total
reward.

VIII. CONCLUSIONS

We provided a methodology for designing agent policies
that maximize the total expected reward while ensuring that
the probability of satisfying a linear temporal logic (LTL )
specification is sufficiently high. We constructed a constrained
product POMDP by augmenting the system state with the state
of the DFA associated with the LTL specification. Solving
this constrained product POMDP is equivalent to solving
the original problem. We provided a constrained POMDP
solver based on the exponentiated gradient (EG) algorithm
and derived approximation bounds for it. We then extended
our methodology to a multi-agent setting with information
asymmetry. For these various settings, we computed near
optimal policies that satisfy the LTL; specification with
sufficiently high probability. We observed in our experiments
that our approach results in policies that effectively balance
information acquisition (exploration), reward maximization
(exploitation), and satisfaction of the specification, which is
difficult to achieve using classical POMDP planning.
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If case (i) is true, then (14) and (15) are trivially satisfied.
Further, in this case,

Azo,\ilgﬁllsB [/\f(Rf(ﬂ) —146) + X (RS () — P)} =0.

Therefore, R* < RO/” ) (1) + € holds, hence (13) is satisfied.
If case (ii) is true, we have

ol IR0 R )

— Bmin{R/ (1) — 1+ 6,R:*" (1) — p} < 0 (33)

The results in (32) and (33) together imply that R* <
Rg” X(ﬂ) + € and hence, (13) is satisfied. Further, by sub-
stituting (33) in (32) we get

— RS () — €
R™aT _ ¢

Bmin{R (1) — 1+ 6, R () — p} > R*

>R* —
where the last inequality holds because R['** is the maximum
possible reward. Hence, (14) and (15) are satisfied.
APPENDIX Il
PROOF OF THEOREM 2

Consider the dual of (P4) and define

up = inf sup L(p, A).

(P7)
A>0, H)\H <B ,

a
Then, we obtain [; < u}j and

* nf L, A
uB =, H>\||1<Bblip (1, A)

IN

sup L(p, )
m
= L(px, A)

K
ZL(/'LS\’ Ak)

1

I
==
3
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==
] =

L(pog, M)

™~
Il
—

I/\&

K
f L A) +2BGy/2log3/K
K>\>0}|r>l\|\1<3k2=:1 (ks A) + 0g 3/
A) +2BG+/2log3/K.

= inf (34)
A20, Al <B

The inequality in (a) holds because of weak duality [32].
The equality in (b) holds because L(-,-) is a bilinear (more
precisely, bi-affine) function. The inequality in (c) holds
because puy is the maximizer associated with Ay. Inequality
(d) follows from the no-regret property of the EG algorithm
[10, Corollary 5.7]. The equality in (e) is again a consequence
of the bilinearity of L(-,-). Combining (34) with Lemma 1
proves the theorem.

APPENDIX IV
PROOF OF THEOREM 3

Define L, A) = R () + M (EVAL(p, /) — 1 4 0) +
AS(BEVAL(p, 7¢*) — p). Following initial arguments similar to
those in the proof of Theorem 2, we obtain:

1

Ip < L(ps, Ak)

=
] >

=
I
—

L(px, s Ar)

A=
= -
M=

>
Il
=

Ao
=) =
]~

L(pr, Ak) + €vp

k=1
c 1 K
< ggL(uk,Ak) + €pp + €est (35)
LR, ii( ) +2BGy 283 L
-— 1mn es
= K xz0Alh<B £ Hiks K Cop T Cest
< inf A) +2BG+/21og 3/ K es
220, /Al <B )+ 2BGV2log 3/ K ey F cext
f
< inf L(i,A\) 4+ 2BG+/2log3/K Qeest-
S ool g (1, A) + 0g3/K + €pp + 2€cst

The inequality in (a) holds because p, is the maximizer
associated with Ay. The inequality in (b) holds by the bounded
sub-optimality of py. Inequality (c) follows from the bounded
error of the estimator. Inequality (d) follows from the no-regret
property of the EG algorithm. The equality in (e) is again a
consequence of the bilinearity of L(-). Finally, inequality (f)
follows from the bounded error of the estimator. Combining
(35) with Lemma 1 proves the theorem.

APPENDIX V
PROOF OF LEMMA 2

The rewards R:”” (1) and R/ () in the corresponding
product POMDP are given by

T
RS (1) = E, [Z r (X, Uy)

t=0
0o k
Z TG U)
k=0  t=0

EH ZZV +t o>< Xt7ut)
t=0 k=0

—E lZV Xtvut ,

Rf(#) =Ey |r [ (XT+1)}

ZWtrf(XtH)]
t=0
nytrf(Xt)l :

= (1 - ’Y)Eu
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TABLE IlI: Performance values and hyper-parameters.

Model ~ Spec S| QI R (R) RS (R) 1-46 B n K simu  Tsolve Tsimu  Tiotal
M ®1 64 3 0.95 0.70 0.70 8 2 50 100 17299 7825 25125
Mo ©w2 16 4 1.01 0.79 0.80 10 2 100 200 109 718 828
M3 ©1 32 3 2.73 0.81 0.85 20 0.02 100 200 370 21676 22046
My 2 16 3 —14 0.87 0.9 100 2 20 100 79 14 93
M ©s5 116 5 1.59 0.72 0.7 50 2 50 50 11192 41705 53108

Similarly, we have R:Z™ (n) = E, [0, v (Xe, Uy)].
Therefore,

Ma

£, = =0 g ()] - A (1= 8) = X%

oo
o Af 1 — c C
Eu [ZVt (TtX(XnUt) + %Tf()(t) +A Ttx(Xtvut)>

APPENDIX VI
HYPER-PARAMETERS AND RUNTIMES

The parameter ¢ in all the experiments is chosen in the following
manner: (i) We first solve a POMDP problem aiming to maximize the
probability of satisfaction of the LTL ; constraint. Let this probability
be prmaz. (ii) Since any threshold 1—§ larger than pyqaz is infeasible,
we choose § such that 1 — ¢ is around 0.9pmae. 7 and B are
hyperparameters in our experiments. The value of 1 suggested by
Theorem 2 is guaranteed to result in convergence, but in practice,
slightly larger values of 7 can lead to faster convergence.

In Table III, we provide additional hyper-parameters that were
used in our experiments. The parameter simu denotes the number
of Monte-Carlo simulations that were used to estimate the constraint
in each iteration. T, 1s the total time (over K iterations) spent
in solving the unconstrained POMDP using the SARSOP solver [8].
Tsima 18 the total time spent in simulating policies generated by
the SARSOP solver. T},¢4; is the overall computation time for that
model. The runtime (see Table III) for our models is drastically
different due to differences in three factors: (i) the state size, (ii)
the DFA size, and (iii) the complexity of the POMDP problem.
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