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ABSTRACT: New functionality is added to the LAMMPS molecular
simulation package, which increases the versatility with which LAMMPS
can interface with supporting software and manipulate information
associated with bonded force fields. We introduce the “type label”
framework that allows atom types and their higher-order interactions
(bonds, angles, dihedrals, and impropers) to be represented in terms of
the standard atom type strings of a bonded force field. Type labels
increase the human readability of input files, enable bonded force fields to
be supported by the OpenKIM repository, simplify the creation of
reaction templates for the REACTER protocol, and increase compatibility
with external visualization tools, such as VMD and OVITO. An
introductory primer on the forms and use of bonded force fields is
provided to motivate this new functionality and serve as an entry point for
LAMMPS and OpenKIM users unfamiliar with bonded force fields. The type label framework has the potential to streamline
modeling workflows that use LAMMPS by increasing the portability of software, files, and scripts for preprocessing, running, and
postprocessing a molecular simulation.

1. INTRODUCTION
Classical fixed-bond or bonded force fields are a mainstay of
molecular modeling, capable of approximating the dynamics of
materials from ionic liquids1 to metal organic frameworks2 to
biological molecules3 such as viruses. One of the strengths of
bonded force fields is their ability to accurately represent local
chemical environments through the definition of atom types,
which can then be used in any setting in which the
environment occurs. For example, after parametrizing a force
field for the oxygen in a hydroxyl group, these parameters can
generally be used for any hydroxyl group, no matter the type of
molecule to which it is attached. The consistent representation
of chemical environments and the ability to mix different
compounds without additional parametrization is a powerful
aspect of bonded force fields, compared to reactive interatomic
potential functions that algorithmically determine the nature of
bonding between atoms based on their chemical species and
environment, such as bond-order4 or machine-learned5
potentials. However, defining atom types explicitly means
that these types must be assigned manually to each atom and
that bonded force fields do not intrinsically support changes in
covalent bonding, such as during chemical reactions or defect
formation. Herein, we present an enhanced framework for
using bonded force fields within the popular LAMMPS
molecular simulation package and the supporting tools.

Despite the utility of bonded force fields for describing a
variety of organic and inorganic materials, setting up classical
molecular dynamics (MD) simulations with these models
remains a niche skill that requires significant expertise. In this
work, we introduce the type label framework, which is aimed at
making simulation files that use bonded force fields more
human-readable, user-friendly, and universal. New function-
ality has been added to LAMMPS to represent atom types
using the string labels used by bonded force fields, instead of
arbitrary integers as traditionally done in LAMMPS. Type
labels simplify workflows that involve multiple input files or
modifying or referencing atom types. Type labels make it
possible for LAMMPS to use bonded force fields archived in
the online OpenKIM6,7 repository of interatomic potentials
with the benefit of increased simulation reliability and
reproducibility. Further, for the REACTER8,9 tool for
modeling chemical reactions in classical MD simulations,
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type labels enable more generic reaction templates and the
automatic reassignment of certain force field parameters after a
reaction. In this work, we begin with a primer on bonded force
fields, including how they are constructed and used, and then
describe the new capabilities that type labels facilitate for
bonded force fields in LAMMPS, OpenKIM, REACTER, and
related tools and visualization software.

2. PRIMER ON BONDED FORCE FIELDS
Bonded force fields include energy terms that specifically
represent covalent bonding in addition to ionic bonding and
dispersion interactions.10−20 Covalent bonding is dominant in
organic compounds and biomolecules such as hydrocarbons,
proteins, and DNA, as well as in a range of inorganic
compounds like silicates, nitrides, sulfides, organometallic
compounds, and the sulfate, phosphate, and nitrate ions.
Covalent and ionic bonding covers a spectrum from fully
covalent bonding (e.g., H2, S8, graphene) to partially covalent
bonding (e.g., esters, amides, aluminates), predominantly ionic
bonding (e.g., CaCl2, MgO, LiF), and comparatively rare fully
ionic bonding (e.g., NaCl and CaF2). Bonded force fields,
therefore, play an important role in representing the nature of
chemical bonding in molecular simulations. Specific bonded
terms are typically included for atoms participating in bonds
that are more than half covalent. The list of atoms and their
connectivity is referred to as the bonding topology. When
bonding is more than half ionic, only nonbonded terms are
used. For borderline chemistries, either including or excluding
specific bonded terms typically leads to similarly reliable
predictions.
2.1. Bonded Force Field Energy Expression. A

molecular force field is a function that provides the potential
energy of an atomic configuration defined by the positions and
species (chemical elements) of a set of atoms. The negative
gradient of this energy with respect to the positions of the
atoms gives the forces on the atoms that can then be used in an
MD simulation (as done in a code like LAMMPS) to move the
atoms iteratively in time and study the behavior of the
configuration in isolation or its response to external stimuli.

There are two philosophies in the development of force
fields.21 (1) Reactive interatomic potentials take as input the
atom coordinates and species and infer the nature of bonding
from an atom’s environment using complex functional forms,
or more recently, machine learning methods. (2) Bonded force
fields take a different empirical approach. The functional forms
tend to be simpler, but different “atom types” are introduced
for the same chemical element to reflect its chemical
environment. There can be, for instance, many different
types of carbon depending on the locations and species of the
atoms that surround it. Here, we focus on bonded force fields.
The energy expression in popular bonded force fields is

composed of “bonded” interactions related to covalent and
partially covalent bonds and other “nonbonded” interactions
including van der Waals and electrostatic interactions. The
potential energy Epot is taken as a sum of these bonded and
nonbonded contributions. Bonded interactions include bond
stretching (Ebond), angle bending (Eangle), bond torsions (also
called dihedral angles, Etorsion), and impropers (also called out-
of-plane terms, Eimproper). Nonbonded interactions include
Coulomb (Ecoul) and van der Waals interactions (EvdW)
between atoms. Some force fields also include cross terms
(Ecross). Together, we have

= + + + +

+ +

E E E E E E

E E

( )pot bond angle torsion improper cross

coul vdw (1)

Bonded terms are illustrated in Figure 1 along with
additional nonbonded interactions (Coulomb and van der
Waals) that occur between all pairs of atoms that are not
directly bonded, usually excluding 1−2 bonded atoms
(connected by a single bond), 1−3 bonded atoms (connected
by a chain of two bonds), and sometimes 1−4 bonded atoms
(connected by a chain of three bonds). Epot depends only on
the current Cartesian coordinates of the atoms, regardless of
prior positions, and is thus fully deterministic. Computation of
Epot requires knowledge of the atom types, atomic charges,
bonding topology, and all applicable force field parameters and
rules. These rules include combination rules, exclusion rules

Figure 1. Overview of the atomic interactions that require type assignment in a bonded force field. (a) Nonbonded interactions, including van der
Waals and electrostatic Coulomb, govern interactions between molecules, ions, solvents, and solid substrates (not shown). Additionally,
intramolecular nonbonded interactions contribute to the conformation of molecular chains such as the small tuftsin peptide shown here. (b)
Intramolecular covalent bonding is typically comprised of four “bonded” terms: bonds, angles, dihedrals, and impropers, shown here on a small
organic molecule. These bonded interactions, especially dihedrals, combine with nonbonded interactions to determine the conformation and
dynamics of molecular chains.
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for nonbonded interactions between nearby bonded atoms,
and cutoffs related to the computation of long-range
electrostatics and van der Waals interactions.
Force fields with bonded terms are often categorized into

“Class I” and “Class II”, with the latter having a more elaborate
functional form aimed at improved accuracy. Class I force
fields include all energy terms, except cross terms that capture
correlations between higher-order interactions. Class II force
fields include these additional cross terms, which include
bond−bond, bond−angle, angle−angle, torsion−angle, and
torsion−torsion terms (all summed in Ecross and not further
specified in eq 1). In addition, Class I and Class II force fields
differ in the treatment of bond and angle terms. Bond and
angle terms are usually harmonic potentials in Class I force
fields and extended into an additive combination of harmonic,
cubic, and quartic terms in Class II force fields.16−18

Specifically, common energy expressions for Class I force
fields include the following terms (compare the annotated
underbraces with eq 1)
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The parameters Kr,ij, r0,ij, Kθ,ijk, θ0,ijk, Kφ,ijkl, n, φijkl,0, Kχ,ijkl,
χijkl,0 in eq 2 make up the bonded part of the force field and
represent vibrational constants for bond stretching, equilibrium
covalent bond lengths, vibrational constants for angle bending,
equilibrium covalent bond angles, specifics of the torsion
potential, and specifics of the improper energy corrections.a
The functional forms of the torsion potential and the out-of-
plane (improper) potential can differ from one force field to
another. Torsion potentials typically contain additive cosine
functions that describe preferred dihedral angles and related
energy barriers for bond rotations for each type of dihedral
angle present. Improper terms often take the form of a
harmonic energy penalty when three atoms i, j, k are connected
to the same central atom l and bend out of the common plane,
or a prescribed angle χijkl,0. The parameters qi, rmin,ij, and ϵij
constitute the nonbonded part of the force field and represent
atomic charges, the equilibrium nonbonded distance between

pairs of atoms, and the pairwise equilibrium nonbonded
energy, respectively.
Equation 2 is written with a 12−6 Lennard-Jones (LJ)

potential to represent van der Waals interactions, but other
types of LJ potentials such as 9−6 or 14−7 are used as well
(not shown here for brevity). Class I force fields usually follow
eq 2 with a 12−6 LJ potential, for example, IFF,20
CHARMM,10 AMBER,11 CVFF (the common variant without
cross or Morse terms),12 DREIDING,13 and OPLS-AA.14,15
Class II force fields include additional terms that are not shown
here for simplicity, for example, CFF, PCFF,16,17 COMPASS,18
as well as a Class II variant of CVFF (including cross terms).
CFF, PCFF, and COMPASS use all energy terms in eqs 1 and
2, plus additional quartic and cross terms and a 9−6 LJ
potential instead of a 12−6 LJ potential. Also, 14−7 LJ
potentials have been proposed in MMFF, a Class II force
field,19 and AMOEBA (which also uses additional multipole
moments for specific functional groups).22 Parameters for
compounds that employ only a subset of terms of a given Class
I or Class II energy expression can be flexibly used in
combination with parameters for other compounds that utilize
more or all Class I or Class II terms without adverse effects.
From a historical perspective, Class II force fields (CFF,

PCFF, COMPASS) were introduced in the 1990s aiming at
better representations of molecular interactions, conforma-
tions, and improved property predictions relative to Class I
force fields.17,18 The parametrization of molecular interactions
in Class II force fields involved 6-31G* Hartree−Fock and
similar less accurate ab initio methods in vacuum (e.g., B3LYP
and LDA), especially related to dihedral angles and barriers,
and fitting to experimental data. The aim was to improve
property predictions by adding numerous higher order and
cross terms in the Class II energy expression, as well as
additional dipole moments and scaling factors.17 However,
Class II force fields continued to show significant deviations
from the experimental data. Subsequent developments of IFF20
and later generations of CHARMM,23 OPLS-AA,24 AMBER,
and other Class I force fields in the 2000s showed that Class II
additions are not necessary. Better physical interpretation and
validation of Class I force field parameters, especially atomic
charges, improved rationales for defining atom types, and more
reliable quantum methods led to major improvements in
accuracy. Data on structure and property prediction over the
last two decades indicate that cross terms in Class II force
fields have limited or no benefits to increased accuracy.
The bonded energy expressions shown in eq 2 are applicable

to metals, ceramics, soft matter, and biomacromolecules.20 The
parameters can be assigned based on a clear physical-chemical
interpretation. Parameters for 12−6 LJ potentials (eq 2) and
9−6 LJ potentials differ slightly for algebraic reasons.
Parameters among force fields with 12−6 LJ potentials can
also have some differences due to specific combination rules to
obtain σij and ϵij for pairs of atoms of different atom types from
the homoatomic interaction parameters σii and ϵii, following
the conventions for the respective force field.20 Another factor
that can affect bonded as well as nonbonded parameters to a
small extent are force-field-specific scaling rules for nonbonded
interactions between 1−4 bonded atoms, e.g., they matter for
polymers and midsize molecules and play no role for water,
carbonate ions, or metals. Details of energy expressions,
combination rules, and scaling factors for a variety of materials
have been reviewed in ref 25.
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A practical aspect of using common 12−6 LJ potentials in
simulations is the existence of two equivalent mathematical
forms
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The first representation is more common in the chemistry
and biomolecular simulation community and uses rmin,ij as the
distance at the minimum potential energyϵij, for example, in
the force field parameter lists of IFF, CHARMM, and AMBER.
The latter representation is more common in the physics
community, which uses σij as the interatomic distance where
the energy is zero, and is employed in the LAMMPS parameter
list. The variable σij is smaller than rmin,ij and the two quantities
are related by · = r2 ij ij

1/6
min , . The energy ϵij is the same in

both representations. When using different force fields and
simulation programs, it is essential to verify whether rmin,ij or σij
is being used and to convert between them as needed.
2.2. Geometry and Atom Types in a Bonded Force

Field. When given the composition and geometry of a
molecule or a periodic bonded structure, such as a biopolymer
or a mineral, the questions to ask are (1) what are the atomic
charges and then (2) what are the atom types? These two
assignments are critical for the correct usage of a bonded force
field in a molecular simulation. Here, we focus on the workflow
of running a simulation, as opposed to force field development,
and discuss the two steps in reverse order: we first discuss the
assignment of atom types and topology and then atomic
charges.
The species (chemical element) of a particle and the atom

type specify differences in the chemical environment. We often
encounter multiple atom types for one and the same element
due to major differences in atomic charges, the number of
bonded neighbor atoms, and the types of covalent bonds. For
example, oxygen atoms in water, in a metal oxide, in silica, in
an amide bond of a protein (−(CO)−NH−), or in a
dihydrogen phosphate ion with a fractional negative charge
require different atom types since the bonded parameters as
well as the nonbonded parameters are dissimilar. Carboxyl
groups alone feature two distinct types of oxygen (Figure 2).
Distinct atom types of metals in elemental form, in metal

sulfides, and in metal ions of a specific valency in aqueous
solution require different atom types and different force field
parameters, since the atomic charges range from zero to their
formal charges, the cohesion in solid metals is often an order of
magnitude stronger than in aqueous ions, and metal salts can
have predominant contributions by covalent bonding. Also,
octahedral or distorted coordination geometries in metal ion
complexes can necessitate multiple atom types of the same
element to specify unique bond lengths, bond angles, and
vibration properties. Furthermore, the chemistries of polymers
such as acrylates, proteins, and DNA require multiple types of
carbon atoms, oxygen atoms, nitrogen atoms, and hydrogen
atoms to reflect different chemical environments, encode
specific geometries, and have different torsion potentials that
play a key role in the prediction of folding into secondary and
tertiary structures.
Atom types can also include artificial particles such as virtual

electrons in polarizable models for metals to account for image
charges and applied voltages,26,27 virtual π electrons in
graphene-like structures and aromatic molecules to account
for internal multipoles,28,29 and polarizable core−shell ion pairs
in Lorentz oscillator models to represent polarizability of ions
or atoms in molecules30,31 (often erroneously called “Drude
models” that are used to represent a free electron gas as
opposed to the intended oscillator models26). In these
instances, a single atom is effectively split into a multi-
component atom represented by multiple particles with
distinct atom types.
In all instances, the atom types have a predefined mass given

in the declaration section of a given force field. If a single
particle represents one atom, as is often the case for atomistic
simulations, the atom type is assigned the mass of a single
atom, e.g., 15.9994 au for all atom types of oxygen, 40.08 au for
all atom types of calcium, and so forth. If multiple particles are
needed to represent a single atom, such as Pt with a virtual
electron or aromatic carbon with two virtual π electrons, the
mass of the elemental atom is split between the atom type for
the core atom and the atom types for virtual electrons. For
example, the Pt core has a mass of 194.08 au and the virtual
electron has a mass of 1.00 au, together yielding the mass of a
Pt atom of 195.08 au27 Similarly, the aromatic carbon atom has
a total mass of 12.011 au, which can be split into 10.011 au for
the core and 1.00 au for each of the two virtual π electrons.28
The specifics of mass assignments of atom types in

Figure 2. Different atom types are used to represent the interaction of a chemical element with different chemical environments. Arrows indicate
nonbonded interactions. (a) Oxygen in silica, a covalent network solid, is assigned the atom type OC23 in IFF. Nonbonded interactions between
two atoms are turned on or off depending on how many covalent bonds separate them. (b) Oxygen in magnesia, a largely ionic metal oxide
modeled without covalent bonds, is represented by IFF atom type OMG1 with different interaction parameters compared to silica. (c) Carboxyl
groups have two oxygen atom types within one molecule in this CHARMM model, one participating in a double bond (OG311) and the other in a
single bond (OG2D1). The nonbonded parameters of these atom types must also accurately reproduce intermolecular interactions, such as the
interaction between formic acid molecules to form a dimer shown here.
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multicomponent atoms follow the declarations in a given force
field.
2.3. Topology Building. The topology specifies the

covalent bonds between atoms, and building the topology is
guided by definitions in the force field. Usually, structural
templates for the covered chemistries are supplied along with
the force field parameters that exemplify the intended use of
the atom types. The templates may include sample structures
of molecules or functional groups using specific atom types
(e.g., water and sulfate ion), sample structures of molecular
crystals (e.g., a unit cell of polyethylene or muscovite mica), or
fragments of polymers (e.g., a nucleotide in RNA). Structural
elements, such as molecules, solvents, electrolytes, and
nanostructures, can be combined with each other and scaled
up to different shapes and sizes. Also, fragments or functional
groups may be linked with each other to form new bonded
molecules using the same atom types, sometimes requiring
additional bonded (and nonbonded) parameters for new
linkages by analogy.
Some matching between a given structure and the available

force field atom types is usually required. Scripts and programs
are available to automate topology and model building,
including automated templates in Materials Studio, TopoTools
in VMD, model builders in CHARMM-GUI, psfgen in VMD,
msi2namd, iff2gro, msi2lmp, and MoSDeF.32−39 Use of the
topology templates requires bond distances to be recognized
and assigned correctly. Once the bonds are established, angles
and torsions are automatically defined as 1−2−3 and 1−2−3−
4 interactions between continuously bonded atoms, as well as
any further bonded terms such as impropers and cross terms as
applicable. The necessary parameters to describe each of these
bonded interactions are then looked at in the force field.
Newer frameworks like CHARMM-GUI are very reliable in
topology construction; however, it is recommended to double
check structures for possible errors in bonding since even a
single missing or misplaced bond in a large system can produce
incorrect energies and dynamics. In 3D periodic boxes with
continuously bonded structures, such as minerals or long
polymers, it is critical that bonds extend correctly across the
box boundaries.
Symmetry, wildcards, and atom type equivalences are often

used to reduce the number of repetitive entries in a force field
and require attention in topology building. Equivalences state
that a subset of the interactions defined for an atom type are
identical to another atom type and therefore do not need to be
specified independently. For example, in PCFF, the atom type
c=1 (“non aromatic, next to end doubly bonded carbon”) has
unique bond and torsion coefficients, but its nonbonded, angle,
and improper coefficients are defined to be equivalent to atom
type c= (“Non-aromatic end doubly bonded carbon”). This
indicates that if bespoke coefficients for nonbonded, angle, or
improper interactions involving atom type c=1 are not
available, coefficients for c= may be substituted. Multiple
possible torsions around the same central bond may be
assigned the same torsion potential using a wildcard *
(representing all atom types) when the outer bonded atoms
are similar (* type1 type2 *), and the sequence may be read in
either direction. The use of such atom equivalences, wildcards,
and symmetry does not affect accuracy and simplifies working
with force fields.
Some programs, such as Materials Studio, also provide a

two-tiered assignment of topology. The first tier is intended to
be of highest accuracy; if dedicated bonded parameters (or

even nonbonded parameters) cannot be found for the
constructed topology, a message is issued to the user, and an
approximate set of “automated” parameters is assigned to
missing terms to enable a simulation. In the second tier,
automated assignments use default parameters and atom
equivalences for a large class of chemistries, which often lead to
reduced accuracy when many second tier atom types and
parameters are used.

2.4. Assigning Charges. Atomic charges represent the
distribution of valence electrons in atomic configurations,40
and they are often prescribed by the force field in an explicit
way in templated structures or structure model databases.
Atomic charges are typically assigned (1) using charge
increments depending on bonded nearest neighbors or (2) a
database of fragments that specifies the atom types along with
atomic charges and possible different charges for the same
atom types depending on chemical modifications. Charge
increments consider the bonded neighbors of a given atom and
apply a tabulated charge increment for each bond count with a
neighboring atom. The addition of all bond increments for a
given atom yields atomic charge and maintains an overall
charge-neutral structure. For example, consider CHCl3 with
C−H bond increments of −0.03e for C and +0.03e for H, and
C−Cl bond increments of +0.1e for C and −0.1e for Cl. The
application of charge increments yields charges of +0.27e,
+0.03e, and −0.3e for C, H, and Cl, respectively. Often,
however, functional groups can be ionized because of acid−
base reactions; e.g., phosphoric acid can be present as
hydrogen phosphate ionic species with nonbonded cations
depending on the pH value in solution, and then bond
increments no longer suffice to assign atomic charges. Overall,
a database approach can be more useful than charge
increments since nonbonded interactions with cations or
anions are difficult to include in charge increments, and their
charge is often fractional.
Importantly, atomic charges are not determined by the atom

type; i.e., atoms of the same type can assume slightly different
charges depending on the chemical environment. (In contrast
to atomic charges, LJ parameters are determined by and tied to
a given atom type.) For example, carbon atoms in hydro-
carbons can have different negative charges depending on the
number of hydrogen atoms attached, or silicon atoms in ring
and chain silicates can have different charges depending on the
degree of polymerization and ionization of silanol groups (Si−
OH versus Si−O− Na+ groups) while maintaining the same
atom type. If atomic charges vary by a lot, e.g., more than 0.1e
or 20%, usually different atom types with different LJ
parameters and bonded parameters are needed. However,
sometimes the simplicity of using fewer atom types is
sufficient, especially if the atom types have undergone rigorous
validation for the original chemistry, and it is then not
necessary to change atom types and LJ parameters. Also, it can
be detrimental to the accuracy of a simulation to import atomic
charges from automated charge equilibration schemes, such as
QEq, or from DFT calculations, which often have large
uncertainties.20,40

2.5. Special Considerations for Simulations. Extra
considerations for simulations with bonded force fields include
choosing the additional parameters used for computing LJ
interactions and electrostatic interactions, atom constraints,
and reactive protocols for bond breaking and bond formation.
Spherical cutoffs are usually employed to limit the range of LJ
interactions, for example, 8 Å for AMBER, 12 Å for IFF, or no
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cutoff using LJ-PME in CHARMM.41 Cutoffs greater than 10
Å provide for a more accurate representation of compounds
across the periodic table, for example, heavy metal or halide
ions with nonbonded diameters larger than 5 Å, and improve
the transferability of force field parameters.41 Electrostatic
interactions in three-dimensional periodic simulation systems
are calculated using Ewald, PPPM, or PME methods42−44 to
include long-range contributions. For the PPPM and PME
methods, the electrostatic energy is the sum of a short-range
contribution and a k-space contribution.
Computation time can be reduced by fixing the relative

positions of hydrogen atoms, related bonds, and bond angles
using the SHAKE algorithm, as time steps can be increased
from a typical value of 1.0 to 1.5 fs, or sometimes to 2 fs
without sacrificing stability and convergence of MD
simulations. The largest reasonable time step is determined
by mobile particles of the lowest mass, and methods to
constrain particles of lower mass into “super-particles” of
higher mass allows the use of a larger time step and longer
simulation times overall. Sometimes, the mobility of entire
parts of a model structure can be constrained to reduce the
wall time of simulations, such as when a structural segment is
located far from the active site of interest and is not interfering
with its dynamics.
A recurring challenge in molecular simulations using bonded

force fields is modeling chemical reactions. Bond breaking can
be incorporated by the replacement of harmonic bonds by
shifted Morse bonds with tuned bond dissociation energies as
shown in IFF-R, which allows accurate simulations of stress−
strain curves up to failure.45 Complex reaction mechanisms
involving multiple bonds that may be broken or formed can be
simulated using the REACTER8,9 tool, discussed further in
Section 3.3, which is designed to handle covalent bond
rearrangements typical of reactions in organic and polymer
chemistry.

3. LAMMPS TYPE LABEL FRAMEWORK
3.1. Description of the Framework. Type labels,

illustrated in Figure 3, are alphanumeric strings assigned to
atoms, bonds, angles, and so forth, to supplement the numeric
types that are traditionally used in LAMMPS. This convention
is more common for MD software packages that cater to
biological force fields, such as GROMACS. The introduction
of type labels into LAMMPS helps to streamline common tasks

and workflows and opens many possibilities for new features.
For example, atom types can be assigned labels that match the
conventions of a given force field, making them human
readable and compatible with tools that follow the same
conventions. The use of type labels enables force fields to be
archived separately from input files with parameters defined in
terms of atoms types (as described in Section 4 for OpenKIM),
and for input files to be more universal by using labels rather
than assigning new arbitrary numbers to interaction types for
each simulation. The increased portability of topology files
greatly simplifies setting up simulations that require multiple
data files or molecule template files. Workflows involving
LAMMPS features that require creation of multiple files or
manipulation of interaction types, such as the REACTER
protocol (described in Section 3.3), are considerably stream-
lined by using type labels. Similarly, type labels allow topology
files to be applied without modification to different systems
that use the same force field.
An example workflow using type labels is shown in Figure 4.

OpenKIM archives bonded force field parameters in terms of
atom types including the type definitions and parameters for
bond, angle, dihedral, and improper interactions as well as
nonbonded interaction parameters. A LAMMPS script can
access this information by specifying the OpenKIM identifier
for the selected bonded force field (“KIM ID”) using the “kim
init” command. OpenKIM functionality implemented within
LAMMPS then issues the necessary interaction commands for
a molecular system defined in the LAMMPS script or
associated data files that use the type label formalism. The
use of type labels makes these files more portable in that they
can be used with different force fields with the same atom type
conventions and enables other type-label-aware tools to
function.
The primary input files that benefit from the type label

framework are data files, molecule templates, and input scripts.
Data files contain the initial configuration of a molecular
system, such as atomic coordinates, atom types, and lists of
bonded interactions. Traditionally, interaction types are
numeric values from 1 to n, where n is the number of types.
The type label framework introduces a new section into
LAMMPS data files that assigns strings to each numeric type.
Subsequent sections within a data file that reference a numeric
type are first mapped onto the corresponding type label
defined in that file. For example, if two data files are read into
the same simulation, then the types no longer have to be in the
same numerical order as long as they use the same type labels.
To increase the human readability of the files, numeric types
can also be directly replaced with type labels throughout the
data file. Molecule templates are another common type of
input that typically contains information about a small
molecule or multiple molecules that can be referenced during
the simulation. For example, the REACTER protocol,
implemented in LAMMPS as “fix bond/react”, requires these
files to define the topology of the reaction site before and after
the reaction occurs. When molecule templates are utilized
within the type label framework, all interaction types are
replaced directly by type labels within molecule template files,
making them universal and human-readable. Finally, inter-
action types can be defined or used as arguments for
commands in the input script, which define the settings and
output of the simulation. Commonly used commands that
involve atom types, such as “mass”, “pair_coeff”, “bond_coeff”,
and so forth, have been modified to accept type labels.

Figure 3. Improved type labels representation of bonded interactions
is demonstrated using a water molecule. Type labels offer a more
descriptive encoding of atom types, bond types, angle types, and so
forth, in molecules. Previously, LAMMPS assigned arbitrary numbers
to each interaction type, preventing any sort of transferable
information about the chemical identity of each atom, bond, or
higher-order interaction. With type labels, chemical elements can be
inferred, and similarly the constituent atom types of a particular bond
type can be inferred for a given force field.
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Additionally, a utility function called “label2type” has been
added to convert type labels to numeric types for use with
commands that do not yet support type labels. These new
features together enable input scripts and files to be compatible
without modification with other files that use the same set of
type label conventions.
The type label functionality was designed to be a general

framework that does not mandate using a specific label format.
However, as a tool meant to increase the portability of files, the
full potential of type labels will only be realized if default
formats can be established, especially within individual
modeling communities. In particular, it is helpful if higher-
order interactions, such as bonds, angles, and so on, encode the
constituent atom types within the type label. This codification
is especially useful for many force fields in the materials science
community for which bonded interactions can be derived from
atom types. OpenKIM, REACTER, and TopoTools and
associated efforts making use of LAMMPS type labels have
adopted the hyphen (-) as the delimiter separating atom types
that comprise multiatom bonded interactions. The hyphenated
format was selected for its readability and consistency with
notation used in other codes like CHARMM and VMD. For
example, a bond between a carbon of type C1 and a hydrogen
of type H1 would be assigned the type label C1−H1. The
designation C1−H1 improves on the arbitrary numeric bond
type available until now in LAMMPS, which is not machine
translatable to the constituent atom types.
The use of a hyphen as a delimiter precludes atom types that

have hyphens in the middle of their names, but such atom
types do not appear in common force fields. The more
common case of a hyphen (or minus sign) at the end of an
atom type label is able to be parsed unambiguously; thus,
A--B would be correctly identified as a bond connecting atom
type A- with atom type B. The only other restrictions
currently placed on atom types is that they cannot start with a
number, a number sign (#) or an asterisk (*). Although the
developers encourage the use of a standard format whenever
possible, the type label framework is meant to support any task

that is simplified by assigning custom alphanumeric strings to
interaction types.
A possible source of ambiguity when defining higher-order

interactions is the order in which the constituent atoms are
listed. To determine if the two types of labels are equivalent,
the symmetry of the interaction must be considered. For
example, a bond type of C1−H1 has the same interaction
parameters as a bond of type H1−C1. Generally, angle and
dihedral interactions also have a simple palindromic symmetry.
However, improper dihedrals are more complex four-body
interactions often used by force fields to describe out-of-plane
interactions. Impropers have a variety of formulations and
conventions, and their symmetries must be encoded
individually. The symmetry of each improper type supported
by LAMMPS has been encoded in the source code in support
of the type label framework. As discussed in Section 3.2,
consideration of interaction symmetries avoids requiring a
canonical ordering of atom types. Further opportunities to
improve the functionality of type labels are discussed in detail
in the relevant sections below.

3.2. Usage of OpenKIM Bonded Force Fields in
LAMMPS. A simulation in LAMMPS is managed through an
input script (text file) composed of a series of lines, each
beginning with a command name followed by one or more
arguments. This programming-like mechanism can define
variables, execute LAMMPS functionality, perform conditional
tests, initiate loops, invoke shell commands, and so on.46
LAMMPS also includes a series of kim commands, providing
a wrapper to the OpenKIM repository of interatomic
potentials and bonded force fields.6,47
The kim commands in LAMMPS allow users to use

interatomic models (IMs) (interatomic potentials and force
fields) and their predictions for various physical properties
archived in the OpenKIM repository. IMs stored in OpenKIM
can be of two types: (1) Portable Models (PMs) that include
the software defining the IM and can be used with any
simulation package compatible with the KIM standard; and
(2) Simulator Models (SMs) designed to work with a single

Figure 4. A general workflow to set up MD simulations that utilizes the type label framework in LAMMPS. The initial configuration, represented
here by a methane molecule, is endowed with type labels and interaction parameters for a given interatomic potential using OpenKIM. When type
labels are used within all inputs files, such as data files, molecule templates, and the input script, then these files are inherently compatible with each
other and portable to simulations that use the same force field conventions.
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package, like LAMMPS, and contain the parameter files, input
commands, and metadata (supported species, units, and so on)
to run an IM implemented within that package.
Currently, bonded force fields in LAMMPS are supported

through the KIM SM mechanism, which also enables the use
of long-range electrostatic interactions unsupported by PMs.
There are many benefits to using bonded force fields archived
in OpenKIM instead of defining parameters in data files and
input scripts, as traditionally done in LAMMPS simulations.
Briefly, these include reliability that the force fields have been
vetted and are correct and have been subjected to tests to help
users select a suitable model for a given application,
reproducibility in that each IM in OpenKIM is provided with
a DOI that can and should be cited in publications to allow
others to replicate the work, and accessibility making it easy to
obtain and use an IM, query its predictions for a host of
properties (from within LAMMPS input scripts), and obtain
citation information through LAMMPS. For more information,
see the “kim commands” documentation in LAMMPS47
and the OpenKIM documentation.7
Prior to the type label framework introduced here, archiving

bonded force fields as KIM SMs involved hard-wiring
LAMMPS numeric atom types to specific force field atom
types. For example, in the previously archived IFF
model,20,48−51 aluminum of type ay1 is set to LAMMPS
atom type 1, oxygen of type oy7 is set to atom type 5, and so
on. The bond between these atom types (aluminum and
oxygen) is set to LAMMPS bond type 1. This mapping could
not be changed afterward. Thus, to use this force field, users
had to adapt their input scripts and associated files to conform
to this numbering, making using bonded force field SMs
impractical in many scenarios. For example, it would be
difficult for users to use advanced input generation
mechanisms like CHARMM-GUI34 to build complex systems
and prepare inputs. One would need to go through and modify
the numerical mapping for the input generator by hand. The
process was not only error-prone but also complicated and
cumbersome, and there was no mechanism to validate the
modifications and changes to confirm their correctness.
Here, we address this challenge by integrating the

functionality of type labels in LAMMPS into KIM SMs. The
type label framework facilitates the definition of label mappings
for all atom types, bond types, dihedral types, and so forth, to
numeric values used internally in LAMMPS. Under the new
scheme for archiving bonded SMs, atom and interaction types
are associated with string type labels instead of numeric types,
with interactions following the hyphenated convention
described in Section 3.1. For example, in the new version of
the IFF model,52 the user only needs to assign the respective
aluminum and oxygen labels as ay1 and oy7 and assign the
bond between them with the label ay1-oy7 (or oy7-ay1,
as discussed below), and so on for other interactions.
Two required subcommands are employed when using

OpenKIM IMs in LAMMPS, one to select the IM by
specifying its KIM ID and perform necessary initialization
(kim init), and the second to set up the IM for use by
executing any necessary LAMMPS commands (kim inter-
actions). The kim init command sets the IM and
additional prerequisites in the LAMMPS default settings for
using the selected model. If the IM selected by kim init is
an SM, then any commands that must be issued before
creating atoms and bonding topology are invoked internally by
the LAMMPS KIM package during the execution of kim

init. This includes, for example, the atom_style
command, which determines whether bonded interactions or
charges are allowed.
After kim init, the user must create the simulation box,

the atoms (or molecules) within it, and the bonded
interactions between those. This can be accomplished by
reading a data file using read_data or directly in the input
script with create_box, create_atoms, create_-
bonds, and so forth, commands. This process is the same as
for a non-KIM simulation except for two caveats: (1) if using a
KIM bonded SM, type labels must be defined in the input
script using the labelmap command, or in the data file, and
(2) interaction coefficients and masses do not need to be
specified when using a bonded force field SM since all
necessary data are provided in the SM.
After the simulation box, particles and bonding topology are

defined, the kim interactions command must be issued.
The kim interactions command performs all of the
necessary steps to set up the OpenKIM IM specified in the
kim init command. For reactive interatomic potentials,
kim interactions are followed by a list of chemical
element symbols for mapping LAMMPS numeric atom types
to chemical elements. For bonded SMs, this mapping is
provided by the previously defined type labels, and the syntax
to be used is kim interactions fixed_types. At this
point, the LAMMPS type label framework allows for a
straightforward, LAMMPS-native way of assigning masses,
interaction coefficients, and (for some SMs) chargesc to any
defined atom and interaction types. These assignments rely on
LAMMPS support for type labels in the mass, set and
various coeff commands, as well as conditionals enabled by
the built-in is_typelabel function, which identifies
whether a string is a valid type label. The kim inter-
actions command overwrites any coefficients provided in
the data file, set using the read_data command, or in the
input script and replaces them with the SM coefficients.
Symmetry permutations for bonded interactions are

considered to prevent mistakes. The SM metadata contains
all symmetry permutations allowed by the developer of the
force fields; e.g., both ay1-oy7 and oy7-ay1 will be
included with the same bond coefficients. Although this takes
the burden of symmetry consideration off the user and allows
for the aforementioned elegant LAMMPS-native implementa-
tion, it shifts the burden to the creator of the OpenKIM SM
(often a researcher external to OpenKIM). Because of this,
future plans include the incorporation of automatic support for
symmetry permutations of bonded interactions within the
LAMMPS KIM package.
In summary, since interaction coefficients for a bonded force

field are specified within the OpenKIM SM, input or data files
for a simulation using such the model specify only the
geometry, bonding topology, and charges (if needed). This
simplifies inputs and removes possible errors in the
coefficients. Further, when the parameters of a force field are
modified (or even when switching to a different force field that
shares atom types), every simulation designed for the old force
field can be reused by only modifying the KIM ID of the
OpenKIM model in the input file.

3.3. REACTER Framework. The REACTER protocol is a
method for modeling chemical reactions in classical MD
simulations.8,9 It has been used to model the polymerization of
thermoplastics, thermosets, and composite materials,53 and for
applications ranging from solid electrolyte interphases for
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lithium-ion batteries54 to materials for efficient CO2 capture.55
REACTER is a template-based method that requires as input
two molecular templates: one for the reactants and one for the
products. The most time-consuming step when using
REACTER is the creation of these reaction templates, which
can contain atom types, all higher-order bonded interactions
and their types, as well as partial charges and other per-atom
information. Prior to the introduction of type labels, ensuring
that identical atoms use the same numeric types between the
data file and all reaction templates was a tedious and error-
prone process. Using the type label framework, this issue is
bypassed entirely because interaction types can be stand-
ardized and are automatically synced when reading multiple
files. Similarly, molecule templates can be used without
modification for different simulations that use the same force
field convention. This improvement in the universality of files
used by REACTER can significantly simplify the workflow to
create new reaction templates and enable reuse of existing
templates.
Type labels also enable new functionality within the

REACTER protocol such as the automatic assignment of
types for new bonded interactions created during reactions. As

discussed in Section 3.1, type labels allow the constitutive atom
types to be encoded in higher-order bonded interactions, so
that the corresponding types can be inferred. In many cases, an
automatic type assignment substantially decreases the number
of reaction templates required to describe a given class of
reactions. Prior to type labels, every interaction type had to be
included in the post-reaction template to ensure generality for
all force fields, which have a variety of conventions for dihedral
improper interactions. This limitation is especially problematic
for four-body dihedral interactions that involve atoms three
bonds removed from reactive sites. For example, Kawagoe et
al.56 defined reaction templates for the polymerization of
polyethylenimine in which an atom in the templates, the one
farthest from the reaction site, could potentially be one of three
different atom types. This minor difference between reactive
sites in the simulation led to the requirement of 15 distinct
templates to describe one of the polymerization reactions.
Using type labels and automatic type assignment, the number
of required templates is reduced to one, as illustrated in Figure
5. To demonstrate the power of type labels to generalize
reaction templates using a more extreme example, consider a
Diels−Alder-style reaction as shown in Figure 6, where atoms

Figure 5. The REACTER protocol previously required 15 reaction templates to model a polymerization reaction to create a model of
polyethylenimine, due to explicit definition of dihedral interactions.56 Using wildcards and autotyping, the number of required reaction templates is
reduced to one. Image adapted from the cited reference with permission from the publishers.

Figure 6. An example of a Diels−Alder type reaction mechanism that can be modeled by the REACTER protocol using type labels. Gray atoms
represent carbon (C), white atoms represent hydrogen (H), and wildcard atoms (★) could be C, H, or any other element according to the local
simulation environment. Using automatic typing via type labels, just one pair of molecule templates can define this reaction, in contrast to 28
templates when atom types must be listed explicitly. Angles, dihedrals, and impropers that involve wildcard atoms are typed automatically. One
such autotyped dihedral interaction is highlighted in blue.
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at the “edge” of the template can be either carbon or hydrogen.
Attempting to model all possibilities would result in 28
templates according to a combinatorial calculation, whereas
just one template is needed if atoms near the template edges
are marked as wildcards and new dihedral interactions are
inferred and typed automatically. Note that atoms are typically
labeled using the atom type of a particular force field, rather
than the chemical element, in simulations that use bonded
force fields.
3.4. Support in Visualization Software. Alongside MD

simulation software, tools for visualization and analysis of MD
trajectory data play crucial roles in molecular simulations.
Visual inspection of MD trajectories is usually the first step in
assessing the progress and success of a simulation. Thus, the
corresponding tools have to be compatible and kept up-to-date
with the current file formats in use. In addition, some software
packages include the ability to construct or manipulate
geometry and topology data and thus can be used as part of
the preparation pipeline for MD simulation inputs. In the
following, we discuss support for type labels in two software
packages that are popular with LAMMPS users: VMD57,58 and
OVITO.59
3.4.1. VMD. VMD57 is a molecular visualization program for

displaying, animating, and analyzing large biomolecular
systems using three-dimensional graphics and built-in scripting.
VMD was originally conceived as a companion program to the
NAMD60 MD simulation software, which itself was conceived
to be primarily used in combination with the CHARMM force
field.
In this context, atom geometry data is typically imported

from Protein Data Bank (PDB) format files, where atoms are
identified by their name (which includes explicit definition of
the chemical element) and the name of the residue to which
they belong. Since the name of the residue is standardized for
amino acids and DNA bases and the atom name is an
indication of the location within the residue, it is
straightforward to construct the force field topology data
i.e., to assign atom types, bonds, angles, dihedrals, and more
by looking up the assignments in a residue database provided
by the force field. The resulting system-specific information is
then stored in a protein structure file (PSF), where the core
information is the atom type, per-atom charge, and the
connectivity. When not using an OpenKIM force field, the
force field parameters (except for charges, which are residue
specific, not atom-type specific) are then looked up from a
parameter file, where the parameters for bonded interactions
are inferred from the constituent atom types. For dihedrals,
there also may be wildcard atom types (X) that would match
any atom type.
Prior to type labels, LAMMPS used solely numeric atom,

bond, angle, dihedral, and improper types starting from 1.
Therefore, when importing LAMMPS simulation data into
VMD for further processing, in the absence of atom type
information in the data file, it is beneficial to create a dummy
PSF format file with CHARMM compatible atom types and
atom names. With this, built-in heuristics in VMD recognize
specific elements and atom types for advanced analysis and
visualization (e.g., showing and counting hydrogen bonds or
the secondary structure of proteins). A PSF file will also
provide the explicit bonding patterns used by LAMMPS.
Without explicit topology and type or element information,
VMD will use heuristics that will fail when the code cannot
recognize the elements correctly (e.g., with numeric atom

types) and will only derive information needed for visualization
(e.g., identification of bonds without assigning bond types).
The TopoTools plugin has additional utility functions that can
be used to restore information, e.g., to derive element names
from atomic masses or covalent radii from element names.
For reading topology and trajectory files, VMD uses a

standard application programming interface (API) called
MolFile and a plugin system to support different file formats.
Unfortunately, this API has significant limitations when it
comes to supporting the LAMMPS data file format, which
requires the knowledge of the atom style in order to correctly
interpret the Atoms section with position and other per-atom
data. All the per-atom and topology information stored in
VMD, however, is also accessible through the Tcl script
interface, where it can be read and set. This led to the
development of the VMD TopoTools plugin which allows
flexible input, output, and manipulation of geometry and
topology data. It contains topology manipulation methods that
can be utilized to either create or manipulate topology data in a
more abstract and convenient way compared to the low level
basic data access functionality in the Tcl script interface. This
abstract functionality can then also be used in combination
with other VMD Tcl script commands to implement high-level
functionality to export or import topology and geometry data
in custom formats. For example, the TopoGromacs61
functionality enables the conversion of PDB + PSF data for
CHARMM force field simulations with NAMD into files
suitable for use with GROMACS.
As of version 1.9, the TopoTools plugin33 has been extended

to support type labels and thus has expanded functionality for
reading and writing LAMMPS data files. Since TopoTools is
written entirely in Tcl and because the required Tcl script
commands have not changed in recent releases of VMD, it is
not necessary to use newer versions of VMD to utilize the new
functionality; the updated TopoTools plugin can be installed
into older versions of VMD without a problem. Compatibility
with type labels is achieved through an additional keyword to
the topo writelammpsdata command. In order for the
type label information in LAMMPS data files to be read
correctly by the topo readlammpsdata command, the
files must contain a LABELMAP metadata tag in the first line
of the file, that is, the “title” line, which is otherwise ignored.
This is similar to the CGCMM tag, which indicates a data file
with numeric types, but with additional alphanumeric type and
style information added for use with LAMMPS, VMD, and
other visualization and analysis tools as comments.
An example for how to generate LAMMPS data files with

the VMD TopoTools plugin version 1.9 or later, with and
without type label information, is provided in the Supporting
Information.

3.4.2. OVITO. OVITO is a simulation postprocessing and
visualization software for particle-based models. It is useable in
two ways: as a desktop application with an interactive graphical
user interface and as a Python package that may be
incorporated into other programs or noninteractive workflows.
OVITO is designed to work particularly well with the
LAMMPS package and can handle some of the peculiarities
of this simulation code, e.g., unlabeled atom types, varying
particle counts, complex particle shapes, and arbitrary per-atom
or bond attributes that LAMMPS may dump onto the disk
upon user request.
When importing a data file from LAMMPS, the potential or

force field used by the simulation is irrelevant for a
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visualization tool like OVITO. However, for the visual
representation of the particles or atoms, it is useful that the
software determines their chemical types in order to preselect
meaningful colors and radii according to common conventions.
So far, this had to be done using various hints that OVITO
looks for in a data file, e.g., nonstandard annotations added by
the user (or the writing software) or the masses of the defined
atom types, which are matched against a lookup table of
chemical elements. If the automatic identification of atom
types is not possible based on such hints, the user ultimately
has to manually assign correct names to the numeric types
within OVITO.
With the introduction of type labels in the LAMMPS data

file format, the workflow is considerably simplified. Labels can
be designed to explicitly indicate the chemical identity or the
role of a particle in a force field, as shown in Figure 7, thereby
offering a direct way to select meaningful and reproducible
visualization parameters. The capability to read and write the
extended data format was introduced in OVITO version 3.7
and covers particle types as well as bond, angle, dihedral, and
improper types.

4. OPENKIM SUPPORT FOR BONDED FORCE FIELDS
Usage of SMs to deploy OpenKIM bonded force fields in
LAMMPS is already described in Section 3.2. Here, we detail
the other aspects of the OpenKIM cyberinfrastructure as they
pertain to the new type labels support for bonded force fields.
At the time of publication, openkim.org hosts nearly 650

IMs, which can be automatically downloaded, built, and
installed for use with compatible codes by the “kim-api-
collections-management” utility installed with KIM.
Every model on openkim.org is run through compatible
verification checks (VCs) and tests, which (respectively) check
the model’s coding integrity and predictions for material
properties. Every model is accompanied by thorough citations,
provenance, and version control.
In a sense, the OpenKIM cyberinfrastructure comprises a

repository, a package manager, and very extensive continuous
integration for IMs. The advantages of using a curated and
tested model archived in OpenKIM have already been present
for reactive interatomic potentials and are now available to
users of bonded force fields.
4.1. Archiving of Bonded Force Fields in Open-

KIM.org. As mentioned in Section 3.2, the PCFF-IFF force
field that was previously archived in OpenKIM with preset
numerical atom and interaction types has been upgraded to the
new type labels SM scheme.20,48−52 Additionally, the subset of

CHARMM-IFF available in CHARMM-GUI,20,34,41,50,62−67

which has different functional forms from the PCFF version
and supports a slightly different set of materials, has been
archived in OpenKIM. Adiabatic core−shell models for
NaCl,68,69 MgO,70 and CaF71 have been archived as well.
These models allow polarization of ions by representing them
as a pair of particlesa core and a shellconnected by a
harmonic bond with an equilibrium length of zero. Unlike
massless shell models, the shell has a small, but finite mass.
These models, therefore, take the form of a simple bonded
force field.
Because of the diverse nature of bonded force fields and

their application, it is imperative that the user read the
description of the model on openkim.org to understand which
interactions, parameters and fixes are included in the model,
and which must be specified by the user. For example, for the
core−shell models, it is up to the user to assign the atoms to
core and shell groups and to issue the required commands that
use those groups in the simulation.
LAMMPS bonded SMs archived in OpenKIM contain a

dictionary metadata field atom-type-labels that desig-
nates what atom type labels the model is compatible with and
what chemical species each atom type label represents. This is
an additional ease-of-use feature provided by OpenKIM for
bonded force fields.

4.2. OpenKIM Testing of Bonded Force Fields. Prior to
this work, all OpenKIM VCs and tests were written to support
“Standard Models”, which, briefly, means that the information
passed to the model consists of only atomic positions and
chemical species. Here, we introduce the concept of “Special
Purpose” VCs and tests, which are understood to run with
models that accept additional information beyond atomic
positions and chemical species (in this case, atom type labels
and bonding topology). An up-to-date detailed description of
the schema defining these concepts is found on the OpenKIM
Web site.72 Special Purpose VCs and tests work with a specific
subset of KIM models, in this case, meaning ones that share a
common set of atom types.
The new developments in archiving and testing bonded

force fields in OpenKIM are timely, as we recently published
the first component of the new “Crystal Genome” testing
framework. Until recently, OpenKIM tests supported material
property computation only for homonuclear solids. Using the
crystal symmetry tools and databases in AFLOW,73,74 ASE,75
and spglib,76 Crystal Genome extends the OpenKIM property
testing framework to arbitrary multicomponent bulk crystals.
The first set of tests available in this new framework computes

Figure 7. Type labels support for bonded interactions in OVITO. Before, with numeric labels only, it was difficult for the user to see the physical
meaning of each interaction.
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the equilibrium crystal structure and energy of these crystals at
zero temperature and pressure.73,74,77,78 These are the
aforementioned tests for Standard Models, which are automati-
cally created from the AFLOW DFT repository and work with
the reactive interatomic potentials in OpenKIM.
In this work, we present the creation and comparison of

analogous tests for the core/shell and IFF models described in
Section 4.1, using a single OpenKIM test driver that computes
the equilibrium crystal structure of any material specified using
type labels.79 As more bonded models are added to OpenKIM,
this test driver will be expanded to create tests that support
these models.
For simple models with limited bonding, such as core−shell

models, the process for creating tests is analogous to that for
reactive interatomic potentials and can be fully automated by
obtaining crystal structures from the aflow.org database. In
order to ensure compatibility, all current and future core−shell
models archived in OpenKIM are required to follow a uniform
convention for atom type labels. For polarized atoms, the cores
are named after the element suffixed with “C”, and shells with
“S” (e.g., “NaC” and “NaS” for sodium). Unpolarized atoms
are simply labeled by their element name.
For more complicated force-fields that involve topology,

such as IFF, fully automated creation of special-purpose tests is
outside the scope of OpenKIM. However, the process can be
made semiautomated using automatic input generator tools
such as the CHARMM-GUI Nanomaterial Modeler,41 which
can output LAMMPS input files for the myriad of structures it
is able to produce with comments indicating atom types. This
makes it straightforward to create input structures for
OpenKIM tests that run IFF models with CHARMM-GUI
atom types.
The development of the tools to generate core−shell tests or

convert CHARMM-GUI outputs to OpenKIM tests was
greatly simplified by the type label framework. For example,
it was not necessary to consider the numerical labels of the
atom and interaction types at all, as the coordinates and
topology could be entirely specified using type labels. The type
labels simply had to be declared. The test generation scripts are
available with the test driver and can be easily used to create
new tests for new materials (e.g., when new options are added
to the CHARMM-GUI Nanomaterial Modeler) and/or
models.
At the time of writing, 79 new tests using the test driver are

available on openkim.org. To the authors’ knowledge, this
represents the first effort to systematically compare material
property predictions between different bonded force fields and
reactive interatomic potentials as well as experimental and
DFT reference data. A sample of comparisons is given in Table
1. In these results, the IFF models reproduce the experimental
structure very well, especially considering its low computa-
tional cost, performing better than DFT. Some reactive
interatomic potentials are very accurate, while others show
significant deviation from experimental values. Full results for
all the tests can be accessed by viewing the test driver on
openkim.org79 and clicking on one of the tests under “Tests
using this Test Driver.”

5. SUMMARY AND FUTURE WORK
The type label framework introduced in this work allows atom
types and higher-order interactions to be represented as strings
rather than as numbers within the LAMMPS molecular
simulation package. This simple extension increases the

versatility with which LAMMPS can interface with the
supporting software and manipulate information associated
with bonded force fields. For example, the original atom types
assigned to each atom, which are typically unique to a given
force field, can now be retained throughout each step of the
modeling workflow. Useful aspects of this framework include
increased portability of input files, direct reference of atom
types and higher-order interactions between atoms (bond
types, angle types, and so forth) in input scripts, and simulation
output files that can be parsed in a standard manner and,
therefore, postprocessed more easily. In particular, preprocess-
ing tools that include type assignment and modeling workflows
that include multiple input files or high-throughput analysis
can benefit from adopting type labels. Type labels are currently
available in LAMMPS as a stable release.
To support the new type label functionality, extensions were

made to the OpenKIM repository of interatomic potentials and
the REACTER package for molecular reactions in bonded
force fields. OpenKIM now supports the archiving and testing
of bonded force fields through its simulator model (SM)
interface. Property predictions of bonded force fields archived
in OpenKIM are available within the LAMMPS input files
through the OpenKIM Web Query interface. This extends the
benefits of using curated, tested, reproducible, and accessible
models from OpenKIM, which were formerly only reactive
interatomic potentials, to bonded force fields. For REACTER,
type labels enable the automatic assignment of atom types to
new bonded interactions created during reactions, which can
greatly reduce the number of reaction templates required to
describe a given mechanism. The increased universality of
LAMMPS input files greatly simplifies workflows that involve

Table 1. Sample of Equilibrium Crystal Structure Results for
Bonded Force Fields and Reactive Interatomic Potentials
Computed in OpenKIM, as well as Experimental and DFT
Reference Data (Full Results Available on openkim.org79)a

crystal structure rock salt α-quartz
material MgO SiO2

lattice parameter a a c/a
expt (298 K) 4.21180 4.91381 1.10081

expt (0 K) 4.19980 4.90181 1.10181

PAW−PBE (0 K)78 4.253 4.992 1.100
CHARMM-GUI IFF (0 K)20,50,62−67 4.187 4.916 1.084
PCFF-IFF (0 K)20,49−52 4.919 1.084
core−shell (0 K)69,70 4.225
Buckingham (0 K)82,83 4.187
Buckingham (0 K)84,85 5.039 1.095
Buckingham (0 K)86,87 4.941 1.103
ReaxFF (0 K)88−90 4.892 1.104
ReaxFF (0 K)91,92 4.898 1.093
Vashishta (0 K)93,94 4.959 1.072
Vashishta (0 K)95,96 5.046 1.063
Vashishta (0 K)97,98 4.829 1.099
Tersoff (0 K)99−101 5.082 1.088

aExcluding the experimental data, all the values can be directly
queried from the OpenKIM repository. The DFT calculations are
obtained from the AFLOW-ICSD repository and archived in
OpenKIM. Lattice constants are in Angstroms or unitless. All
materials are characterized in terms of conventional unit cells. All
computational values are obtained by static relaxation, and therefore
correspond to 0 K. The cited experimental references provide both a
room temperature crystal structure and an extrapolation to 0 K.
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both data files and molecule template files or manipulate
interaction types, as required by the REACTER protocol.
The type label framework within LAMMPS remains under

development to eventually extend all functionality that
references numeric types to also support alphanumeric type
labels. In addition, opportunities exist for additional new
features that build on the type label framework. For example,
the symmetries of bonded interactions could be accounted for
when processing type labels. If a bond type label “C1−C2” was
previously defined, a subsequent bond with type “C2−C1”
could be assigned the label and parameters associated with the
previous symmetry-equivalent type label. This operation may
be doable natively within LAMMPS, or in a more limited
manner, for OpenKIM models only.
Further work within the OpenKIM framework involves the

development of new tests (property calculations) for bonded
force fields. In particular, tests for arbitrary crystals under the
Crystal Genome framework will be developed in parallel for
bonded and reactive force fields. Immediate plans include tests
for elastic constants, thermal expansion, and surfaces. In the
future, tests for more complex properties of interest to the soft
matter community, such as hydration energy, binding energy,
and catalysis, will be developed. Finally, to enable many
realistic usage scenarios, it will be necessary to develop a
mechanism for automatically combining multiple bonded force
fields archived in OpenKIM in a user-friendly fashion.
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■ ADDITIONAL NOTES
aIn eq 2 and following, the labels i, j, k, l refer to atom numbers
and range from 1 to the number of atoms N. Each atom also
has an atom type depending on the molecules under
consideration. The force field parameters depend on the
atom types of the related atoms, but this is not indicated
explicitly. A more precise notation would be, e.g., r0,at(i)at(j)
instead of r0,ij, or Kθ,at(i)at(j)at(k) instead of Kθ,ijk, where at(i)
denotes that atom type of atom i. For simplicity, we use the
abbreviated notations r0,ij and Kθ,ijk wherein i, j, k, l are indices
for respective atoms with the atom type implied.
bRecall that i and j refer to atom numbers, but the LJ
parameters ϵ and σ depend on the types of these atoms.
cBecause OpenKIM archives force fields and not structure
topologies, charges are only provided for models where they
are fixed for a given type, such as simple core−shell models.
For any force field with variable atom charges, charge
assignment is considered to be part of topology building as
described in Section 2.4.
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