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ABSTRACT

With the increasing prevalence of automatic decision-making sys-

tems, concerns regarding the fairness of these systems also arise.

Without a universally agreed-upon definition of fairness, given

an automated decision-making scenario, researchers often adopt

a crowdsourced approach to solicit people’s preferences across

multiple fairness definitions. However, it is often found that crowd-

sourced fairness preferences are highly context-dependent, making

it intriguing to explore the driving factors behind these preferences.

One plausible hypothesis is that people’s fairness preferences reflect

their perceived risk levels for different decision-making mistakes,

such that the fairness definition that equalizes across groups the

type of mistakes that are perceived as most serious will be preferred.

To test this conjecture, we conduct a human-subject study (𝑁 =213)
to study people’s fairness perceptions in three societal contexts. In

particular, these three societal contexts differ on the expected level

of risk associated with different types of decision mistakes, and we

elicit both people’s fairness preferences and risk perceptions for

each context. Our results show that people can often distinguish

between different levels of decision risks across different societal

contexts. However, we find that people’s fairness preferences do

not vary significantly across the three selected societal contexts,

except for within a certain subgroup of people (e.g., people with a

certain racial background). As such, we observe minimal evidence

suggesting that people’s risk perceptions of decision mistakes cor-

relate with their fairness preference. These results highlight that

fairness preferences are highly subjective and nuanced, and they

might be primarily affected by factors other than the perceived

risks of decision mistakes.

CCS CONCEPTS

• Information systems → Crowdsourcing; • Social and pro-

fessional topics → Systems analysis and design; Codes of ethics.
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1 INTRODUCTION

Machine learning (ML) solutions are widely being used in high-

stake decision making such as hiring [36], lending [34], medical

diagnosis [8, 11, 42] and criminal sentencing [1]. If unregulated,

such solutions can exacerbate existing bias by further produc-

ing unfair decisions to its subjects. With the prevalence of ma-

chine learning models in making consequential decisions, fairness

concerns of ML systems have received attention in recent litera-

ture [10, 21, 24, 27, 29]. These studies proposed a number of tech-

niques such as data de-biasing [27, 28, 55], constrained optimization

[12, 29, 54], post-processing to re-balance unfair predictions [7],

etc.

The goal of fair machine learning is to approximate one or more

notions of fairness in its predictions. As a result, a variety of fair-

ness metrics, such as disparate impact [16], disparate treatment [54],

and equalized odds [22], have been proposed to measure various

established notions of fairness. However, these metrics are often

mutually exclusive [10, 15, 32]. The abundance of such conflicting

fairness metrics has ushered in opposing preferences regarding the

most appropriate fairness metric in a given context. For instance,

people debate on whether equalized false positive rate or equalized

accuracy across demographic groups is a more suitable criterion

for measuring fairness of ML models in recidivism prediction [1].

It is evident that simply choosing a preferred metric is insufficient

since different stakeholders have conflicting interests and societal

statuses that complicate any fairness discussion. The lack of a uni-

versally agreed upon definition of fairness has led to studies on

perceived fairness [6, 19, 20, 24, 50, 52] to validate fairness metric

choices within diverse populations of people, especially laypeo-

ple. However, nuances of the societal contexts, i.e., the domains in

which the models are deployed, and potentially differential impacts

of decision outcomes, can also introduce variations in people’s per-

ceptions of fairness [5, 53]. Although Wang et. al. [52] studied the

factors influencing perceived fairness, societal factors that control

the scenario-wise variations of fairness perceptions are yet to re-

ceive attention. Identifying these factors not only helps us develop

a better understanding of human fairness perceptions but also pro-

vides insights regarding how existing perceived fairness literature

can be incorporated into novel ML applications.
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The main contribution of this work is to study the relations

between fairness preferences and risk perceptions. We first hypoth-

esize that the risks associated with different types of decision mis-

takes vary between societal contexts and as a result, they can change

people’s perceptions towards the fairness metrics. In this sense, we

choose three societal contexts that represent different levels of in-

dividual and societal risks of incorrect decisions. These contexts

are intensive care unit requirement prediction (ICUReq), facial

recognition for healthcare professional authentication (FaceAuth),

and fraud detection in online renting (FraudDet). Given these soci-

etal contexts, we conduct a randomized human-subject experiment

(𝑁 = 213) on Prolific to collect participants’ fairness preferences

and risk perceptions in different societal contexts and analyze their

relationship. In our experiment, each participant was first assigned

to a societal context. Then, the participants were asked to com-

pare two pairs of ML models making automatic decisions in their

assigned societal context where each model satisfied a different

fairness notion. Having expressed their fairness perceptions, par-

ticipants then reported on their perceived level of individual and

societal risks associated with different types of incorrect decisions

made by the ML models. We analyze risk perceptions as a probable

factor that can explain differences in fairness preferences between

societal contexts. In particular, we conjecture that people tend to

prefer a fairness definition in a societal context if it equalizes the

“more serious harms” in that context across groups (e.g., equalizes

the group-wise rate of making the type of model mistakes that

people consider as most risky).

Based on the experimental data we collected, we ask the follow-

ing research questions:

• RQ1: Can people sense various risks of different ML model

mistakes?

• RQ2: Do people show different fairness preferences in dif-

ferent societal contexts?

• RQ3: Do people’s fairness preferences correlate with their

perceived risk differences in different types of model mis-

takes?

Our results suggest that participants clearly distinguish between

the risk levels of different ML model mistakes in different societal

contexts. However, participants generally didn’t exhibit signifi-

cantly different fairness preferences across the three selected soci-

etal contexts in this study, except for a few selective sub-groups of

the participants. Moreover, participants often collectively expressed

preferences that are not aligned with our conjecture that people

prefer to equalize the most serious harms. Due to such counter-

intuitive fairness preferences, it was not surprising that fairness

preferences were found to be not significantly correlated with risk

perceptions. These findings indicate that crowdsourced fairness

perceptions may be primarily driven by factors beyond perceptions

of incorrect decision risks.

2 RELATEDWORK

A wide range of fairness definitions have been proposed in the

fairness in machine learning literature, including group fairness,

individual fairness, and subgroup fairness. Group fairness, the focus

of this study, is typically defined as the equality among group-

wise performance statistics of the machine learning model. The

most prominent notions of group fairness are statistical parity or

disparate impact [7], equalized odds [23], disparate treatment [54],

etc. Individual fairness is defined as the equality among similar

individuals [12]. Sub-group fairness is a middle-ground between

group and individual fairness which requires equality across a

combinatorially large number of sub-groups [30]. Another relevant

fairness notion is “envy-freeness”, which is often studied in settings

that involve resource allocation among a group of agents [26]. It is

defined as the absence of agent pairs where one agent prefers the

allocation of the other, and a relaxed version of this definition is

envy-freeness with at most 𝑘 hidden objects in the allocations.

While a large number of fairness definitions have been proposed,

it remains unclear whether these definitions are meaningful to peo-

ple and what exactly do people perceive as fair. Since the adoption

of artificial intelligence largely depends on lay perceptions [53], at-

tempts have been made to determine fair model behavior by crowd-

sourcing fairness perceptions. For example, Saha et al. [45] assessed

laypersons’ comprehension of fairness metrics and confirmed a

strong understanding of the textual expression of fairness rules

(e.g., demographic parity). Similarly, participants demonstrated the

ability to develop fairness preferences from visual representations

of feature distributions in [50]. Grgic-Hlaca et al. [20] investigated

the influence of latent moral reasoning such as reliability, relevance,

etc, on fairness perceptions. They reported similarities in partici-

pants’ fairness judgments. Moreover, Hosseini et al. [26] revealed

that allocations with at most 𝑘 hidden objects tend to be perceived

as more fair than other definitions based on envy-freeness.

Several factors have been identified by researchers as influencing

people’s perceptions of fairness or priorities of fairness consider-

ations. Srivastava et al. [49] reported that accuracy is preferred

over equality in high-stake scenarios, suggesting that fairness per-

ceptions and priorities vary with decision risks. Wang et al. [52]

showed that receiving the favorable outcome plays a vital role in

shaping fairness perceptions when the participants consider them-

selves directly impacted by the decisions of the machine learning

model. Pierson [40] and van Berkel et al. [51] argued in favor of

the influence of demographic traits on fairness perceptions, while

Wang et al. [52] and Grgic-Hlaca et al. [21] found no such evidence.

Since these studies looked into different decision making scenarios,

Grgic-Hlaca et al. [21] hypothesized the possibility of scenario-

dependent influence of demographic traits on fairness perceptions.

Robertson and Salehi [43] also critiqued the implicit assumptions

of perceived fairness stating that simple experiments may not fully

encapsulate varying individual values or goals, and aggregation

of perceptions hides individual necessities. Another possible influ-

encing factor of people’s fairness perceptions is the provision of

model explanations. Although Binns et al. [6] observed that expla-

nation styles have little influence on fairness perceptions, Goyal

et al. [18] suggested that explanations can lead the participants to

prefer biased decisions.

Moreover, the abundance of often mutually exclusive fairness

definitions also inspired many researchers to use crowd-sourced

studies to explore which fairness definition is preferred by people

in specific scenarios. Saxena et al. [46] collected preferences across

different resource distributions to determine the preferred fairness

notion in the loan distribution scenario. Given the loan repayment
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rates of each individual, participants expressed an inclination to-

wards calibrated fairness, defined in [33], which can be interpreted

as approved amounts of loan should be proportional to the re-

cipient’s repayment rate. Harrison et al. [24] elicited layperson’s

fairness preferences in recidivism predictions by asking them to

compare two models each satisfying one end of a fairness trade-off.

They found that crowd preferences of fairness are in agreement with

the fairness notion prescribed by Propublica analysts in COMPAS

recidivism [1]. Similarly, Cheng et al. [9] engaged expert stake-

holders in an intricate survey to elicit fairness perceptions in the

child maltreatment predictive systems and found that they voted in

favor of equalized odds as the most preferred fairness notion. Some

researchers further explored how a person’s own characteristics

may moderate their fairness preferences. For example, Rajkomar

et al. [42] identified automation bias and dismissal bias as factors

controlling one’s fairness preferences in healthcare. Specifically,

equal opportunity (equal sensitivity) is desired with one tends to

have high reliance on a model producing high false negatives (ex-

hibit automation bias). However, predictive parity is desired when

practitioners demonstrate reluctance towards model predictions

(exhibit dismissal bias).

We note that existing literature on perceived fairness often limits

their investigations to a few widely-discussed real-world scenarios

such as recidivism prediction [19, 20, 24], college admission [43],

loan repayment [6, 46] and child maltreatment prediction [9]. Few

studies dive into between-scenario comparisons. This means that it

is unclear whether and how findings in these previous studies can

apply to a novel societal context, andwhat properties of the contexts

may moderate people’s fairness preferences in them. Therefore, in

this work, we choose to study the variations in fairness perceptions

among a few novel contexts, and we aim to explore across these con-

texts, whether people’s fairness preference in a specific context can

be predicted by some properties of this context. We focus on study-

ing one particular property of the context as a potential predictor in

this work, that is, people’s perceived risk levels of incorrect model

decisions in the context. Earlier literature often studies people’s risk

perceptions towards technologies as a whole or specific aspects of

a technology [17, 48]. It is found that individuals exhibit different

risk preferences (e.g., risk seeking vs. risk averse) [3, 25, 47], and

their risk perceptions may affect their decision-making behavior

in a wide range of domains such as investing [37], health [14], and

technology acceptance [2]. Different from these works, we focus

on studying people’s risk perceptions of the potential harms caused

by the mistakes of machine learning models, and we explore how

these risk perceptions relate to people’s fairness preference, i.e.,

whether people would prefer a fairness definition that equalizes

the most “serious” harm across groups.

3 STUDY DESIGN

To examine whether and how laypeople’s fairness preferences be-

tween different fairness definitions change with their perceived

risks of different types of decision mistakes, we conduct a human-

subject experiment1 to solicit both people’s fairness preferences

and their risk perceptions across three different societal contexts.

1Our experiment was approved by the IRB of the author’s institution.

3.1 Experimental Design

3.1.1 Societal Contexts Considered. In this study, we considered

three societal contexts where machine learning (ML) systems can

be used for decision-making. We intentionally picked novel con-

texts that are not extensively discussed in fair ML literature or

the public media so that participants would not be biased towards

any particular fairness notions due to the need to align with social

consensus. Specifically, the three societal contexts we used in this

study include (see Table 1 for a summary):

(1) ICU Requirement Prediction (ICUReq): The ICUReq sce-

nario is a representative context from the wide range of ML

applications in healthcare [4, 42]. To introduce this context

to the study participants, we inform them that a hospital is

planning to deploy an ML model to predict which of their

patients need to be moved to the intensive care unit (ICU).

A “positive” prediction in this scenario means that an early

diagnosis of future severe conditions has been made for a

patient and subsequently the patient will need to be moved

to the ICU. Thus, an ML model is considered as making a

false positive prediction when a patient who doesn’t need

the ICU support is predicted as needing the ICU support. On

the other hand, a false negative prediction from the model oc-

curs when a patient who needs the ICU support is predicted

as not needing it. Our expectation is that in this scenario, a

false positive prediction poses the risk of higher financial

burden of medical costs for the patients and poor utilization

of scarce ICU units. The risk of a false negative prediction

might be even greater since it can endanger the life of the

patient. Thus, we conjecture that from the perspective of the

individual who is subject to the ML model’s decision, the

risks of financial burden caused by false positive predictions

will be perceived as lower compared to the risks associated

with life-threatening false negative predictions. Since, ex-

cept in rare cases like the COVID-19 pandemic, ICU units

are likely to be available, we also conjecture that the societal

risks of improper utilization of ICU units will be considered

lower than losing a loved one. To summarize, we expect that

false positive predictions will be perceived as less risky than

false negative predictions in this context.

(2) Face Authentication inMedical Devices (FaceAuth):Use

of bio-metrics such as fingerprint, facial recognition, etc., is

commonplace in authentication. In this study, we consider

a scenario where facial recognition is used for determining

access to medical devices. In particular, this decision-making

context is described to the participants as there is a hospital

that has developed a facial authentication system for their

medical devices. The authentication system uses facial fea-

tures to predict whether the user in front of the device is a

medical personnel. A positive prediction from the system in-

dicates that the user is recognized as a medical personnel and

will be granted access to the device; otherwise, their access

will be denied and further authentications will be required.

In this scenario, a false positive prediction implies mistak-

enly granting access to a non-medical personnel whereas

a false negative prediction indicates that a medical staff is
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incorrectly being denied access. Although false negative pre-

diction from such a system can cause some inconvenience

(e.g., the need to get re-authenticated), we conjecture that

producing a false positive prediction might be more risky

both for the decision subjects and for the society as it will end

up allowing unauthorized access, leading to privacy issues

and legal violations (e.g., HIPAA). Therefore, we conjecture

that in this context, risks of false positive predictions will be

considered higher than risks of false negative predictions.

(3) Fraud detection in online renting (FraudDet): In our

third societal context, we considered the use of a fraud detec-

tor, which can predict if a rent payment in an online renting

platform is fraudulent. We explained to our study partici-

pants that there is an online renting platform that developed

a fraudulent transaction detector. A positive prediction from

such a system indicates that the transaction is fraudulent and

consequently results in a denial of the payment. A false pos-

itive prediction from this system tags a benign transaction

as fraudulent and mistakenly denies the payment. Instead, a

false negative prediction tags a fraudulent transaction as a

benign one and mistakenly allows a fraudulent transaction.

A false positive transaction can cause inconveniences to the

renter and in extreme cases can lead to eviction. On the

other hand, a false negative prediction can lead to a relaxed

defense mechanism and revenue loss. From the decision sub-

ject’s perspective, we conjecture that the risk of denial of

a valid transaction due to false positive prediction is per-

ceived as higher than the risk of a fraud transaction being

classified as benign. However, from the society’s perspective

(e.g., from the viewpoint of the renting platform), loss of

revenues due to false negative predictions may be viewed

as more risky than denied valid transactions due to false

positive predictions. In other words, we conjecture that the

perceived risks of different types of decision mistakes will

vary across different stakeholders in this context.

As shown in Table 1, another key reason for us to select these

societal contexts was that across these three contexts, our con-

jectures regarding the comparison of people’s perceived risk for

different types of incorrect decisions (e.g., false positive decisions

or false negative decisions) are different. If people’s risk perception

for different types of decision mistakes is indeed a driving factor

behind people’s preference between ML models satisfying different

fairness definitions, we expect people’s model preferences across

these three contexts to be different.

3.1.2 Experimental Task. The primary task participants completed

in this study was to compare hypothetical ML models each satis-

fying different fairness definitions, and then indicate which one

they preferred the most. We considered the following three fairness

definitions in our study:

• Equalized False Discovery Rate (EqFDiscRate): False

discovery rate refers to the error rate among all cases on

which the ML model makes a positive prediction. Equalized

false discovery rate ensures that in an ML model’s decisions,

different demographic groups have equal group-wise false

discovery rates.

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

41%
65%

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

35% 35%

Mistakes only among
granted ICU supports

(a) Model X

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

53% 53%

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

24%
45%

Mistakes only among
granted ICU supports

(b) Model Y

Figure 1: A visual representation of two hypothetical ML

model’s predicting behavior. In this example, model X (a)

satisfies equalized false discovery rate but does not satisfy

equalized outcome, while model Y (b) satisfies equalized out-

come but does not satisfy equalized false discovery rate. The

design of this visual representation is adapted from [24].

• Equalized False Omission Rate (EqFOmitRate): False

omission rate refers to the error rate among all cases on

which the ML model makes a negative prediction. Equalized

false omission rate ensures that in an ML model’s decisions,

different demographic groups have equal group-wise false

omission rates.

• Equalized Outcome (EqOutcome): Equalized outcome is

defined as that in an ML model’s decisions, the fraction of

cases that receive positive predictions is the same across

different demographic groups.

Specifically, following a similar design as that used in [24], given

a societal context, we would first present to participants two hypo-

thetical models designed for this context, i.e., model X and model Y,

such that one of the models satisfies equalized false discovery rate

(EqFDiscRate), while the other satisfies equalized outcome (EqOut-

come). Figure 1 shows a visual representation of how the prediction

behavior of these two models across different demographic groups

was communicated to the participants. The statistics in Figure 1

and other visual aids were chosen following the discussions in [24].

After reviewing the behavior of each model, participants were first

asked to rate the model with respect to its fairness, perceptions of

bias, and utility (see details in Section 3.2). Then, participants were

asked to explicitly compare these two models and indicate their

preferences between them.

After comparing models X and Y, we would then show to partic-

ipant their preferred model along with a third model, i.e., model Z,

such that model Z satisfies equalized false omission rate (EqFOmi-

tRate). Similar to before, participants were asked to compare these

two models, and indicate their preferences with respect to their fair-

ness, bias, and utility. Finally, they were asked to make an overall

comparison between them to pick a final preferred model.

Lastly, we asked the participants to rate their perceived level

of risks for different types of mistakes made by the ML model in

the given societal context. Participants were asked to indicate this

risk level both from the perspective of the individual who directly

receives the ML model’s decision (i.e., the decision subject) and

from the perspective of the society (i.e., people who are indirectly

influenced by the ML model’s decisions).
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Table 1: A summary of the societal contexts we considered in this study.

ICUReq FaceAuth FraudDet

Positive Class Requires ICU support Should grant access Transaction is Fraud

False Positive (FP)

Prediction Outcome

Higher cost; Treatment

side-effects; Bed occupancy

Privacy and Security Breach;

HIPAA violation
Deny housing; eviction

False Negative (FN)

Prediction Outcome

Patient missing timely treatment;

Loss of loved ones

Time & inconvenience; Delayed

treatment

Loss of revenue; encourage

future fraud

Conjectured FP vs. FN Risk

Comparison (Individual)
FP < FN FP > FN FP > FN

Conjectured FP vs. FN Risk

Comparison (Society)
FP < FN FP > FN FP < FN

3.2 Experimental Procedure

We conducted our study on Prolific, a leading online experimenta-

tion platform. To reduce the impact of current affairs and media

coverage on people’s fairness preferences, we collected our study

data across four batches in a period of time spanning 5 months.

Participants were asked to go through a few stages in our study,

which were discussed below (the detailed content of our entire

study can be found in Appendix A).

Consent, context randomization, and tutorials. Upon the ar-

rival of the participants, they were first presented with a consent

form. As a part of their consent, participants approved our access

to their Prolific ID and their basic profile information such as their

ethnicity and country of residence, with the help of Prolific API.

After participants gave us their consent to take part in our study,

we randomly assigned them to one of the three societal contexts as

described in Section 3.1.1, and they would be asked to indicate their

fairness preferences across ML models designed for this assigned

societal context. To help them get familiar with basic ML concepts,

we gave participants a brief tutorial introducing to them concepts

like training data of ML models and different types of prediction

errors (e.g., false positive predictions, false negative predictions).

Then, we introduced to participants that in the societal context

that they were assigned, what the typical training data are for an

ML model and what different model predictions mean. We also

demonstrated to participants how to read figures like Figure 1a to

interpret an ML model’s prediction behavior.

Model preference solicitation. Next, participants moved on to

evaluate different ML models designed for their assigned societal

context. Participants would be presented subsequently with three

hypothetical ML models each satisfying different fairness defini-

tions. The fairness properties of these three models were all exam-

ined with respect to the hypothetical decision subjects’ racial group

identities (i.e., Caucasians vs. non-Caucasians). For each participant,

we randomly set either the Caucasian group or the non-Caucasian

group as the group that the ML model was biased against (i.e., the

“disadvantaged group” that receives comparatively fewer favorable

decisions), and the disadvantaged group was the same for all three

ML models that a participant saw.

As discussed in Section 3.1.2, participants first saw two ML mod-

els, models X and Y, with one satisfying EqFDiscRate (referred to

as model X) while the other satisfying EqOutcome (referred to as

model Y). These two models were introduced to participants one

after another in a random order. After viewing one model’s predic-

tion behavior across Caucasians and non-Caucasians, participants

were asked to indicate their perceptions of that model’s fairness,

bias, and utility on a 5-point Likert scale from “very unfair”/“very

unbiased”/“completely unusable” to “very fair”/“very biased”/“very

useful”2:

• (Fairness): Do you think model X[Y] is fair?

• (Bias): Do you think model X[Y] is biased?

• (Utility): Do you think model X[Y] is useful?

Additionally, participants could also justify their ratings through

the optional free-form text fields. After making separate evaluations

on these two models, participants would be presented with the

figure illustrating the prediction behavior of these two models side-

by-side (e.g., Figure 1), which highlighted the trade-off between

the two fairness definitions, i.e., EqFDiscRate and EqOutcome. We

then asked the participants to directly compare these two models

with respect to fairness, bias, and utility, and then indicate their

preferred model:

• (Fairness Comparison): Which model is more fair, model

X or model Y?

• (Bias Comparison): Which model is more biased, model X

or model Y?

• (Utility Comparison): Which model is more useful, model

X or model Y?

• (XY Comparison): Given a choice between model X and

model Y, which would you choose?

Again, participants indicated their preferences on a 5-point Likert

scale, with the lowest level representing “definitely model X”, the

middle level representing “neither model X nor Y”, and the highest

level representing “definitely model Y”.

To further collect a partial ordering of participants’ preferences

across ML models satisfying the three fairness definitions, i.e.,

EqFDiscRate, EqOutcome, and EqFOmitRate, we then presented the

participant with the ML model that they chose when answering

the “XY comparison” question, along with a new ML model, i.e.,

2We did not offer definitions of fairness, bias, or utility in our survey; hence, we relied
on participants’ inherent understanding of these concepts.
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model Z which satisfies EqFOmitRate3. Similar to before, partic-

ipants were asked to compare these two models with respect to

fairness, bias level, and utility then make a direct comparison be-

tween these two models to select an overall preferred model. We

refer to this final model selection question as “Overall Compar-

ison” in later discussions. Intuitively, participants’ responses to

the “Overall Comparison” question captures their most preferred

model among models X, Y, and Z.

Risk perception solicitation. After indicating their preferences

across different ML models, participants were then directed to rate

their perceived levels of risks for different types of prediction mis-

takes an ML model could make in the assigned societal context. To

facilitate participants’ risk evaluation, we first explained to partici-

pants, in the context of recidivism prediction or college admission

prediction, what different types of errors in ML’s decision mean

and what harmful impacts these incorrect decisions could cast on

the individual who directly receives the decision and others who

indirectly get influenced by the decision. Note that we intentionally

provided these explanations in contexts other than the societal con-

texts that participants were assigned to in order to avoid biasing

the participants. After these explanations, participants were asked

to consider in their assigned societal contexts, how different types

of mistakes made by the ML model may negatively impact the de-

cision subject (i.e., the “individual”) and others (i.e., the “society”).

For example, in the ICUReq context, each participant was asked,

• Individual False Positive Impact (IndFPImpact): From

the perspective of an individual, how significant are the im-

pacts of mistakenly predicting ICU support will be required?"

• Individual False Negative Impact (IndFNImpact): From

the perspective of an individual, how significant are the

impacts of mistakenly predicting ICU support will not be

required?"

• Society False Positive Impact (SocFPImpact): From the

perspective of the society, how significant are the impacts

of mistakenly predicting ICU support will be required?"

• Society False Negative Impact (SocFNImpact): From the

perspective of the society, how significant are the impacts

of mistakenly predicting ICU support will not be required?"

For each question above, participants could indicate the per-

ceived risks of the ML mistakes as low, medium, or high. We also

asked participants to use open texts to justify their risk ratings.

Graph comprehension check and demographics. Since ML

model’s group-wise performance was communicated to partici-

pants using graphical representations like Figure 1, at the end of

our study, we asked participants to go through 4 multiple-choice

graph comprehension questions.We utilized participants’ responses

to these questions as a proxy for their ability to understand the

ML model’s behavior and later filtered out low-quality responses

collected from participants who demonstrated poor understanding

of the graphs. Our analysis suggests that participants generally

demonstrate strong abilities in comprehending the graphs used in

our study; 90% of the participants correctly answered at least half

of the graph comprehension questions. For details on participants’

graph comprehension results, see Appendix A.9.

3If a participant was neutral between model X and Y, then we randomly pick a model
from these two to be compared against model Z.

Finally, towards the end of our study, we also collected par-

ticipants’ self-identification of privilege in their assigned societal

context (i.e., their belief regarding whether they would be placed

at the advantaged/disadvantaged position compared to an average

individual should they be the recipient of a decision made by an au-

tomated decision-making system designed for the current societal

context). For example, the question used to elicit self-identification

of privilege in the ICUReq content is "If you were the recipient of the

decision from an ICU requirement predictor model, do you think you

will be advantaged or disadvantaged, relative to the average individ-

ual?" Participants also provided optional responses to us regarding

their primary occupation and level of education.

3.3 Analysis Methods and Hypotheses

To examine if participants could differentiate various risk levels

associated with different types of incorrect ML model decisions in

different societal contexts (RQ1), we analyze their self-reported

individual and societal risk perceptions of the false positive and

false negative predictions (i.e., IndFPImpact, IndFNImpact, SocF-

PImpact, SocFNImpact) in the assigned societal contexts. We map

the reported risk levels of low, medium, and high to a score of 0, 1,

and 2, respectively. We conjecture that:

• [H1]: Within each societal context, participants can differ-

entiate the different levels of risks associated with the ML

model’s false positive and false negative predictions. In par-

ticular, their perceived relative risks of these two types of

ML model mistakes align with our conjectures in Table 1.

To test H1, given a societal context and a pair of risk percep-

tions, we conduct a one-tail Wilcoxon signed rank test to test if

participants’ self-reports are statistically different on these two risk

perceptions4. For example, consider the comparison between IndF-

PImpact and IndFNImpact. If we conjecture that the harm of false

positive predictions is greater than that of false negative predic-

tions from the decision subject’s perspective, we use an upper tail

Wilcoxon signed rank test to examine if participants’ self-reported

IndFPImpact perceptions are greater than IndFNImpact perceptions;

otherwise, a lower tail test is used.

To gain insights into the reasons behind participants’ risk per-

ceptions, we analyze participants’ open-text justifications of their

risk perceptions to identify major themes in their responses within

each societal context. Specifically, after removing punctuation and

stop words, we extract 𝑛-grams from participants’ responses. Let

𝐹 (𝑤, RiskType) indicate the number of times that the 𝑛-gram 𝑤
appears in participants’ justification of their perceptions with re-

spect to RiskType ∈ {IndFPImpact, IndFNImpact, SocFPImpact,

SocFNImpact}. We define the frequency of𝑤 among all 𝑛-grams in

the justifications for the chosen RiskType as,

P(𝑤, RiskType) =
𝐹 (𝑤, RiskType)

∑
𝑤 𝐹 (𝑤, RiskType)

In our analysis, we set𝑛 = 1 to analyze theword frequency for differ-

ent types of risk perceptions. In particular, for two different types of

risk perceptions (RiskTypea, RiskTypeb) (e.g., RiskTypea=IndFPImpact,

4Wilcoxon signed rank tests are used here since the distributions of participants’ risk
perceptions are not normal.
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RiskTypea=IndFNImpact), for each word𝑤 , we perform a propor-

tion z-test to examine if there are significant differences in the

frequency of this word in the justification of the two risk percep-

tions.We then define distinguished words as those words that appear

at a significantly higher rate in one risk perception justification than

the other. We perform a qualitative analysis of the distinguished

words to check whether the frequently used words in the justifica-

tions conform with the intuitive understanding of the decision risk

in each context. To understand the textual contexts where these

distinguished words appear in the risk justifications, we also extract

the most frequent bi-grams (𝑛 = 2) that contain the distinguished

words.

Next, we look across different societal contexts where people

may have different perceptions of the risks of incorrect ML predic-

tions, whether they exhibit different preferences for ML models

satisfying different fairness definitions (RQ2). In our study, partici-

pants were first asked to make a comparison between model X and

model Y illustrating the tradeoff between satisfying EqFDiscRate

and satisfying EqOutcome. Thus, we first investigate where par-

ticipants’ preferences between these two models differ across the

three societal contexts. We map participants’ responses to the “XY

comparison” question to a score in the set {−2,−1, 0, 1, 2}, with -2

reflecting “Definitely model X” and 2 reflecting “Definitely model

Y”, and we refer to these responses as participants’ “XY preferences”.

Assuming that people are more likely to prefer an equalization of

false discovery rate across groups if they perceive a higher level of

risk in the ML model’s false positive predictions, especially if false

positive predictions bring about more harm for both the individual

and the society, we hypothesize that:

• [H2.1]: Participants’ XY preferences vary significantly across

the three societal contexts. In particular, participants are

more likely to prefer model X (satisfying EqFDiscRate) in

the face authentication context.

To test this hypothesis, we perform a one-way ANOVA test5 on

participants’ XY preferences to examine if differences exist across

the three contexts, and post-hoc Tukey HSD tests are used to detect

if significant differences exist in any pair of contexts.

Moreover, participants in our study were further asked to com-

pare their preferred model between X and Y, and a third model Z

that satisfies EqFOmitRate, and their preferences are recorded in

the “Overall Comparison” question. We again map participants’

responses to this question to a score in the range of -2 to 2 (2 rep-

resents “Definitely model Z”). Based on their preferences between

model X and Y, participants’ response to the “Overall Comparison”

question may reflect their preference between model X and Z (i.e.,

if participants previously preferred X over Y) or their preference

between model Y and Z (i.e., if participants previously preferred Y

over X). We referred to these two sets of responses as “XZ prefer-

ences” and “YZ preferences” respectively. Assuming that people are

more likely to prefer an equalization of false omission rate across

groups if they perceive a higher level of risk in the ML model’s false

negative predictions, we hypothesize that:

• [H2.2]: Participants’ XZ preferences vary significantly across

the three societal contexts. In particular, participants are

5Since the distributions of participants’ model preferences reports are normal, one-way
ANOVA tests and their post-hoc tests are used in RQ2.

more likely to prefer model Z (satisfying EqFOmitRate) in

the ICU requirement prediction context.

• [H2.3]: Participants’ YZ preferences vary significantly across

the three societal contexts. In particular, participants are

more likely to prefer model Z (satisfying EqFOmitRate) in

the ICU requirement prediction context.

Again, we use one-way ANOVA tests and post-hoc Tukey HSD

tests to verify these hypotheses, given participants’ XZ prefer-

ence and YZ preference responses. To further understand if partici-

pants’ fairness preferences are moderated by contextual factors, we

also test H2.1-H2.3 within different subsets of data partitioned by

whether the ML model was biased against the majority or the mi-

nority group, the racial background of the participant (Caucasians

vs. non-Caucasians), and the participants’ self-identified privilege

status in their assigned societal contexts.

Finally, to examine if participants’ model preferences in different

societal contexts reflect their perceived risks of different model

mistakes in those contexts (RQ3), we investigate the correlation

between participants’ risk perceptions and their preferences across

ML models satisfying different fairness definitions. Specifically, for

each participant, we define their “perceived FP vs. FN risk differences

for individuals” as the difference in their IndFPImpact and IndFN-

Impact reports, and define their “perceived FP vs. FN risk differences

for society” as the difference in their SocFPImpact and SocFNIm-

pact reports. In addition, we also define the participant’s perceived

overall impact of false positive predictions (i.e., FPImpact) as the

average value of IndFPImpact and SocFPImpact, and their perceived

overall impact of false negative prediction (i.e., FNImpact) as the

average value of IndFNImpact and SocFNImpact. This enables us to

compute participants’ “perceived overall FP vs. FN risk difference” as

the difference in their FPImpact and FNImpact. We then evaluate

the Pearson correlations between participants’ perceived risk differ-

ences between false positive and false negative predictions (overall,

for individuals, and for society) and their model preferences (XY

preferences, XZ preferences, YZ preferences), and we hypothesize

that:

• [H3]: Higher perceived risk of false positive predictions rela-

tive to false negative predictions correlate with stronger pref-

erences for model X between X and Y, stronger preferences

for model X between X and Z, and stronger preferences for

model Y between Y and Z. That is, participants’ perceived

FP vs. FN risk differences (for individuals, for society, or

overall) negatively correlate with their XY preferences, XZ

preferences, and YZ preferences.

4 RESULTS

We recruited 238 U.S. residents through the Prolific [41] online

experimentation platform to participate in our study. We balanced

the racial background of our study participants during the recruit-

ment among Caucasians (historically privileged in the U.S.) and

non-Caucasians (we targeted for African-Americans, Latinos, and

Africans, who are historically non-privileged in the U.S.). For the re-

sponses we obtained from each participant, we manually reviewed

their answers to the graph comprehension questions and themanda-

tory open-text risk rating justifications. Responses that correctly

answered less than 50% of graph comprehension questions or put
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irrelevant risk rating justifications were considered as invalid, ex-

cept for 2 cases where the textual responses indicated clear under-

standing differing from their responses in graphical comprehension

questions. After filtering out the invalid data, we obtained 213 valid

responses coming from 108 Caucasians and 105 non-Caucasians.

73% of these participants self-report as females. 47% of the partici-

pants are under 25 years old, 38% between 25 and 40 and the rest

above 40 years old. Regarding participants’ employment status, 30%

are employed full-time, 22% are unemployed and 48% have other

employment status. Finally, 59% of the participants self-identify as

privileged in the societal contexts that they are assigned.

The average completion time of our study is 35 minutes, and par-

ticipants received a $5 compensation upon successful completion

of our study. Thus, the hourly compensation rate of this study is

$8.6/hour, which is higher than the current US federal minimum

hourly wage [38].

4.1 RQ1: Can people sense various risks of
different ML model mistakes?

We begin our discussion by examining within each societal context,

whether participants’ perceptions of the relative risks of false posi-

tive and false negative predictions align with our conjectures (H1).

Table 2 summarizes the conjectured relation between pairs of risk

perceptions, the respective mean and median values in participants’

reported risk perceptions, and Wilcoxon signed rank test results

on them.

In the ICUReq context, we observe that the reported value of

IndFPImpact (𝑀 = 1.056, 𝑀𝑒𝑑𝑖𝑎𝑛 = 1) is significantly lower than

that of IndFNImpact (𝑀 = 1.889, 𝑀𝑒𝑑𝑖𝑎𝑛 = 2). This implies that

participants perceived that a false positive prediction poses a lower

risk to the individual (i.e., the decision subject) than a false negative

prediction (𝑝 < 0.001), which is consistent with our conjecture.

Although not statistically significant, participants also viewed false

positive predictions as creating a lower level of harm for the society

than false negative predictions in the ICUReq context. Similarly, in

the FaceAuth context, we find that participants perceived the risk

of false positive predictions to be significantly higher than the false

negative predictions for both individuals and society (𝑝 < 0.001),
which is in line with our conjecture. Finally, participants who were

shown the FraudDet context expressed that both the individual and

societal risks of a false positive prediction are lower than a false

negative prediction. The Wilcoxon signed rank test comparing be-

tween the SocFPImpact and SocFNImpact risk perceptions suggest

that, from a societal perspective, participants found false positives

as significantly less risky than false negatives (𝑝 = 0.015). Mean-

while, the difference between the IndFPImpact and IndFNImpact

is not significant for the FraudDet context. Together, these results

largely support H1, which indicates that people indeed have the

capability to differentiate different levels of risks associated with

different types of ML model mistakes given the contexts that the

ML model is applied to.

To examine what the reasons behind participants’ risk percep-

tions are, we follow the methods described in Section 3.3 to conduct

a qualitative analysis of participants’ open-text risk rating justi-

fications. For example, Table 3 reports a subset of distinguished

words that we identified for the ICU requirement prediction sce-

nario for different types of risks (e.g., IndFPImpact, IndFNImpact,

SocFPImpact, SocFNImpact). Numbers reported in this table re-

flect the frequency that each word appears in the justification of

RiskTypeb in the columns, and numbers reported in the parenthesis

are the p-values of the proportion z-tests examining if the frequency

of the word appearing in the justification of RiskTypeb is signifi-

cantly different from its frequency appearing in the justification of

RiskTypea in the corresponding rows.

Inspecting Table 3, we find that the words “need”, “unneces-

sary”, “pay” and “room” show up more frequently in participants’

justification for IndFPImpact than for IndFNImpact, and notable

bi-grams containing these distinguished words in IndFPImpact jus-

tification include “care need”, “room someone”, “pay increased”,

and “unnecessary care”. These words reflect participants’ concerns

regarding financial burden and resource utilization for the impacts

of false positive predictions on individuals. For instance, participant

S0310 justified their IndFPImpact rating by stating “...an individual

is taking up an ICU bed that they do not need, while an individual

that does need it could potentially be dying.” Similarly, participants

S3018 and S0256 were concerned about “higher healthcare bill” and

“extra expenses to pay for the increased level of medical care costs”

respectively.

Regarding participants’ perceptions of the false negative predic-

tions in the ICUReq context, a representative justification comes

from S0428, “To mistakenly NOT be given an ICU bed that you do need

could result in avoidable death.” Indeed, our distinguished word anal-

ysis suggests that IndFNImpact justifications frequently mention

keywords like death and missing treatments. Frequently observed

bi-grams include “could die”, “could miss”, and “lead death”.

Comments on societal risks include concerns about the family

and loved ones of the patients. Bi-grams such as “family member”,

“stress family”, “family grieve”, “loved one” etc. appeared. In the

comparison between SocFPImpact and SocFNImpact justifications,

“tax” and “insurance” stand out with their corresponding bi-grams

“higher tax”, and “higher insurance” in the justifications of SocFPIm-

pact, while concerns with loss of life (with keywords like “death”

and “complication”) stand out in the justifications of SocFNImpact.

For example, S0405 mentioned “other people on the insurance plan

who may experience a rise in premiums” due to false positive de-

cisions but also stated “family will face additional emotional costs”

from false negatives.

In general, our qualitative analysis of participants’ justifications

of their risk ratings suggests that the reasons behind their risk

perceptions are largely consistent with our conjecture. We have

similar findings on the other two societal contexts (i.e., FaceAuth

and FraudDet), and we omit the detailed analysis for brevity.

4.2 RQ2: Do people show different fairness
preferences in different societal contexts?

Next, we move on to test H2.1–H2.3 to understand if people show

different preferences for ML models satisfying different fairness

definitions in the three societal contexts that we considered in this

study.

We begin by examining H2.1. Figure 2 compares participants’

average XY preferences across the three societal contexts. Here,
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Table 2: Comparison of the mean/median values of risk perceptions within each societal context and the corresponding

Wilcoxon signed rank test results.

Context Conjecture Risk perception

means (medians)

Wilcoxon Signed Rank statistics

Upper or Lower tail test W p-value

ICUReq
IndFPImpact < IndFNImpact 1.056, 1.889 (1, 2) Lower 13.0 <0.001

SocFPImpact < SocFNImpact 1.389, 1.417 (1.5, 2) Lower 122.0 0.437

FaceAuth
IndFPImpact > IndFNImpact 1.744, 1.093 (2, 1) Upper 358.5 <0.001

SocFPImpact > SocFNImpact 1.628, 0.884 (2, 1) Upper 347.5 <0.001

FraudDet
IndFPImpact > IndFNImpact 1.308, 1.385 (1, 2) Upper 86.5 0.646

SocFPImpact < SocFNImpact 0.744, 1.154 (1, 1) Lower 76.5 0.015

Table 3: Most distinguished words among the textual justifications of the risk ratings in the ICUReq context.

RiskType (b)

RiskType (a) Word IndFPImpact IndFNImpact SocFPImpact SocFNImpact

IndFPImpact

need 0.059 0.037 (0.049) 0.034 (0.013) 0.014 (<0.001)

unnecessary 0.007 0.000 (0.036) 0.004 (0.207) 0.001 (0.047)

pay 0.007 0.000 (0.036) 0.003 (0.109) 0.000 (0.011)

room 0.007 0.000 (0.036) 0.001 (0.042) 0.003 (0.120)

IndFNImpact

death 0.000 (<0.001) 0.023 0.000 (<0.001) 0.005 (0.002)

help 0.000 (0.013) 0.009 0.001 (0.022) 0.000 (0.005)

miss 0.000 (0.026) 0.006 0.000 (0.011) 0.000 (0.013)

treatment 0.003 (0.041) 0.013 0.008 (0.168) 0.004 (0.036)

SocFPImpact

family 0.000 (<0.001) 0.000 (0.001) 0.020 0.029 (0.869)

people 0.007 (0.004) 0.009 (0.015) 0.026 0.022 (0.301)

tax 0.000 (0.070) 0.000 (0.093) 0.004 0.000 (0.044)

insurance 0.002 (0.245) 0.000 (0.093) 0.004 0.000 (0.045)

SocFNImpact

family 0.000 (<0.001) 0.000 (<0.001) 0.020 (0.131) 0.029

friend 0.000 (0.007) 0.000 (0.014) 0.004 (0.056) 0.010

loved 0.000 (0.016) 0.000 (0.028) 0.004 (0.143) 0.008

death 0.000 (0.041) 0.023 (0.997) 0.000 (0.020) 0.005

complication 0.000 (0.065) 0.004 (0.541) 0.000 (0.038) 0.004

a negative value of XY preferences suggests that participants are

more likely to prefer model X (satisfying EqFDiscRate) on aver-

age, while a positive value suggests that participants are more

likely to prefer model Y (satisfying EqOutcome). When examining

the responses obtained from all participants, although on aver-

age, participants appear to prefer different ends of the trade-off

between EqFDiscRate and EqOutcome across the three societal

context, a one-way ANOVA test suggests that the differences in

their XY preferences are only marginally significant (𝑝 = 0.083).
Moreover, different from our conjecture in H2.1, participants who

were assigned to the FaceAuth context did not exhibit the strongest

preference to model X. We then repeated this analysis on the sub-

sets of responses obtained from participants who saw the majority

(or minority) group being placed at the disadvantaged position by

the ML model in our study, from Caucasian (or non-Caucasian)

participants, or from participants who self-identified as privileged

(or non-privileged) in their assigned contexts, separately. This anal-

ysis did reveal that there is a significant difference in people’s XY

preferences across the three societal contexts among Caucasians

(𝑝 = 0.014), as well as participants who considered themselves as

privileged in their assigned societal contexts (𝑝 = 0.001). However,
in both scenarios, the post-hoc Tukey HSD tests show that the sig-

nificant differences mainly exist between the ICUReq context and

the FraudDet context (Caucasians’ XY preferences between these

two contexts: 𝑝 = 0.011, self-identified privileged participants’ XY

preferences between these two contexts: 𝑝 = 0.001)—Caucasians
and participants who self-identified as privileged had a significantly

stronger preference to model X in the ICUReq context and a signif-

icantly stronger preference to model Y in the FraudDec context. In

other words, our data does not support H2.1.

Moreover, corresponding to H2.2 and H2.3, Figures 3 and 4

compare participants’ average XZ preferences and YZ preferences
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Figure 2: Comparing participants’ XY preferences across the three societal contexts. The comparison is conducted both on all

the data, and conditioned on which group was treated as the disadvantaged group by the ML model, the racial background of

the participant, and the self-identified privilege status of the participant. Negative (positive) values indicate a preference for

model X satisfying EqFDiscRate (model Y satisfying EqOutcome). Error bars represent the standard errors of the mean.
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Figure 3: Comparing participants’ XZ preferences across the three societal contexts. The comparison is conducted both on all

the data, and conditioned on which group was treated as the disadvantaged group by the ML model, the racial background of

the participant, and the self-identified privilege status of the participant. Negative (positive) values indicate a preference for

model X satisfying EqFDiscRate (model Z satisfying EqFOmitRate). Error bars represent the standard errors of the mean.

across the three societal contexts, respectively. As shown in Fig-

ure 3 (overall), while it appears that participants often tend to have

a stronger preference for model X over model Z in the ICUReq

context, the one-way ANOVA test suggests that the difference

across societal contexts in participants’ XZ preferences is not sta-

tistically significant (𝑝 = 0.177). However, when inspecting into

different subsets of responses, we found that when the ML model

was significantly biased against the majority group, participants

had a significant difference in their XZ preferences across the three

societal contexts (𝑝 = 0.044). Similarly, when participants self-

identified as non-privileged in the assigned societal contexts, they

also showed significantly different XZ preferences across the three

societal contexts (𝑝 = 0.039). In both cases, the post-hoc Tukey

HSD tests identify that as expected, participants in the ICUReq

context are significantly more likely to prefer model Z than those

in the FraudDet context (XZ preferences when the majority group

is disadvantaged by the model: p=0.041; XZ preferences among self-

identified non-privileged individuals: p=0.042). On the other hand,

one-way ANOVA tests suggest that participants’ YZ preferences

are not significantly different across the three societal contexts, and

this is true both when examining the entire set of responses from

all participants, or examining subsets of responses partitioned by

the identity of the disadvantaged group, the participants’ racial

background, and the participants’ self-identified privilege status.

That is, we find that H2.2 is partly supported in certain scenarios,

but H2.3 is not supported by our data.

In summary, we find that people’s preferences over ML models

satisfying different fairness definitions do show significant differ-

ences across the three societal contexts under certain conditions.

However, in general, evidence which suggests that people tend to

prefer an ML that equalizes false discovery rate (or false omission

rate) when the false positives are perceived as more risky than false

negatives (or false negatives are perceived as more risky than false

positives) is lacking.
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Figure 4: Comparing participants’ YZ preferences across the three societal contexts. The comparison is conducted both on all

the data, and conditioned on which group was treated as the disadvantaged group by the ML model, the racial background of

the participant, and the self-identified privilege status of the participant. Negative (positive) values indicate a preference for

model Y satisfying EqOutcome (model Z satisfying EqFOmitRate). Error bars represent the standard errors of the mean.

4.3 RQ3: Do people’s fairness preferences
correlate with their perceived risk
differences in different decision mistakes?

Table 4 shows the correlations between participants’ reports on

individual, societal or overall false positive vs. false negative risk

differences and their XY, XZ or YZ preferences, when consider-

ing the survey responses that we collected across all three societal

contexts. We observe that the risk differences are consistently nega-

tively correlated with XZ preferences, but these correlations are not

statistically significant. On the other hand, the XY preferneces and

YZ preferences show negligible and insignificant correlations with

the risk differences. In other words,H3 is not supported by our data.

We also repeated the same analysis on different subsets of the data

considering whether the majority group or the minority group was

placed at the disadvantaged position by the ML model, the racial

background of the participants, and the self-reported privileged

status of the participants. Tables 5 and 6 report the analysis re-

sults. Again, we find minimal evidence suggesting that participants’

model preferences correlate with their perceived risk differences

between different types of ML model mistakes. Finally, we repeat

the correlation analysis within each societal context, separately.

Again, in neither of the contexts, we observe significant correla-

tions between people’s model preferences and their perceived FP vs.

FN risk differences (see further details on context-wise correlation

analysis results in Appendix B). Since participants’ fairness prefer-

ences were not strongly correlated to the differences in their risk

perceptions for different types of model mistakes, we conclude that

human preferences of fairness are not simply driven by the equal-

ized distribution of the most serious harm across groups. Rather,

people’s fairness preference are highly subjective and nuanced.

5 DISCUSSIONS

In this study, within the three novel societal contexts we have in-

vestigated, we find that people are able to distinguish between

different levels of decision risks within each context. However, ex-

cept for a few specific cases, people’s fairness preferences do not

Table 4: Pearson correlation statistics between risk differ-

ences and fairness prefernces.

Risk Differences (a-b)
Pref.

Pearson Corr.

a b r p-values

IndFPImpact IndFNImpact

XY 0.049 0.600

XZ -0.146 0.279

YZ -0.077 0.554

SocFPImpact SocFNImpact

XY 0.050 0.591

XZ -0.108 0.424

YZ 0.076 0.562

FPImpact FNImpact

XY 0.061 0.509

XZ -0.153 0.256

YZ 0.005 0.968

vary substantially across contexts, and as a result, we find minimal

evidence suggesting that people’s risk perceptions of decision mis-

takes correlate with their fairness preferences. Below, we discuss

the implications and limitations of this study.

5.1 Implications

Risk perceptions are aligned with intuitions. Participants’ per-

ceptions of risks associated with each type of decisions are highly

aligned with our initial assumptions. Table 2 clearly shows that a

life-threatening decision is viewed as more risky than the possibility

of financial burden in ICUReq. Similarly, security and privacy con-

cerns are considered more dangerous than minor inconveniences of

entering credentials for authentication in FaceAuth. The only incon-

sistency between the data and our assumption is participants’ per-

ceptions towards individual risks of false positive and false negative

predictions in the fraud detection scenario. The responses suggest

that participants found that from the decision subjects’ perspective,

mistakenly allowing a transaction has more severe consequences

than mistakenly denying them. Recent reports claimed that about
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Table 5: Pearson correlations between risk differences and fairness perceptions across all the contexts within the sub-groups

created by partitioning based on either the group disadvantaged by the model or the participants’ ethnicity.

Condition
Risk Differences (a-b)

Preferences
Pearson Correlations

a b r p-values

Disadv. Group = majority

IndFPImpact IndFNImpact

XY 0.255 0.063

XZ -0.049 0.771

YZ -0.433 0.082

SocFPImpact SocFNImpact

XY 0.168 0.224

XZ -0.244 0.146

YZ -0.357 0.160

FPImpact FNImpact

XY 0.262 0.056

XZ -0.169 0.317

YZ -0.520 0.032

Disadv. Group = minority

IndFPImpact IndFNImpact

XY -0.084 0.508

XZ -0.320 0.169

YZ 0.040 0.795

SocFPImpact SocFNImpact

XY -0.174 0.170

XZ 0.212 0.370

YZ 0.232 0.129

FPImpact FNImpact

XY -0.158 0.212

XZ -0.130 0.584

YZ 0.182 0.237

Ethnicity = Caucasian

IndFPImpact IndFNImpact

XY 0.044 0.756

XZ -0.153 0.465

YZ 0.193 0.324

SocFPImpact SocFNImpact

XY -0.092 0.514

XZ -0.104 0.620

YZ 0.285 0.142

FPImpact FNImpact

XY -0.021 0.882

XZ -0.164 0.435

YZ 0.334 0.082

Ethnicity = Non-caucasian

IndFPImpact IndFNImpact

XY 0.055 0.663

XZ -0.146 0.425

YZ -0.271 0.127

SocFPImpact SocFNImpact

XY 0.135 0.283

XZ -0.140 0.445

YZ 0.058 0.747

FPImpact FNImpact

XY 0.116 0.358

XZ -0.166 0.364

YZ -0.104 0.564

one-third of the US population was a victim of fraudulent credit

card transactions and about 27% of these transactions resulted in

financial losses [13]. The prevalence of such fraudulent activities

in fintech solutions could have led the participants to view relaxed

defense mechanisms as a greater threat in general even for decision

subjects.

Risk perceptions are historically engraved. Although initially

expected, we found a minimal influence of recent affairs such as

unfairness in policing [44] and eviction moratorium in FaceAuth

and FraudDet respectively. The widespread media coverage of the

COVID-19 pandemic could have led to mentions of ICU bed scarcity

as the primary concerns in ICUReq scenario but the textual risk

rating justifications actually covered a wider range of related con-

cerns. It appears that risk perceptions originate from historically

formed views of the socio-economic structures rather than being

reactive to recent affairs.
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Table 6: Pearcon correlations between risk differences and fairness perceptions across all the contexts within the sub-groups of

participants based on their self-identification of privilege.

Condition
Risk Differences (a-b)

Preferences
Pearson Correlations

a b r p-values

PGM = Advantaged

IndFPImpact IndFNImpact

XY 0.047 0.705

XZ -0.060 0.726

YZ -0.136 0.466

SocFPImpact SocFNImpact

XY 0.001 0.995

XZ -0.185 0.273

YZ 0.105 0.573

FPImpact FNImpact

XY 0.031 0.804

XZ -0.139 0.411

YZ -0.013 0.945

PGM = Dis-advantaged

IndFPImpact IndFNImpact

XY 0.055 0.705

XZ -0.219 0.354

YZ -0.000 1.000

SocFPImpact SocFNImpact

XY 0.117 0.419

XZ 0.135 0.570

YZ 0.040 0.835

FPImpact FNImpact

XY 0.107 0.458

XZ -0.076 0.750

YZ 0.029 0.879

Fairness preferences vary across different subgroups of peo-

ple. Analyzing the response of Caucasian and non-Caucasian sub-

groups reveals that Caucasians and non-Caucasians often show

contrasting fairness perceptions. Figures 2, 3 and 4 show that in

many cases the average Caucasians and non-Caucasians prefer

the opposite ends of the fairness trade-off. For example, given the

choice between model X and Y, they show opposite preferences in

FaceAuth and FraudDet. This suggests that different demographic

groups may have different perceptions of fairness, which may be

shaped by their past experience. For example, when comparing

model Y with model Z in ICUReq, Caucasians voiced concerns

against false negative decisions whereas the non-Caucasians pre-

ferred EqOutcome. A plausible explanation of this disagreement is

that non-Caucasians (typically underprivileged individuals) face

disparity in healthcare [31, 39] and advocate for a system that allo-

cates resources equally to the patients even if it is unnecessary.

In addition, we also observed between-group opposing fairness

preferences when conditioned on people’s self-identification of

privilege in at least two societal contexts in each model comparison.

The striking relation between perceptions of privilege and fairness

indicates that variations in fairness perceptions might be alleviated

by balancing end-users’ sense of privilege through systemic reforms

such as support systems, mass awareness, or appeal mechanisms.

For instance, an impoverished community could view cash bail

as damaging whereas those with more resources could appreciate

this alternative to incarceration. Non-monetary alternatives and

fair review/remediation mechanisms are reported to increase the

likelihood of favorable perceptions [35]. In other words, instead

of computation solutions to fairness, alternative approaches to

improve perceptions of privilege among the participants may have

the potential to improve fairness perceptions towards an automatic

decision-making system.

Perceived fairness fails to achieve equal distributions of the

most serious risk. We started our study with the expectation

that fairness perceptions would lean towards equalizing the rate

of the most detrimental incorrect model predictions across groups.

However, our study results suggest that risk perceptions are barely

correlated with fairness preferences. Specifically, despite that there

is an agreement (often significantly) among participants regarding

the magnitude of risks that different model prediction mistakes

pose in each societal context, these risk perceptions did not trans-

late into fairness preferences. An explanation for this somewhat

counter-intuitive finding could be that laypeople lack formal train-

ing on fairness evaluation but aremore equipped for risk assessment

through their day-to-day experiences. As a result, they were able to

distinguish between subtle nuances in context-wise decision risks

but failed to properly assess the implications of a fairness metric

choice. This is in line with the hypothesis in [43] which suggests

that fairness perceptions from crowd-sourced studies may fail to

fully capture the true expectations and values of the participants.

On the other hand, our findings could also imply that people’s

fairness preferences in different societal contexts are actually an

outcome of factors beyond the perceived risk level differences. In

this case, future studies should focus on the identification of such

additional factors that shape a participant’s fairness perceptions.

Implications for ML model developers. In this work, we study

the societal contextual variations in fairness perceptions. Although
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our results suggest that participants’ fairness preferences are not

significantly different across the three societal contexts we consid-

ered in this study, we did find that, on average, participants often

lean towards different ends of the fairness trade-off across these

three contexts when they were asked to select their preferred mod-

els. Moreover, we find that certain subgroups within the population

do have significantly different fairness preferences across different

societal contexts, and different subgroups often disagree with each

other in their fairness perceptions. This suggests that perceived

fairness lacks generalization between different societal contexts

and between different segments of people. For the ML model devel-

opers, these findings indicate that to select the fairness metric for

their model, they can not directly generalize findings on fairness

preferences of previous studies [9, 19, 21, 24] that were obtained

from only a few societal contexts to their novel contexts. Moreover,

using the aggregate fairness preference to determine metrics of

model fairness may also invite backlash from subgroups of people

due to conflicts with their perceptions. As such, when ML model de-

velopers need to incorporate fairness perceptions into their model

choices in a novel societal context, they may have to engage in a

complete replication of the perceived fairness solicitation process

from scratch. During this process, ML model developers should test

the perceived model fairness with users from diverse backgrounds

to ensure a degree of representativeness of the data collected. They

should also actively take the disagreement between different sub-

groups into consideration to identify ML models that can maximize

the collective welfare of different subgroups of people. Since our

study suggests that people’s risk perceptions do not correlate with

their fairness preference, ML model developers should not use the

crowdsourced assessment of different types of model mistakes as a

heuristic in predicting which fairness metric may be preferred by

people, either.

5.2 Limitations

We focus only on group fairness definitions in this study since Saha

et al. [45] reported that participants were able to comprehend 6 out

of 9 statistical parity concepts. Since we didn’t provide interven-

tion during the experiment to educate participants about different

fairness metrics, our design included easy-to-comprehend group

fairness metrics only. As education and ML literacy are peripherally

related to societal effects on perceptions and were already studied

thoroughly in [52], we opt for relieving the participants from the

added cognitive load. Future studies could examine people’s per-

ceptions of a wide range of different types of fairness metrics. In

addition, we did not adopt complex survey designs such as those

used in [9] in our study due to their heavy reliance on expert stake-

holders. However, future studies can consider a human-in-the-loop

survey design to compare contextual fairness perceptions for dif-

ferent types of stakeholders.

Each hypothetical societal context included in this study is care-

fully designed so that the underlying technology is easily under-

stood by the participants and involves novel risk considerations.

Therefore, we considered under-studied applications of existing

technologies while picking the scenarios. Involving societal con-

texts that concern the latest technologies (e.g., generative AI tech-

nologies) in studies like this would be interesting future work, but

it also requires additional efforts toward helping participants un-

derstand the technology itself before they can evaluate their risk

and fairness implications.

By design, all of the participants compared models X and Y, but

only a subset of them compared model X to Z while the others

compared model Y and Z. Possible alternative study design could

ask each participant to compare all three pairs of models, but it

will lead to higher cognitive load for the participants. An alternate

approach includes limiting participants to compare only one pair

of models which will enforce the requirement of a higher number

of participants.

6 CONCLUSION

Perceived fairness has gained a lot of traction in recent FairML lit-

erature. In this work, we focus on the influence of different societal

contexts and their associated decision risks on fairness perceptions.

Our experiment shows that laypeople can sense the associated risks

with each model prediction. However, this understanding of the

consequences of the decision outcomes doesn’t appear to directly

translate into fairness perceptions. In fact, societal contextual con-

siderations alter the fairness perceptions but to a limited extent.

More importantly, these variations are often not directly correlated

with the risk perceptions in the related societal context. As a result,

we conclude that the influence of societal contexts is not simply an

outcome of differences in levels of decision risks, rather it is likely

to be a complex combination of many factors.
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A QUESTIONNAIRE

Our experiment randomized the sequence of displaying model X

and model Y as well as whether Caucasians are disadvantaged or

non-Caucasians. As a result, there were 12 configurations (3 societal

contexts, 2 disadvantaged groups, and 2 display sequences). The

questionnaire was designed to conditionally display only one con-

figuration to each participant. Following is the questionnaire that

corresponds to one of those configurations, i.e., the ICU require-

ment prediction system where the majority group is disadvantaged

and model X is displayed first. For brevity, we omit the consent

form shown at the beginning of the survey.

Introduction

Thank you for choosing to participate in this study. Go to next page

to begin Part 1 of the survey.

• Machine learning models use past data to make predictions.

– Training Data: To make a model that predicts whether an

admission applicant will be successful in college, you could

first gather data from past years about the characteristics,

or features of applicants who were or were not able to

succeed in that college.

• Machine learning models use patterns in the training data

to make predictions.

– For example, it might find that the applicant’s standardized

test results combinedwith participation in extra-curricular

activities best predict an applicant’s success.

– The collection of patterns is the model.

• Once the model has been made, it is possible to test how it

will perform by applying it to data that was set aside before

building the model.

– For example, we could make the model using data from

2015 and 2016 applications, and see how well it works in

the 2017’s applications.

• A machine learning model can make two types of mistakes

in its predictions.

– Predict something will happen when in reality it doesn’t

happen.

∗ Example: The model predicts that an applicant will be

successful and therefore he/she is accepted for admis-

sion. But later it turns out that the applicant failed to

succeed.

– Predict something will not happen when in reality it does

happen.

∗ Example: The model predicts that a qualified applicant

will not be successful.

• As an example, the following table is generated by counting

the success predictions of a model about applicants.

Predicted

Outcomes

Actual Outcomes
Total

Applicants
(Success in College)

Yes No

Yes 25 22 47

No 19 34 53

44 56 100

A.1 Part I: Scenario Description

ICU Requirement Prediction Scenario

The next series of questions will refer to this scenario.

Metropolis General Hospital needs to decide which patients will

eventually deteriorate and require ICU support in the next several

hours. Since ICU beds are scarce, neither all the patients can or

should be put in ICU, nor one should wait until their condition

deteriorates. We can think of this as a diagnostic test to early detect

risk of deterioration and provide patients necessary care before it

is too late.

• Training Data: The hospital created two models by gathering

data from past patients.

• Models: The resultingmodels try to predict whether a patient

will or will not require ICU support.

Based on the model picked by Metropolis General Hospital, they

can predict which people will require ICU support:

• If the model predicts that a person will require ICU support,

he will be put in ICU support.

• If the model predicts that a person will not require ICU

support, they will not be put in ICU and will receive general

treatment.

However, neither model they are considering is perfect. They

each make mistakes in different ways. In the following questions,

we will ask you to compare the performance of these models.
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A.2 Model A

Metropolis General Hospital wants to use an automated model

to determine who needs to be moved into an Intensive Care Unit

(ICU).

Model X is one of the models Metropolis General Hospital is

considering. Below are two graphs showing properties of model X.

The top graph shows the group-wise probability of predicting

ICU is required when model X is used. The bottom graph shows

the group-wise percentage of mistakes only among granted

ICU supports by model X.

• Probability of predicting ICU is required: The probabil-

ity of predicting ICU is required is the likelihood of model X

saying ICU support will be required.

• Mistakes only among granted ICU supports: The mis-

takes only among granted ICU supports shows the ratio (in

percent) of mistakenly granted ICU supports (i.e., model said

"ICU is required" but in reality, it was not) to the total amount

of granted ICU supports by model X.

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

41%
65%

Model X

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

35% 35%

Mistakes only among
granted ICU supports

Do you think Model X is fair?

• Very unfair •Mildly unfair • Neither fair nor unfair • Ac-

ceptably fair • Very fair

Why?

Do you think Model X is biased?

• Very unbiased • Mildly unbiased • Neither biased nor un-

biased • Acceptably biased • Very biased

Why?

Do you think Model X is useful?

• Completely unusable •Mostly unusable • Neither useful

nor unusable •Mostly useful • Very useful

Why?

A.3 Model B

Metropolis General Hospital wants to use an automated model

to determine who needs to be moved into an Intensive Care Unit

(ICU).

Model Y is one of the models Metropolis General Hospital is

considering. Below are two graphs showing properties of model

Y. The top graph shows the group-wise probability of predicting

ICU is required when model Y is used. The bottom graph shows

the group-wise percentage of mistakes only among granted ICU

supports by model Y.

• Probability of predicting ICU is required: The probability

of predicting ICU is required is the likelihood of model Y

saying ICU support will be required.

• Mistakes only among granted ICU supports: The mistakes

only among granted ICU supports shows the ratio (in per-

cent) of mistakenly granted ICU supports (i.e., predicted "ICU

is required" but in reality, it was not) to the total amount of

granted ICU supports by model Y.

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

53% 53%

Model Y

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%
50%
75%

100%

24%
45%

Mistakes only among
granted ICU supports

Do you think Model Y is fair?

• Very unfair • Mildly unfair • Neither fair nor unfair • Accept-

ably fair • Very fair

Why?

Do you think Model Y is biased?

• Very unbiased • Mildly unbiased • Neither biased nor un-

biased • Acceptably biased • Very biased

Why?

Do you think Model Y is useful?

• Completely unusable •Mostly unusable • Neither useful

nor unusable •Mostly useful • Very useful

Why?

Changed Answers

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

41%
65%

Model X

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

35% 35%

Mistakes only among
granted ICU supports

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

53% 53%

Model Y

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

24%
45%

Mistakes only among
granted ICU supports
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Did seeing the second model (right figure) change the answers

you wished to give for the first model (left figure) you saw?

• Yes • No

What aspects of your answer would you wish to change and

why?

A.4 Model X and Model Y

Now we’re going to ask you to compare the two models you just

saw. For reference, the figures are reproduced below.

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

41%
65%

Model X

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

35% 35%

Mistakes only among
granted ICU supports

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

53% 53%

Model Y

Probability of predicting
ICU is required

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

24%
45%

Mistakes only among
granted ICU supports

Which model is more fair, model X or model Y?

• Definitely model X • Probably model X • Models X

and Y are equally fair

• Probably model Y • Definitely model Y

Why?

Which model is more biased, model X or model Y?

• Definitely model X • Probably model X • Models X

and Y are equally biased

• Probably model Y • Definitely model Y

Why?

Which model is more useful, model X or model Y?

• Definitely model X • Probably model X • Models X

and Y are equally useful

• Probably model Y • Definitely model Y

Why?

Given a choice between model X and model Y, which would you

choose?

• Definitely model X • Probably model X • Neither

model X nor model Y

• Probably model Y • Definitely model Y

Why?

A.5 Model X/Y vs Model Z

You have chosen model X over model Y6. Now compare model X

with model Z shown below.

The top graph for each model shows the group-wise percent of

mistakes only among denied ICU supports.

• Mistakes only among denied ICU supports: The mistakes

only among denied ICU supports shows the ratio (in percent)

6Assuming model X was preferred over model Y.

of mistakenly denied ICU supports (i.e., model said "ICU is

not required" but in reality it was necessary) to the total

amount of denied ICU supports

Caucasian Non-Caucasian
0%

25%

50%

75%

100%

46%
23%

Model X

Mistakes only among
denied ICU supports
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granted ICU supports

Caucasian Non-Caucasian
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granted ICU supports

Which model is more fair, model X or model Z?

• Definitely model X • Probably model X • Both model

X and Z are equally fair

• Probably model Z • Definitely model Z

Why?

Which model is more biased, model X or model Z?

• Definitely model X • Probably model X • Both model

X and Z are equally biased

• Probably model Z • Definitely model Z

Why?

Given a choice between model X and model Z, which would you

choose?

• Definitely model X • Probably model X • Neither

model X nor model Z

• Probably model Z • Definitely model Z

Why?

A.6 Context Descriptor Questions

Now, we begin the 2nd part of this survey. Before beginning the

questions we shall provide a few definitions and examples to help

you understand the questions. Keeping in mind your answers in

Part 1, complete these questions so that they best justify your

answers in Part 1. For your convenience, your answers from Part 1

are reproduced below. 7

• The person who directly receives the decision from the auto-

matic decision making system is termed as an "individual".

– E.g., if automatic decision making were used in deciding

college admissions, the applicant will be an "individual".

• Anyone who is indirectly affected by the decision from the

automatic decision making system is considered as part of

the "society".

– E.g., if an automatic decision making system is set up to

decide whether to grant bail to a defendant, the decision

also has an impact on the defendant’s family, employer,

other stakeholders, potential victims of future crime as

well as the entire community. Therefore, all of them are

categorized as part of the "society".

7Reproduction of answers to Part 1 is omitted for the sake of brevity.
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• In all the following discussions, we consider the harmful

impacts of a decision.

• An incorrect decision can have immediate or long term con-

sequences on both the individual and the society.

– The immediate consequence of an improper bail decision

on the individual is imprisonment.

– The societal impact could be varied, e.g., the defendant’s

family may be subject to emotional and financial diffi-

culties if the individual is needlessly imprisoned, but the

family and others in the community may be harmed if a

dangerous individual is released.

• The significance of the harmful impacts of a decision varies

with context.

– The decision to imprison an innocent person has severe im-

pact on his/her life. At the same time, the decision to grant

someone a bail who is likely to commit violent crimes later

has high harmful impact on the society.

– On the other hand, if college applicant’s success predic-

tions are used to recommend necessary additional men-

toring then an incorrect prediction about an applicant’s

success may have low impact on his later success. But

if such a prediction is used to decide college admission,

then an incorrect prediction may have high impact on the

applicant’s future success.

In the following questions, we will ask you about level of sever-

ity of individual and social harmful consequences of each type of

mistake a model can make in the given scenario.

From the perspective of an individual, how significant are the

impacts of mistakenly predicting ICU support will be required?

• High •Moderate • Low

Why?

From the perspective of an individual, how significant are the

impacts of mistakenly predicting ICU support will not be required?

• High •Moderate • Low

Why?

From the perspective of the society, how significant are the

impacts of mistakenly predicting ICU support will be required?

• High •Moderate • Low

Why? Please also mention who you considered as part of the

"society" for clarity of your answers.

From the perspective of the society, how significant are the

impacts of mistakenly predicting ICU support will not be required?

• High •Moderate • Low

Why? Please also mention who you considered as part of the

"society" for clarity of your answers.

Do you think there will be high reliance on the automatic de-

cision making system in the ICU requirement prediction scenario

(i.e., doctors will start following the decisions blindly)?

• Yes • No

If Metropolis General Hospital noticed that the model is highly

inaccurate on African American patients, do you think the doctors

will start putting more African American patients into ICU even

when the model predicts it is not required?

• Yes • No

Do you think there exists historical disparity in the treatment

received by White and African American patients?

• Yes • No

A.7 Self-Identification

If you were the recipient of the decision from an ICU requirement

predictor model, do you think you will be advantaged or disadvan-

taged, relative to the average individual?

• Advantaged • Disadvantaged

A.8 Graph/Context Comprehension

Following questions are related to the graphs shown below. Do not

use information you may have seen in other graphs in answering

this question.

Assume that Metropolis College has deployed Model X to predict

whether an applicant "will be successful" in their college (thus will

be accepted for admission) or "will not be successful" (thus will

be denied admission). Figure 1 shows the group-wise accuracies.

Figure 2 shows the group-wise percentage of mistakes only among

"will not be successful" predictions.

Using the information shown in the figures, answer the following

questions.

Male Female
0

25

50

75

100

52%

76%

Figure 1: Group-wise Accuracies of Model X

Accuracy

Male Female
0

20

40

60

80

100

41%

68%

Figure 2: Group-wise Percentage of Mistakes only among
"will not be successful" Predictions from Model X

Percentage of mistakes only among
"will not be successful" predictions

GC1: Which of the following can be inferred from the above

figures,

• Model X is more likely to predict correctly for female appli-

cants than male applicants.
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(b) Percent of correct answers among the accepted responses in

each graph comprehension question.

Figure 6: Statistics of graph comprehension questions.

• Model X is more likely to predict correctly for male appli-

cants than female applicants.

• Model X is equally likely to predict correctly for female

applicants and male applicants.

• None of the above can be inferred from the figures.

GC2: Which figure was used to infer the answer of the question

above?

• Figure 1 • Figure 2

GC3: Which of the following can be inferred from the above

figures,

• More male applicants will be accepted for admission and fail

than female applicants.

• Female applicants will be more likely to mistakenly be re-

jected than male applicants.

• Male applicants will be more likely to mistakenly be accepted

than female applicants.

• Male applicants will be more likely to be accepted than fe-

male applicants.

GC4: Which figure was used to infer the answer of the question

above?

• Figure 1 • Figure 2

Optional

The following questions are optional. These will help us analyze

your response better. If you don’t want to provide answers to the

following, feel free to skip to the end of the survey.

Highest Level of Education:

List of items ommitted.

Occupation:

List of items ommitted.

A.9 Graph Comprehension Statistics

As both training and a quality check, we ask the graph comprehen-

sion questions shown in A.8. The participants are shown a graphical

representation of group-wise performances of a model with tex-

tual explanations. They answered two multiple-choice inference

questions (GC1 and GC3) and two inference follow-up questions

(GC2 and GC4). Figure 6a indicates that 90% (216) of the participants

correctly answered half or more of the graph comprehension ques-

tions. Similarly, Figure 6b shows each individual inference question

and follow-ups were answered on average 65% and 76% accurately

respectively. Since the percentages are significantly higher than

random selection of 25% and 50% respectively, it indicates that the

visual and textual aids successfully helped the participants in mak-

ing an informed decision. Graph comprehension was a part of the

rejection criteria described in Section 4. The exceptions in percent-

age bins 25% and 50% in Figure 6a are due to thought-provoking

and low-quality open-text responses respectively.

B SOCIETAL CONTEXT-WISE RELATIONS
BETWEEN RISK PERCEPTIONS AND
FAIRNESS PREFERENCES
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Table 7: Context-wise Pearson correlation statistics between risk differences and fairness preferences.

Context
Risk Differences (a-b)

Preferences
Pearson Correlations

a b r p-values

ICUReq

IndFPImpact IndFNImpact

XY 0.132 0.442

XZ -0.190 0.385

YZ -0.550 0.052

SocFPImpact SocFNImpact

XY 0.337 0.044

XZ -0.018 0.934

YZ 0.321 0.285

FPImpact FNImpact

XY 0.312 0.064

XZ -0.131 0.550

YZ -0.210 0.491

FaceAuth

IndFPImpact IndFNImpact

XY -0.155 0.320

XZ 0.234 0.320

YZ 0.212 0.333

SocFPImpact SocFNImpact

XY -0.207 0.182

XZ -0.355 0.124

YZ 0.133 0.546

FPImpact FNImpact

XY -0.220 0.156

XZ -0.020 0.934

YZ 0.212 0.331

FraudDet

IndFPImpact IndFNImpact

XY -0.033 0.844

XZ -0.162 0.581

YZ 0.047 0.824

SocFPImpact SocFNImpact

XY 0.118 0.475

XZ 0.176 0.547

YZ -0.062 0.767

FPImpact FNImpact

XY 0.061 0.711

XZ -0.003 0.992

YZ -0.018 0.931
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